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Preface

Welcome to the proceedings of the EuroHaptics 2012 conference. EuroHaptics
is the main meeting for European researchers in the field of haptics but it is
also highly international, attracting researchers from all parts of the world.
EuroHaptics 2012 took place in Tampere, Finland, during June 13–15. We re-
ceived a total of 153 submissions in three categories (full papers, short papers,
and demo papers). The review process led to 99 of these being accepted for
publication (56 full papers, 32 short papers, and 11 demo papers). The material
is divided into two volumes. The first volume contains the long papers and the
second volume contains the short papers and demo papers. Owing to schedule
restrictions some of the long and short papers were presented at the conference as
oral presentations and others as posters. In the proceedings, however, all papers
are equal.

Conferences cannot function without the challenging work that the referees
do. They read and consider each submitted paper, often under a tight schedule,
to help the Program Committee choose the best work to be presented. On behalf
of the whole EuroHaptics 2012 Organizing Committee I thank the reviewers for
their effort, including those that we may have unintentionally omitted from the
listings here.

This collection of papers shows, once again, that the field of haptics is of
interest in many areas of science and technology all over the world. I am happy to
serve this community of researchers as the editor of these proceedings. Hopefully,
they will serve us well as a reference and offer many interesting reading sessions.

June 2012 Poika Isokoski
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Abstract. Pseudo-haptic textures allow to optically-induce relief in tex-
tures without a haptic device by adjusting the speed of the mouse pointer
according to the depth information encoded in the texture. In this work,
we present a novel approach for using curvature information instead of
relying on depth information. The curvature of the texture is encoded in
a normal map which allows the computation of the curvature and local
changes of orientation, according to the mouse position and direction. A
user evaluation was conducted to compare the optically-induced haptic
feedback of the curvature-based approach versus the original depth-based
approach based on depth maps. Results showed that users, in addition
to being able to efficiently recognize simulated bumps and holes with the
curvature-based approach, were also able to discriminate shapes with
lower frequency and amplitude.

1 Introduction

Pseudo-haptic feedback is a well-known interaction technique that allows to cre-
ate an illusion of haptic properties with the combination of visual stimuli and
passive input devices [7]. When introducing a decoupling between the visual stim-
uli and the users’ actions, the visual stimuli is dominant and can successfully
create something of haptic illusion. Several studies proved that pseudo-haptic
feedback can be used to simulate various haptic sensations such as friction [7],
the degree of hardness or softness of an object [5], the mass of a virtual object
[2] or the relief of a 2D image [6]. Its main advantage is that it does not require
any dedicated hardware device to simulate haptic stimuli. For example, to simu-
late pseudo-haptic feedback in a desktop computer, a standard mouse is enough.
Thus, the pseudo-haptic feedback can be used in a wide range of applications
(e.g. 2D GUIs, video games, virtual reality, tactile images).

In this paper, we focus on the improvement of pseudo-haptic textures [6].
Pseudo-haptic textures allow to simulate the relief of a 2D texture by adjusting
the control-display ratio of the mouse cursor. As the cursor advances along the
texture, the CD ratio is adjusted in a per-pixel basis according to the information
stored in a depth map. Unfortunately, according to haptic studies [11,12], using
only depth information does not provide a strong cue for shape discrimination.

P. Isokoski and J. Springare (Eds.): EuroHaptics 2012, Part I, LNCS 7282, pp. 1–12, 2012.
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Fig. 1. Comparison of a generated depth map (center) and normal map (right) of a
particular viewpoint of the armadillo model (left). High frequency details cannot be
stored in the depth map due to limited spatial resolution. In contrast, high frequency
details are better preserved in the normal map.

In addition, it is difficult to balance the effect of the depth-based approach for
high depth ranges.

In this work, we introduce the use of curvature information to enhance the
illusion of the pseudo-haptic textures. The curvature is encoded into a normal
map, which provides information about the curvature at each pixel and deter-
mines changes of the local orientation of the surface (see Figure 1). Normal maps
are commonly used in computer graphics and haptics to store high frequency
data, they can be computed procedurally or using a 3D graphic editing software.
Although the curvature information of a surface is an important discriminant for
haptic perception, as far as we know, there is no study exploring its integration
with pseudo-haptic textures. We believe that curvature information can provide
a stronger cue about the shape of textures than depth information.

The remaining of the paper is structured as follows. In Section 2, we discuss
previous work on pseudo-haptic textures and haptic perception using curvature
information. In Section 3, we present the proposed algorithm based on curvature
information. Next, in Section 4, we detail and discuss the results of the user eval-
uation comparing our approach with the depth-based approach. Finally, Section
5 provides concluding remarks and future work.

2 Related Work

2.1 Pseudo-haptic Textures Based on Depth Maps

Several works have studied the efficiency of pseudo-haptic effects in order to
simulate haptic properties. As one of the first experiments, Lécuyer et al. [7]
simulated friction with a virtual cube moved by the user using a 2D mouse and
a Spaceball. In this experiment, the virtual cube was decelerated when crossing a
gray area by altering artificially the Control/Display ratio (Control refers to the
speed of hand movement while Display refers to the speed of cursor movement).
Here, users were able to perceive “friction” with an increased C/D ratio without
using a haptic device.
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In a posterior study, Lécuyer et al. [6] investigated the simulation of tactile
sensations on 2D textures using a pseudo-haptic approach. The main idea con-
sisted in controlling the speed of the mouse cursor as a function of the depth
information of the texture over which the mouse cursor was traveling. For ex-
ample, when the mouse cursor was moving along a surface with a positive slope,
the speed of the cursor was decreased; on the opposite case, a negative slope pro-
duced an acceleration of the mouse cursor. In these experiments, the users were
able to efficiently identify simulated bumps and holes in the texture. Hachisu et
al. [4] also used the depth information of the textures to combine the pseudo-
haptic effect with visual and tactile vibrations in order to strengthen the tactile
perception.

Mensvoort et al. [8] compared the usability of mechanically simulated haptic
textures with optically simulated haptic textures. The authors used the slope
vector of the texture to increase or decrease the speed of the mouse cursor. In
order to compute the slope, they used the depth map of the texture as source of
information. Later, the same authors [9] compared the perceptual differences of
recognizing bumps and holes using pseudo-haptic textures with the simulation
generated by a mechanical force feedback device. The results showed that in
some cases, for example, for subtle forces, optically simulated haptic feedback
can be even more expressive than mechanical simulations of force feedback.

2.2 Haptic Perception Using Curvature Information

Although previous work present important improvements and applications of
pseudo-haptic textures, there is no study that investigates the curvature infor-
mation of the texture in order to enhance the pseudo-haptic effect. Several prior
studies using haptic devices have shown that the orientation of the surface of
contact is a dominant source of information for perceiving shape [3]. Bernard et
al. [10] presented an experiment in which users had to distinguish an elliptical
cylinder from a circular cylinder using a haptic stimuli. In the elliptical cylinder,
the local curvature varies over the surface, whereas it is constant for the circular
cylinder. The results showed that an ellipse can be distinguished from a circle
when divergences or changes in curvature can be perceived. In contrast, when
curvature information was lacking, shape recognition performance decreased.

Wijntjes et al. [11] investigated the specific contribution between the curva-
ture (local orientation) and depth cues in order to perceive the shape of curved
surfaces. Their results demonstrated that discrimination performances depend
largely on the availability of local orientation. They also found that a curved
shape that is defined solely by a height profile is hard to discriminate. In a more
recent study, Zeng et al. [12] constructed a shape-simulating haptic device that
depends totally on the curvature information. The haptic device was able to
move and rotate a flat plate. The rotation angle was dependent on the position
of the contact point and it varied following the position of fingertip in order to
satisfy the local orientation of the curved surface. The results verified that users
were able to efficiently perceive distinct curved shapes.
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3 Pseudo-haptic Textures Based on Curvature

According to the results showed in haptic studies for curvature perception, we
believe that the curvature and local changes of orientation can be exploited in
order to enhance the exploration of a pseudo-haptic texture. While the original
approach [6] only uses depth information to modify the Control/Display ratio,
our proposed method relies on the curvature information of the surface encoded
into a normal map. When the cursor moves from one pixel to another, the CD
ratio is computed according to the curvature at the midpoint of both pixels and
to the changes of the local orientation. Changes in the CD ratio can be seen
as the effect of lateral forces [1]. In the following, we describe the details of
our proposed approach that integrates the curvature information with the local
changes of orientation as important cues for simulating pseudo-haptic textures.
The algorithm differs from [6] mainly for the computation of the CD ratio.

3.1 Algorithm Description

Input. Assuming that the interactive area is restricted to the pseudo-haptic
texture, the algorithm has as inputs (see Figure 2 Left): (a) the normal map
(Mn), (b) the current mouse cursor position pm = (xm, ym), (c) the direction of
the mouse m and (d) the physical distance covered by the mouse dm.

Overview. According to the input variables, the algorithm updates the position
of mouse cursor (starting at pm) by traversing the texture along the direction
defined by m. Each time the mouse cursor advances one pixel, a new CD ratio
is computed according to the current and previous pixel. The traversal finishes
when the accumulated distance is equal or greater than dm. Additional details
can be found in [6].

Curvature Computation. In order to compute the CD ratio, we need to
retrieve the curvature information between pixels. Let consider two neighboring
pixels p1 = (x1, y1, 0) and p2 = (x2, y2, 0) and their respective normals n1 and
n2 (see Figure 2 Middle). We define the plane π considering the direction of the
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v n2

n1
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cos(α)
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'
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Fig. 2. Curvature computation summary. Left, top view of the pseudo-haptic texture.
Middle, the computation of the CD ratio only takes into account the projection of the
normals into the plane π. Right, relationship of the normals of the two pixels with α
and β.
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mouse m, the viewing direction v = (0, 0,−1) and p1. Then, we apply an affine
transformation to π, transforming it into xy plane (referred as π′); the same
transformation is applied to vectors n1 and n2 obtaining n′

1 and n′
2. Finally,

we project the normals n′
1 and n′

2 into the plane π′ obtaining n′′
1 and n′′

2 (see
Figure 2 Right). Notice that the x-axis relates to the direction of movement,
while the negative y-axis relates to the viewing direction. From n′′

1 and n′′
2, and

using Equation 1, we can obtain the curvature represented by α and the local
change in curvature (Δβ).

cos(α) = (n′′
1x + n′′

2x)/2

Δβ = arccos(n′′
1x)− arccos(n′′

2x)
(1)

The cosine of α determines the magnitude of the slope and its sign and Δβ
provides information about the change of the local orientation. If Δβ > 0, the
slope is locally increasing and vice-versa.

CD Ratio Computation. The computation of the CD ratio has two com-
ponents, the influence of the cos(α) and the influence of Δβ. First, the cos(α)
is considered as a lateral force which models the friction of the surface. If it is
negative, it applies a force against the movement and vice-versa. As the cosine is
normalized between -1 and 1 we need to apply two scaling constants determining
the maximum and minimum CD ratio. Considering that a CD ratio of 1 refers to
a flat surface (cos(α) = 0), the CD ratio is modeled as shown in Equation 2. kmin

and kmax are user defined constants determining the maximum and minimum
CD ratio.

CD ratio =

{
1− cos(α) · (1− 1/kmin) if cos(α) > 0, kmin ≥ 1
1− cos(α) · (kmax − 1) if cos(α) < 0, kmax ≥ 1

(2)

However, this formulation accounts for the local curvature but not for changes
in curvature. The same value of cos(α) may result from different values of n1

and n2. As the computation of the CD ratio is done for each pair of pixels,
without considering previous pixels, it would produce unnoticeable effects for
sharp surfaces and edges. For that purpose, the factors kmax and kmin were
adjusted according to Δβ (see Equation 3). Δβ has its units in degrees. If Δβ ≈
0, the CD ratio only accounts for α. Now, k′max and k′min determine the maximum
and minimum CD ratio when Δβ = 0. In order to avoid extreme values of kmin

and kmax, a lower and upper limit can be defined.

kmax = k′max · (1 +Δβ)
kmin = k′min · (1−Δβ)

(3)

Figure 3 shows the behavior of the CD ratio according to α and Δβ. The plot
only considers smooth variations of curvature (Δβ = ±2).
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Fig. 3. CD-ratio variation as a function of Δβ and cos(α) for (left) positive slopes,
(right) negative slopes. The upper and lower limit for kmax and kmin were 30 and 5,
and 4 and 1.5 for k′
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min.

3.2 Comparison with the Depth-Based Approach

Both approaches exhibit a similar behavior, crossing two pixels with a positive
slope will require a CD ratio greater than 1, and vice-versa. However, the CD
ratio for the depth-based approach is obtained taking into account depth changes
between pixels (Δh). Changes in CD ratio exhibit a linear behavior according
to Δh. Similar to our approach, it also requires to determine the maximum and
minimum CD ratio, but as the depth map is typically normalized between 0 and
1, we also need to provide a scaling factor for the depth map.

In contrast to the linear behavior of Δh, the behavior of cos(α) is not linear.
It provides higher variation for values of α > 3π/4 and α < π/4 (α ∈ [0..π]).
This provides higher precision for surfaces with smaller slopes, thus being easier
for the user to identify them.

Another difference is that our approach is able to simulate C0 discontinuities.
One of the results detailed in [6] showed that users tend to recognize sharp
surfaces as smooth surfaces. As we consider local variations of curvature (Δβ),
non-continuous changes in curvature result in stronger variations of the CD ratio,
which now will be noticeable for the user. All these differences are expected to
provide better shape recognition.

4 User Evaluation

The analysis of the depth-based approach has revealed existing limitations when
willing to recognize pseudo-haptic textures with varying depth ranges. In this
user evaluation we want to explore the limits of the depth-based approach when
trying to recognize shapes with different depth ranges and whether the curvature-
based approach is able to provide better results. For this purpose we have con-
ducted a similar experiment to [6], based on the recognition of simple targets
with different shapes and profiles.
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4.1 Procedure

The visual stimuli was a rectangular area shaded with a constant dark blue of
500px, placed at the center of the screen. Users were presented with a simple task:
identify if the shape placed inside was a bump or a hole. They were instructed
to perform horizontal mouse movements along the boundaries of the rectangular
area. The only feedback provided was the speed of the mouse cursor, which was
adjusted according to the pseudo-haptic technique being evaluated. For each
shape, after ten seconds of exploration an answer screen was displayed, asking
the user to classify the shape. A typical 2AFC protocol was employed, users
could only choose between bump or hole. In order to explore if users were able
to recognize the shape in less time, they could press the left mouse button to
display the answer screen, answering before the time limit. Once the user chooses
an option, the next target is “displayed”. This process was repeated until the
end of the experiment.

4.2 Experimental Design and Hypotheses

Twenty four different targets were considered in the experiment (see Figure 4).
They were built according to the Shape (Bump or Hole), the simulated Profile
(Linear, Gaussian and Polynomial), the Height (0.25 and 1, the depth map was
normalized between -1 and 1) and two different Radiuses (100px and 200px).

According to the targets’ configuration and the techniques evaluated, the
independent variables were the pseudo-haptic technique (Depth and Curvature),
the Shape, the Profile, the Heights (High, Low) and the Radius (Large, Small) of
the targets, all considered as whithin-subject. Thus resulting in a 2×2×3×2×2
factorial design (48 combinations). The dependent variables were the number of
misclassified shapes and the time to complete the task. For the task-completion-
time, we only considered the time spent during the active exploration of the
shape.

 0.25

 0.5

 0.75

 1

-1 -0.75 -0.5 -0.25  0.25  0.5  0.75  1

-1

-0.75

-0.5

-0.25

Fig. 4. Shapes used during the experiment. Linear (green), Polynomial (blue) and
Gaussian (red). The Equation for the polynomial profile was f(x) = 1− x4.
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The experiment was subdivided into two phases, one for each Technique. Each
phase was also subdivided into three blocks. For each block, users had to classify
the 24 targets which were ordered randomly. For each phase, the first block
was considered as training/adaptation and was not considered in the analysis.
Participants required on average twenty minutes to complete the experiment and
they could take a break at the end of the first phase.

Our main hypotheses were that users would significantly misclassify less shapes
when using the curvature-based approach (H1.1), with higher differences for tar-
gets with a smaller depth range (H1.2). Regarding recognition time, we also ex-
pected lower mean of recognition time for the curvature-based approach (H2.1).
In addition, we also expected a lower mean for the recognition time for targets
with higher depth range (H2.2).

4.3 Experimental Apparatus and Population

The experiments were conducted with a 24” inch monitor with a resolution of
1920× 1200 pixels, using as input device a standard mouse. The mouse acceler-
ation provided by the operative system was disabled. Participants were placed
at 60 cm from the screen and operated the mouse with their dominant hand.

Twelve volunteers users (undergraduate and graduate students) took part in
the experiment, aged from 23 to 31, 2 females and 11 males. All users had not
experienced pseudo-haptic feedback before.

4.4 Results

For the statistical analysis we used ANOVA analysis. For all post-hoc com-
parisons, Bonferroni adjustments for α = 95% were applied; only significant
post-hoc comparisons are mentioned (p < 0.05).

Error Rate. Regarding the number of misclassified targets versus the Tech-
nique, Radius, Height, Profile and Shape, there were two main significant ef-
fects for Technique (F1,11 = 8.11, p ≤ 0.01) and for Height (F1,11 = 18.78, p <
0.001). Post-hoc tests showed that users did more mistakes when employing the
depth-based approach (7.47%) in comparison with the curvature-based approach
(3.47%), thus accepting H1.1. Post-hoc tests also showed that users had more
difficulties to classify targets with lower height, which also supports H1.2. No
main effects were found for shape, radius and profile.

The two-way interactions found significant were Radius and Height (F1,11 =
6.76, p ≤ 0.01), Technique and Height (F1,11 = 5.42, p ≤ 0.05), Technique and
Radius (F1,11 = 6.64, p ≤ 0.01). The ANOVA also showed a three-way significant
interaction between Technique, Radius and Height (F1,11 = 9.58, p ≤ 0.005).
Post-hoc tests showed that users performed worst when combining large radius
with lower height, however a deeper analysis, showed that it only happened when
the users were recognizing the shapes with the depth-based approach. The effect
was non-significant for the curvature-based approach.
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Fig. 5. Boxplot of the mean recognition time for each Technique, grouped by Profile,
Radius and Height

Recognition Time. The ANOVA showed main effects for Technique (F1,11 =
101.13, p < 0.001), Radius (F1,11 = 14.99, p < 0.001) and Height (F1 = 276.88,
p < 0.001). Post-hoc tests showed that users were able to recognize the targets
faster with the curvature-based approach (6.03s) than with the depth approach
(4.88s), thus accepting H2.1. In addition, users required significantly more time
to recognize targets with lower height and larger radius, which also supports
H2.2.

The ANOVA also showed two-way interactions and three-way interaction for
Technique, Radius and Height: Radius and Height (F1,11 = 18.52, p < 0.001),
Technique and Radius (F1,11 = 16.15, p < 0.001), Technique and Height (F1,11 =
68.53, p < 0.001), and Technique, Radius and Height (F1,11 = 11.64, p < 0.001).
Post-hoc tests showed that the combination of low height and large radius re-
sulted in the targets which required more exploration time (see Figure 5), spe-
cially for the depth approach (7.9s) than for the curvature-based approach (5.4s).

There was also a two-way interaction effect between Technique and Profile
(F2,11 = 28.23, p < 0.001) and a three-way interaction between Technique, Pro-
file and Height (F2,11 = 13.68, p < 0.001). Post-hoc tests showed that users
significantly needed more time to recognize the shape using the Depth-based ap-
proach for Gaussian and Linear profiles, specially for targets with lower height.
In contrast, for the curvature-based approach users required significantly more
time to recognize Polynomial profiles (see Figure 5).

4.5 Discussion

From the results, we can state that both techniques presented a similar behavior
in terms of shape recognition except for the combination of large radius and low
height. For these targets, users had a significant better recognition performance
and required less time to recognize them with the curvature-based approach.
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At the end of the experiment, most users reported that they focused more in
the deceleration of the mouse cursor rather than in the acceleration to determine
the shape. Several users explained the following simple strategy in order to locate
the shapes: “if the mouse slows down in the first half of the shape it is classified
as a bump and if it slows down on the second half of the shape it is classified as
a hole”.

Figure 6 depicts the variation of the CD-ratio when the mouse cursor moves
horizontally from the left side of the target to the right size. Targets with large
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Fig. 6. Evolution of the CD ratio while moving the mouse from the leftmost of the tar-
get to the rightmost (bump shapes). (a,c), targets with large radius and lower height.
(b,d), targets with small radius and higher height. (e,f), 3D representation of the sim-
ulated profiles.
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radius and lower height presented the minimum CD ratio range, being the CD
ratio range for the depth-based approach the smallest. This low CD ratio range
resulted in less perceptible mouse speed changes which made the recognition
of the targets more difficult. In contrast, for the curvature-based approach the
CD ratio ranges were higher (see Figure 6, Left). That is our main explanation
for users being able to easily recognize targets with the curvature-approach.
Although we could have increased the acceleration and deceleration effect for
the depth-based approach it would have increased too much the CD-ratio range
for the other profiles. Acceleration and deceleration factors were adjusted taking
into account the targets having higher depth ranges. Figures 6b and 6d depict
the CD ratio range for targets with higher slope.

However, the curvature-based approach poses two main limitations. The first
limitation is related to non-continuous surfaces. Our method is not able to recog-
nize a discontinuity and will proceed as if the surface is continuous, which might
result in an unexpected behavior for the user. A possible solution would be to
detect the discontinuities using depth information and apply the depth-based
approach for this situation. The second limitation is high frequency surfaces.
While the depth-based approach will not be able to detect them, the curvature
in this surfaces will change abruptly, resulting in rapid changes of the CD ratio.
This effect can also result as an unexpected behavior for the user. A possible
course of action can be focused on using depth information to smooth the normal
map locally, for instance keep high frequency surfaces close to the viewer and
smooth those further away.

On the other hand, the normal map provides additional information than us-
ing only a depth map; for continuous surfaces depth information can be inferred
from the normal map. In addition, it does not require the usage of a scaling
factor. Furthermore, our approach is also able to account for abrupt changes of
curvature. For example, in the Linear and Polynomial profiles, when the cursor
crosses a discontinuity (C0 surface), due to the abrupt change of curvature a
strong change of the CD ratio is provided.

5 Conclusion

Focusing on the limitation of depth for pseudo-haptic textures and the fact that
the curvature information of the surface is considered as an important haptic cue,
we have proposed a novel pseudo-haptic texture approach that takes into account
the local orientation of the surface and how it varies. The Control/Display ratio
is computed as a function of the slope of the surface and the changes of the local
orientation.

An experimental study was conducted in order to compare the proposed
curvature-based approach versus the original approach based on depth. The
study consisted in evaluating the recognition of bumps and holes with different
heights, radius and profiles. The only feedback provided was the variation of
the speed of the mouse cursor. The results showed that participants made less
number of mistakes when employing the curvature-based approach in compari-
son with the depth-based approach. Particularly, a significantly less number of
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errors was obtained for shapes of large radius and low height. Participants also
required more time to recognize the shape of the targets with the depth-based
approach.

As a future work, we plan to explore whether the curvature-based approach
allows to provide better shape recognition for more complex shapes and surfaces
and we also plan to extend the proposed approach to computer generated 3D
environments as well as some other potential applications like surface analysis,
medical simulators, navigation in 3D websites or video games.
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Abstract. In recent years, typical desktop computer screen sizes and
resolutions have increased significantly. The result of this is that a point-
ing device has to travel a much greater distance to navigate the whole of a
computer screen. For motion-impaired operators that suffer from fatigue
or have a limited range of movement this can make a computer inacces-
sible. This paper introduces a new method for cursor navigation using
the Phantom Omni force-feedback device. The newly proposed workbox
is designed to aid the operator with coarse navigation of the cursor and
improve target selection. The proposed method can significantly reduce
the effect of target distracters, which have been a major hindrance to
the development of haptic assistance in graphical user interfaces (GUI).
The workbox has shown to significantly improve computer access for op-
erators with a limited range of movement by giving them the ability to
navigate all of a computer screen.

Keywords: Haptics, haptic assistance, cursor navigation.

1 Introduction

Computer access for a person with disabilities can significantly improve their
quality of life and provide them with much greater independence. Resources such
as the Internet and Office applications are a major asset in both educational and
working environments but without a suitable interface they cannot be exploited
easily. A computer is a highly versatile tool where both software and hardware
techniques can be developed to help overcome many obstacles that a disabled
person may encounter.

One of the primary tasks when using a computer is to navigate the on-screen
cursor using a pointing device. According to Dennerlein et al. the use of a point-
ing device accounts for 30-80% of all time spent working at a computer [7]. The
use of a pointing device can be a challenge for many motion-impaired computer
users. According to Hwang et al. symptoms such as tremor, spasm, muscle weak-
ness, partial paralysis, or poor coordination can make standard pointing devices
difficult, if not impossible, to use [12]. In recent years typical desktop computer
screen sizes and resolutions have increased significantly. The result of this is
that the pointing device has to move a much greater distance to navigate the
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whole computer screen, which is a major difficulty for people who suffer from
fatigue or have a limited range of movement. Standard pointing devices often
do not provide motion-impaired operators with sufficient access to a computer.
Each disability is unique to each individual and although two people may have
the same diagnosis their level of impairment may differ significantly. As a re-
sult there is not one single assistive input device that will meet the needs of all
motion-impaired people, since each person’s needs and abilities are different.

Alternative cursor control techniques have developed significantly in recent
years such as head tracking and eye gaze. These offer the ability to control the
cursor through processing video camera images to determine the direction of
the cursor on screen. These have shown to be especially effective in providing
computer access for people that are quadriplegic. However, previous studies have
shown that it is often difficult for motion-impaired operators to perform precise
manipulations using these techniques. Many difficulties have been highlighted
with calibrating the equipment [18]. Modern image processing and eye-tracking
systems have resolved many of these shortcomings but tracking systems are
still comparatively expensive and require great user concentration and efforts to
achieve precise cursor control.

Haptic technology utilises the sense of touch to enable the operator to phys-
ically interact with the environment in which they are working. The inclusion
of haptic feedback in point-and-click tasks has been shown, in several cases, to
improve interaction for able-bodied and motion-impaired computer users. These
improvements have been observed both in terms of cursor navigation and target
selection [13] [15]. There are many haptic devices available with varying degrees
of freedom (DOF). According to Langdon et al. increasing the degrees-of-freedom
can improve interaction rates if implemented carefully so that the extra freedom
does not over complicate the interface or increase the cognitive workload [16].
There are valid reasons for choosing the 3DOF Phantom Omni such as the abil-
ity to pass over target distracters more easily. This is discussed in greater depth
in Section 2.1.

The aim of this study is to explore ways to make a computer more accessible
for motion-impaired users through haptic feedback. To permit the development
of haptic assistance we introduce the concept of the workbox in which the user
will interact. The technique utilises a rate / position hybrid method to permit
rapid cursor navigation whilst allowing accurate target selection. The technique
will benefit users that suffer from fatigue or have a limited range of movement
as they will be able to navigate the whole of a computer screen from within the
confines of the workbox. The implementation of this new technique is discussed
in greater depth in Section 3.1.

The remainder of the paper is organised as follows: Section 2 gives an overview
of work related to the development of haptic assistance for motion-impaired
computer users. Section 3 describes the methods used to conduct the experiment.
The results of the study are presented in Section 4. Finally, the conclusions and
discussion are drawn in Section 5.
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2 Related Work

A number of studies have been undertaken that have attempted to assist motion-
impaired computer users in human-computer-interaction (HCI). For haptic as-
sistance to truly benefit motion-impaired operators it must be able to be applied
to existing interfaces that they wish to use. The following subsections identify a
number of difficulties that have hampered the development of haptic technology
in GUI’s.

2.1 Target Distracters

Under normal conditions the majority of motion-impaired computer users do not
have difficulty with the navigation phase of a point-and-click task [15]. However,
when haptic cues are placed around icons to help with target selection this
can disrupt the navigation phase due to the introduction of target distracters.
A target distraction occurs when the cursor has to pass through an undesired
haptic cue before reaching the destination. The target distracter can disrupt
the position of the cursor due to the force imposed on the operator. Hwang et
al. state that target arrangements requiring the cursor to pass through other
haptically enabled items can be detrimental to user performance and should be
avoided [12].

Studies specific to motion-impaired operators have identified distracters as
an issue for haptic development [3] [11]. Gravity wells are commonly used as
a method for assisting target selection [13] [15]. When exiting a gravity well
distracter the cursor will often overshoot which can impede the next task. This
problem is amplified with icons in close proximity of each other because the
overshoot can land the cursor into an undesired neighbouring target. This in-
creases user fatigue because the operator has to physically oppose the force of
the gravity well before exiting the target.

Gunn et al. suggest that there may be valid reasons for a skilled user to
want to ignore the advice provided by a computer system [10]. They go on
to argue that force feedback might limit this ability to ignore the advice and
therefore be less effective as an aid. This has been observed especially with a
2DOF device where target distracters make an interface frustrating to use due
to the operator continually having to oppose forces from distracters to reach the
destination. A 3DOF device offers the potential to reduce the effects of target
distracters by allowing the operator to lift the stylus off the page, pass over the
target distracters and then resume the target selection. However, this can disjoint
interaction as the operator has to continuously lift the device off the page and
then re-apply it for each operation. Asque et al. produced a haptic cone approach
that does not impose a force on the operator and therefore distracters can be
exited more easily [3]. Ideally the operator would not have to pass through any
type of distracter on course to the target.

A possible solution to target distracters is to use target prediction techniques
to only enable the haptic cues that the operator requires. A number of studies
have investigated target prediction by analysing the cursor trajectory [2] [17].
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These techniques monitor the current path of the cursor to predict the path
and distance to the target. The difficulty with this technique is that operators
do not always follow predictable paths towards a target. Holburt et al. have
attempted to use target prediction to reduce the effects of target distracters for
people with motion-impairments [11]. The targeting performance of the partic-
ipants improved significantly when the haptic effect was applied to the correct
target. Unfortunately within the study the rate of correctly predicted targets
was only 23% which meant that the overall improvement was unclear. This low
performance rate was due to the much lower predictability of data produced
from motion-impaired operators and the sensitivity of the Logitech Wingman in
a limited workspace.

2.2 Factors Affecting Fitts’ Law

Fitts’ Law is a mathematical model of human motor performance which predicts
the movement time (MT) from one position to another as a function of the
distance to a target (A) and its size (W). Fitts’ Law is given below in Equation
1. The variables a and b are empirically-determined constants where a represents
the start/stop time of the device and b is the speed of the device.

MT = (a+ b)ID where ID = log((A/W ) + 1) (1)

What can be deduced from Fitts’ Law is that targets that are larger and closer
together will be easier to select, whereas smaller targets that are further away
will be more difficult. These factors have a large influence on the design of
GUI’s. Previous studies have shown that Fitts’ Law is appropriate for motion-
impaired operators [14]. Therefore, if it is possible to increase the size of the
targets or reduce the distance between them then this could significantly improve
interaction rates for motion-impaired users.

As the screen resolution of modern monitors increases the distance in cursor
displacement between icons will often increase. The definition of Fitts’ law indi-
cates that mouse efficiency has decreased with the increase of screen resolution.
For example, Microsoft Word 1.0 was designed for a screen resolution of 640x480
with toolbar button dimensions of 20x20. However, the same button in Microsoft
Word 2010 may be displayed on a screen with resolutions in excess of 1920x1080.
The button size will have remained unchanged but it is likely that the cursor
will be much further away than it could have been on a 640x480 display. This
can cause difficulties for motion-impaired operators because they have to physi-
cally move the pointing device a much greater distance to reach the destination.
The increase in distance to the target will lead to an increase in movement time
(MT) and user fatigue. The increase in resolution also means that the targets
on screen are visually much smaller. Screen magnifiers are useful for increasing
the visual size of the target but they do not increase its size in terms of device
displacement. Previous studies have used techniques such as reducing the gain
of the device when the operator passes over a target, therefore increasing its
effective width [19]. The workspace of a pointing device and the cursor gain are
closely related to the display resolution on a computer screen.



Cursor Navigation Using Haptics for Motion-Impaired Computer Users 17

The gain or sensitivity of a pointing device determines how far the cursor
moves on the screen for a given input movement. Koester et al. investigated the
gain settings of pointing devices for users with physical impairments [14]. The
results of the calibration did not provide a significant improvement in perfor-
mance when compared to the Windows XP default. Fitts’ law provides the most
logical reason for this. An increase in gain will reduce the target distance (A) by
reducing the amount of movement required by the device to translate the cursor
a given distance on the screen. It will also reduce the effective target width (W)
of the target and therefore increase the index of difficulty. The simultaneous
changes in target distance and width tend to cancel each other out resulting in
little performance change [14]. The limited workspace of haptic devices has been
identified as a concern for the development of haptic assisted interfaces [8] [11]
[21]. For example, the workspace of the Logitech Wingman is only 4cm x 4cm.
The Phantom Omni has a larger workspace of 16cm x 12cm x 7cm. What this
means is that the whole of the computer screen has to be mapped within the
confinements of the workspace of that device to allow the operator to have direct
positional control of the cursor. As a result the cursor gain often has to be quite
high for haptic devices which increases their sensitivity. A large cursor gain will
reduce the effective width of the targets and make them more difficult to select.
Devices such as the mouse do not suffer as significantly from having to move
larger distances because they have an unlimited workspace. When reaching the
limits of the useable workspace, the operator can lift the mouse, and then put
it down on a new location. This is often referred to as declutching.

Previous studies have investigated a hybrid position/rate control system to
enable both accurate interaction and coarse positioning of the cursor in a large
virtual environment (VE). Dominjon et al. proposed a bubble technique for
interacting with large virtual environments using haptic devices with a limited
workspace [8]. The operator is able to navigate the cursor by pressing against the
semi-transparent sphere in the direction they wish to move. Force-feedback is
provided for interactions between the probe and the sphere. When the cursor lies
within the sphere it is positionally controlled. Casiez et al. propose a 2D passive
haptic feedback system through an elastic ring on top of a touchpad to allow the
user to switch from position to rate control without clutching. Results showed
performance benefits when reaching distant targets, whilst maintaining position
control for precise movements [5]. Stocks et al. state that the spherical navigation
volume in the bubble approach does not correspond well to the workspace of the
haptic device and so they propose a navigation cube that is automatically scaled
to fit the workspace [21]. The navigation cube is used to translate a protein within
the haptic workspace by moving the probe outside of the walls of the cube in
the desired direction. The speed of translation is dependent on the distance
the haptic probe is from the side of the cube it penetrated. This allows the
user to move slightly outside the cube for fine navigation control and to move
further for faster translation. In this approach no forces of interaction between
the navigation cube and the probe are included to avoid confusion with forces
with the biomolecule.
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2.3 Joystick Control

Joystick control is especially useful for people with severe motion-impairments
and a limited range of movement. A joystick can allow the operator to navigate
the whole of the computer screen with small movements. An isometric joystick
is a pointing device that is able to sense the applied force and translate that
into a proportional velocity of the cursor on the screen. Many motion-impaired
operators are experienced joystick users because they are often used on electric
wheelchairs to give proportional control over speed and direction. The neutral
position of the joystick is useful because it acts as a brake.

However, previous research has consistently shown joystick control to be
slower and have a higher error rate than that of the mouse [4] [9]. A study
by Mithal et al. found that participants complained that the isometric joystick
“was hard to control” [20] and that they had a lot of trouble getting the joystick
to stop in small targets. The reason for this is that tremor causes involuntary
changes in the velocity at which the cursor moves. This makes it difficult for
users to achieve fine control to stop the cursor at a desired point on the screen
and explains why isometric joysticks are hard to control. The harder that a user
pushes, the faster the cursor moves. This is referred to as first order control, while
the mouse’s mapping of mouse displacement to cursor displacement is called zero
order control [20].

The workbox aims to overcome the difficulties of selecting small targets by
allowing direct positional control. One of the major aims of the workbox is to
assist those with severe motor handicaps that have a limited range of movement
in their extremities. The workbox approach has been developed to overcome
many of these shortcomings so that motion-impaired operators can use haptic
assistance with existing GUI’s. The workbox aims to reduce the effect of dis-
tracters, increase the effective width of targets and allows operators to navigate
all of the computer screen. The approach and implementation is discussed in the
following section.

3 Methods

This section introduces the workbox concept and the measures used to evaluate
its performance. The haptic techniques presented in this paper have been imple-
mented using an Open Source API, named CHAI3D [6]. The CHAI3D API uses
Zilles and Salisbury’s God-Object haptic rendering algorithm [22]. The algo-
rithm tracks a history of contact with a surface. The position of the God-Object
(proxy) is chosen to be the point which locally minimizes the distance to the
Haptic Interface Point (HIP) along a surface and a restoring spring force is cal-
culated between the two. The implementation of the workbox is discussed in the
following section.

3.1 Workbox Implementation

The workbox approach is a rate / position hybrid system where coarse navigation
is rate controlled and fine navigation is position controlled. The workbox can be
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considered as a workspace in which the user will interact. The operator will be
able to navigate the whole of the computer screen whilst only moving within
the confinements of the workbox. The coarse navigation of the cursor is rate
controlled. This is achieved by pressing the proxy against the wall(s) of the
workbox according to which direction the operator wishes the cursor to move.
For example, if the operator wishes to move the cursor to the right hand side
of the screen then they must press the proxy against the right hand wall of
the workbox, as shown in Figure 1(a). The cursor speed is proportional to the
force that the operator is applying to the wall. Unlike the approach by Stocks
et al. [21] it was decided that force-feedback was required on the walls of the
workbox because it was observed that the device felt too free without feedback
and the cursor would often overshoot the target region. The feedback of the
walls provides essential stability to the hand for motion-impaired operators to
more accurately position the cursor. When the proxy is in contact with the wall
the haptic cues surrounding the targets are disabled. This reduces the effect of
target distracters when the operator is coarsely navigating the cursor. When the
device switch is pressed the position of the workbox is locked to ensure that the
cursor does not slip off the target should the operator accidentally press against
a wall of the workbox. The square surrounding the cursor in Figure 1(b) gives
a representation of the area of the screen that will be magnified in the workbox
window. Once the square is placed around the desired target region then the
operator will be able to begin the target selection phase.

(a) (b) (c)

Fig. 1. An example of how to navigate the cursor to the right hand side of the screen
by pressing the tool against the corresponding wall of the workbox (a). The original
window with the black square indicating the area of the screen that will be magnified
(b). The magnified semi-transparent window with the workbox behind (c).

When the proxy is not in contact with the walls of the workbox the operator
has direct positional control of the cursor within the workbox region. This allows
the precise manipulation of the cursor that is not possible with a joystick inter-
face. During this phase the haptic cues surrounding the targets are re-enabled to
aid target selection. The operator is also presented with a semi-transparent win-
dow which is overlaid on top of the workbox. This repeats a section of the screen
surrounding the cursor, which is depicted in Figure 1(b) by the black square.
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The cursor within the window will map directly to the tip of the virtual tool.
The interface and haptic assistance can be scaled up to help people that have
difficulty selecting small targets. The scaling increases the effective width of the
targets which will make them easier to select. The interface within the workbox
in Figure 1(c) has been scaled by a factor of three. The magnified window is
not essential for interaction but is useful for giving a visual representation of the
haptic assistance and the scaling of the interface.

User comfort is essential for motion-impaired operators especially when using
a pointing device for long periods of time. When using the stylus grip it is
necessary to provide a comfortable leaning position at the back of the workbox.
A diagonal plane has been chosen to produce the parallelepiped shape shown
in Figure 2(a). One of the key features of the technique is that the operator
can navigate the whole screen within the confines of the workbox and so its
position in the haptic workspace is crucial to user comfort. The workbox has
been placed at the lower region of the y-axis to ensure that the operator can
reach the four walls whilst still using the wrist rest provided with the Phantom
Omni. An example of this is shown in Figure 2(b).

(a) (b)

Fig. 2. A side view of the parallelepiped workbox with the Phantom Omni stylus (a)
A scale view of the workbox and its position within the physical workspace of the
Phantom Omni using the stylus grip (b)

3.2 Point-and-Click Task

The experiment often conducted with cursor analysis techniques is based on the
ISO 9241-9 standard for pointing device evaluation [1]. The experiment consists
of 15 circular targets arranged in a circular layout. This is often criticised for
its use with haptics because it does not take into consideration the effect of
target distracters and the circular layout is unrealistic for GUI’s. To evaluate
a more realistic interface the Windows On-Screen-Keyboard (OSK) has been
chosen. The task required fifty successful selections, using the Phantom Omni,
to produce a predefined sentence. Six participants were included in the study
and each person was asked to repeat the experiment three times for each haptic
condition over a twelve week period. The sessions were two hours long and the
order of presentation of the haptic techniques was randomised. The target key is
highlighted in red and data collection begins once the first target is selected. Any
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selections of surrounding keys were recorded by the cursor analysis but ignored
in the textbox sentence. i.e. the operator was not required to delete undesired
key selections. The test group consists of six participants, with varying degrees of
motion-impairment, from the Norfolk and Norwich Scope Association (NANSA).
The participants all had at least three years experience with the Phantom Omni
and were familiar with the haptic feedback. The control condition was the ex-
periment conducted with gravity wells only and the second condition was the
workbox with gravity wells.

4 Results

In this section Condition 1 refers to the experiment conducted with direct po-
sitional control using gravity wells and Condition 2 refers to the workbox with
gravity wells. All but one participant was able to complete the predefined sen-
tence using direct positioning of the Phantom Omni and using the workbox
approach. To provide statistical significance a paired t-test was performed to
compare the mean for each condition.

4.1 Missed-Clicks and Movement time

For both conditions a mean of 0.867 and 0.667 missed-clicks were recorded re-
spectively. There were no statistically significant differences between the two
conditions (t = 0.557, p = 0.607). Previous studies have reported increased er-
ror rates when using rate controlled devices and so it is important to allow direct
positional control for accurate targeting [4] [9] [20].

The mean task completion time for each condition was 175.164 and 223.542
seconds respectively. A statistically significant increase in movement time was
recorded between the two conditions (t = -7.593, p = 0.002). This was expected
and will be caused by the increased time of the rate control phase similar to
that observed with isometric joysticks. However, the movement time when using
the workbox only increased on average by (μ = 0.968 , σ = 0.708) seconds per
selection. This increase in time is undesirable but may not be an issue if it allows
an operator access to a computer that they may not otherwise have.

4.2 Distracters along Task Axis

Difficulties are often encountered with distracters especially if more than one
distracter lies along the axis of approach. Within the predefined sentence was
a transition from the P key to E. The cursor trajectories of each participant
have been analysed for this segment. When the operator is pushing against the
walls of the workbox the target distracters are disabled. Figure 3 shows the cursor
trajectories of a participant using gravity wells with and without the workbox. It
is clear that there is considerably less positional disruption of the cursor through
other targets along the task axis when the workbox is used.
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(a) (b)

Fig. 3. A cursor trace between keys P and E for a participant using gravity wells (a)
A cursor trace between keys P and E for a participant using gravity wells and the
workbox (b)

4.3 Cursor Control for Severe Impairments

One of the participants has a severe motion-impairment and a very limited range
of motion. They are able to navigate an electric wheelchair using a joystick. The
participant is unable to operate the device switch and so it was not possible to
include them in the point-and-click task on this occasion. However, to demon-
strate the potential benefits of the workbox for someone with a very limited
range of movement we asked the participant to position the cursor within four
squares at the extremities of the screen using direct mapping and then using
the workbox. The cursor trajectories of the two attempts are shown in Figures
4(a) and 4(b) respectively. The range of movement the participant was able to
produce in the unassisted experiment was approximately 8cm x 8cm in device
displacement. Cursor control at the extremities of the operator’s movement were
less controlled and so a workbox was chosen of size 4cm x 4cm. The workbox
was positioned so that its origin was placed around the centre of the operator’s
movement range. Figure 4 illustrates the potential benefits for operators with a
limited but controlled movement range.

(a) (b)

Fig. 4. The cursor trajectory of a motion-impaired operator with a limited range of
movement using the direct mapping of the Phantom Omni (a) The cursor trajectory
of a motion-impaired operator with a limited range of movement using a 4cm x 4cm
workbox with the Phantom Omni (b)
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5 Conclusions and Discussion

The workbox approach allows the operator to rapidly navigate large and complex
GUI’s with a haptic feedback device, whilst still permitting accurate and fast
selection of icons. As screen size and resolutions continue to increase this will
become more important especially for devices with a limited workspace.

Five of the six participants were able to perform a point-and-click task on the
OSK using the workbox. Future work will aim to provide an external switching
method for people more severely impaired such as the sixth participant. No detri-
mental effects on the clicking accuracy were recorded when using the workbox
technique. A mean increase in 0.968s was recorded per selection but this is a small
penalty if it allows the operator access to a computer. The technique has many
benefits for people that suffer from fatigue or have a limited range of movement.
An operator with only a limited range of movement (8cm x 8cm) was able to nav-
igate the cursor accurately across the whole screen using a 4cm x 4cm workbox.
People that suffer from fatigue at their extremities are able to navigate the screen
whilst only moving within the confines of the parallelepiped volume.

Using the workbox approach the gain can be adjusted and it will not affect
the distance that the device has to move as it is a function of force applied to
the wall. This allows a lower gain to be permitted inside the workbox to increase
the effective width of a target and aid icon selection. This gain would not be
permissible on the whole display because the cursor would not be able to reach
the extremities of the screen due to the limited workspace of a haptic device. By
using the workbox approach it is possible to increase the size of the targets both
visually in the magnified workbox window and physically in device displacement.

The majority of toolbars are designed in rows or columns. The workbox has
shown to be effective when navigating along a task axis. When the proxy is
in contact with the wall of the workbox the cursor is allowed to scroll freely
as all haptic cues are disabled. The only distracters that can affect interaction
lie within the confines of the workbox. The four walled approach allows the
operator to accurately navigate the cursor using one or both axes at a time. It
is anticipated that the results produced in this study will be useful in providing
assistance that could significantly improve access to computer software.
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at the Norfolk and Norwich Scope Association (NANSA).
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Abstract. In this paper, we focus on modifying the identification of an
angle of edges when touching it with a pointing finger, by displacing the
visual representation of the user’s hand in order to construct a novel
visuo-haptic system. We compose a video see-through system, which en-
ables us to change the perception of the shape of an object a user is
visually touching, by displacing the visual representation of the user’s
hand as if s/he was touching the visual shape, when in actuality s/he is
touching another shape.

We had experiments and showed participants perceived angles of edges
that was the same as the one they were visually touching, even though
the angles of edges they were actually touching was different. These re-
sults prove that the perceived angles of edges could be modified if the
difference of angles between edges is in the range of −35◦ to 30◦.

Keywords: Pseudo-haptics, Visuo-haptic interaction, Identified Shape
Modification.

1 Introduction

Haptics have become an important modality in recent virtual reality (VR) sys-
tems, and several haptic devices have been recently developed [1,2,3]. However,
because it is difficult to perfectly reproduce the force that we perceive when
touching an object, most haptic devices exhibit very complicated problems. As
a result, it is difficult to apply haptic devices to widely used systems, because a
large amount of preparation work, such as installation and calibration, must be
performed for each person.

While research on haptic presentation in VR systems often concerns active
haptics, an increasing number of works focus on alternative approaches such as
passive haptics, which include pseudo-haptics and sensory substitution. Pseudo-
haptics represent a kind of cross modal phenomenon between our visual and
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Fig. 1. Displaying the shape of an object us-
ing the pseudo-haptic effect

Fig. 2. The requirements for shape
display

haptic senses [4]. The pseudo-haptic approach is a potential solution for ex-
ploiting boundaries and capabilities of the human sensory system to simulate
haptic information without using active haptic systems. For example, when we
are working on a computer, the slowdown of the cursor evokes a virtual fric-
tional force on our hand holding the mouse. This phenomenon can potentially
generate haptic sensations using only visual feedback, without the need of apply
any physical devices.

In our research, we use this cross-modal effect to “change” the shape of an
object, and construct a simple system that can display a variety of shapes, while
the user touches only a simple static physical object (Fig.1). In other words,
using a visual display and physical device, we aim to exploit visual feedback to
widen the range of what can be physically presented by the device. This system
evokes a pseudo-haptic effect by controlling the displacement of a userfs hand in
the image showing the user touching the static object. By exploiting this effect
in simple devices, we can change the user’s perception of the shape.

In our system, we aim to display complicated shapes that are composed of
primitives. Our system concept is presented in Fig.2. To realize this concept, we
must develop two capabilities. First, we need to display primitives, i.e. convex,
edge, concave, and so on, near the point of contact. Second, we need to set
the relative postures of these primitives in an object. By combining these two
capabilities, we can exploit the pseudo-haptic effect and display various shapes
without applying any physical devices.

First, we used our simple system to confirm the possibility of displaying primi-
tives of areas touched by the user. In particular, we proved that using the pseudo-
haptic effect, users can perceive a variety of curved shapes, while touching only
a physically static cylinder [5].

The next step in our research is to use our system to examine the possibil-
ity of exploiting the pseudo-haptic effect to modify an identified placement, in
particular angles of primitives.
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2 Related Work

While much research exists about cross modal effects between our haptic sen-
sation and other sensations, here we mainly focus on effects between our haptic
sensation and vision, which we aim to use in our system.

Haptic illusion which combines the presentation of forces with manipulated
visual stimuli has a long history, dating back to Charpentier’s size-weight illusion
[6], which showed that subjects estimated the weights of objects with equal mass,
based on their apparent visual size. In his work, it was revealed that subjects
feel the object lighter when it appeared larger in their vision.

Pseudo-haptics, which is an illusional phenomena triggered by this character-
istic of our senses, was first introduced by Lecuyer [7]. Lecuyer et al. had subjects
push their thumbs against a piston, which in turn pushed against an isometric
Spaceball device. Simultaneously, subjects were visually presented with a com-
pressed virtual spring. Even though the Spaceball device was not compressed, the
virtual spring influenced the perception of stiffness of the subjects. We can easily
reproduce this effect using PowerCursor [8], a Flash toolkit used to create inter-
faces that a user can touch. Mensvoort developed this toolkit as part of his work
on the feedback of simulated haptic [9].Pusch et al. proposed a pseudo-haptic
approach, called hand-displacement-based pseudo-haptics (HEMP), which pro-
vides haptic-like sensations by displacing the visual representation of a userfs
hand [10]. Specifically, their subjects wore a video see-through head-mounted
display (HMD). When they placed their hands in the hole of a pipe, the HMD
presented a virtual image of their hand moving to the right. As a result, subjects
felt a force on their hands, even though they did not exert any physical force.

In addition, some research results show the potential of pseudo-haptic effects
not only on our perception of force but also on our perception of texture and
shape [11,12]. Research has shown that when we are presented with conflict-
ing sensory stimuli, our vision usually dominates in our perception of a shape.
Gibson’s work [13] is an example of this type of research, demonstrating that
subjects moving their hands along a straight surface while wearing distorting
glasses, feels the straight surface as if it was curved. The work of Rock and
Victor can be considered as another example of this type of research [14]. They
asked their subjects to hold an object through a cloth while viewing the same
object through a distorting lens. In this experiment, subjects matched the shape
of the test object to the one most similar to the distorted visual image they saw,
rather to the shape they actually touched. Kohli et al. proved that distorting a
pointer showing the position of a device along a flat surface of a desk can change
the perception of the shape of the surface [15]. Their work revealed that when
subjects traced the device on the flat surface while being presented with the
visual presentation as if they were tracing it on a curved surface, they visually
perceived the curved one.

Other research work revealed that in some cases, even though visual stimuli
are not given complete priority over haptic stimuli, cross-modal effects between
the two sensations can influence our perception to some extent. Nakahara et al.
found that in a mixed-realty system, when users are presented with haptic and
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Fig. 3. Shape display system using effect of a
visuo-haptic interaction

Fig. 4. Measurements of our shape
display system

visual cube-shaped objects with discrepant edge curvatures, they perceive the
curvatures to be somewhere in between the two objects [16].

3 Modification of an Identified Angle of Edges

In designing the display system for sensing a shape, we conducted an experiment
on the pseudo-haptic effects on our perception of shape using a simple system we
composed. In this experiment we confirmed the possibility that pseudo-haptic
effects can assist in generating a perception of an angle of a shape. We focused
on touching an object with a pointing finger, and experimented on the shape
subjects felt when presented with visual and haptic stimuli independently.

3.1 Composition of Video See-through System

We constructed the simple video see-through system shown in Fig.3. In this
system, users are shown that they are touching virtual objects whose shapes
are different from the physical objects they are actually touching. They touch
a physical object placed behind a visual monitor and view it through the 3D
monitor.

We placed two web cameras at locations corresponding to a user’s eyes using
a mirror, and captured images around his hand. In this regard, the binocular
parallax is specified by setting the distance between the cameras to 65mm. Then,
the users sat on a chair and we set their heads to the position we established.
Using the images captured by these cameras, the system realizes a stereoscopic
video see-through display(Fig.4).

Touching the physically static object, whose shape is defined as Sphysical,
serves as the haptic stimuli. Watching the image of an object as if the user was
touching another one, whose shape is defined as Svisual, serves as the visual
stimuli. The shape of the object reported by the user as the one perceived as
touching is defined as Sperceived. In this system, we aim to change Sperceived
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Fig. 5. Experiment for modifying the identified angle of edges on a board

without changing the physical shape of the object, by changing Svisual to a
variety of Sphysical shapes and by provoking the pseudo-haptic effect.

The proposed system is implemented by postulating that we can combine
primitives to display various complex shapes. Thus, we must be able to modify
not only an identified primitive shape, but also an identified position and an-
gle of a primitive shape. Using the video see-through system we composed, we
first confirmed that an identified primitive curved surface shape can be modi-
fied. Next, we conducted an experiment on the effects of pseudo-haptics on our
perception of angles of shapes. The shape of the object chosen to be touched by
the subjects was selected to contain edges with various angles, so that we could
easily measure the differences between Sphysical, Svisual and Sperceived.

3.2 Algorithm for Visual Feedback Composition

In this paper, we construct an algorithm used to generate the necessary visual
feedback to provoke the pseudo-haptic effect, and enable us to perceive a variety
of angles of edges with only parallel edges.

We compose an image for visual feedback (Ivf ) from the images taken by the
two cameras attached(Ic), according to the following procedure(see Fig.6).

Calculation of the Distortion between Sphysical and Svisual. First, we
compare Sphysical to Svisual, and decide how to modify the captured image.

Extraction of the shape of the object. First we set the background image(I in
Fig.6), which was taken in advance. Then, on this background image we overlaid
the virtual object Svisual, and extracted both ends of the angles of Svisual(II
in Fig.6). In a similar way, we extracted both ends of the angles of the phys-
ical object Sphysical, from the image taken by the web cameras(IV in Fig.6).
Hereinafter, we refer to this image as the “captured image”(III in Fig.6).

Calculation of the warping space for the displacement of the hand. Using the
positions of the ends of the edges we obtained, we warped the space for the
displacement of the user’s hand as if it was touching Sphysical(V in Fig.6). To
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Fig. 6. Procedure for manipulating a visual stimulus

obtain this warping, we displaced point P in Ic to point P ′ in Ivf by the follow
process.

Recognition of the Positional Relation between the Ends of Edges of
Sphysical and Point P
In what follows, the x,y-coordinates of point P are denoted by (xP ,yP ). The
point of origin and the x and y axis are set as shown in Fig.7. In this coordinate
system, the x,y-coordinates of the ends of edges for both of Sphysical and Svirtual

are computed by the formula presented below. We name the ends of edges of the
physical object Li(i = 0, · · · , 4), Ri(i = 0, · · · , 4), and name the ends of edges
of the virtual object L′

i(i = 0, · · · , 4), R′
i(i = 0, · · · , 4). The x coordinates of all

Li(i = 0, · · · , 4) are equal to each other. The same also holds for R,R′ and L′.
First, we investigated the domain surrounded by the ends of the edges(Ai(i =

0, · · · , 5)) in which the point P belongs. Next, we recognize the positional relation
between point P and its upper and lower edges. In Fig.7, the positions of points
T and B, and the lengths of w0,w1,h0,h1 are calculated as follows (for the case
of P ∈ Ai ).

w0 : w1 = (xP − xLi) : (xRi − xP )

xT = xB = xP

yT = yLi +
w0

w0 + w1
· (yRi − yLi)

yB = yLi+1 +
w0

w0 + w1
· (yRi+1 − yLi+1)

h0 : h1 = (yP − yT ) : (yB − yP )

Displacement of Point P to Point P ′

Using the ratios w0 : w1 and h0 : h1, we can determine the position of point
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P ′(P ′
x, P

′
y) in Ivf that satisfies the positional relationship between the ends of

the edges of Sphysical and P .
The following relation is used to determine T ′ and B′ in Fig.7.

w′
0 : w′

1 = w0 : w1

h′
0 : h′

1 = h0 : h1

xT ′ = xB′ = xL′
i
+

w0

w0 + w1
· (xR′

i
− xL′

i
)

yT ′ = yL′
i
+

w0

w0 + w1
· (yRi − yLi)

yB′ = yL′
i+1

+
w0

w0 + w1
· (yRi+1 − yLi+1)

Using the positions of T ′ and B′, we determine the position of point P ′.

xP ′ = xT ′

yP ′ = yT ′ +
h′

0

h′
0 + h′

1
· (yB′ − yT ′)

Replacement of the User’s Hand. From the captured image, using color
extraction we identify the area of the user’s hand and the position of his finger-
tip(VI in Fig.6). Next, we calculate the distortion of the hand’s movement by
comparing the contour of the physical shape, with that of the visual shape(V in
Fig.6). Based on this distortion, we place the image of the user’s hand at the
corresponding position as if s/he was touching the virtual object(VII in Fig.6).
We calculate the distortion according to the procedure described above. If we
assign the position of the fingertip in Ic to P , we can get the position of the
displaced fingertip in Ivf as point P ′.

Finally, from the two images captured from the right and left cameras, using
the procedure described above we create the stereoscopic image.

4 Experiment

We investigated the ability of our shape-display system based on the pseudo-
haptic effect to control the perception of angles of edges. We conducted an
experiment to examine how the effect of Svisual changed Sphysical to Sperceived,
and compared these three shapes. If Sperceived resembled Svisual rather than
Sphysical, then we concluded that the visuo-haptic interaction was effectively
provoked, meaning that the system worked as designed. Conversely, if Sperceived

resembled Sphysical rather than Svisual, then we concluded that the haptic stimuli
was more influential for the perceived shape rather than the visual one. Thus,
when the latter result was obtained, it indicated that it was difficult for our
system to modify an identified an angle of shapes.

We chose five types of boards with edges of various angles shown in Fig.8, de-
noted asSvisual. For virtual bodiesB1-B5, we presented subjects with theSphysical
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Fig. 7. Computing the position of a fingertip

Fig. 8. Svisual as the visual stimuli Fig. 9. Shape A1 as haptic
stimulus (mm)

shapeA1 (Fig.9). Virtual bodies were presented to the users in a randomorder. The
reason why we presented users with boards with various angles of edges, such as
B1-B5, not with only one edge, was because we predicted that the amount of modi-
fication of the perception of the angle was influenced not by the difference between
the angle of the edge of Sphysical and Svisual(θ(= θ1 − θ0) in Fig:10) but by the
relative difference between two successive angles (φ(= φ1 − φ0) in Fig:10).

We did not set a time limit for the subjects to answer what shape they felt,
and we gave them the following four instructions.

– Subjects must watch the image presented on the monitor when touching the
object.

– Subjects must touch the object from top to bottom as evenly as possible.
– Subjects must touch the object with one finger.
– Subjects can touch the object repeatedly.

We did not hold the heads of the subjects with any equipment. Instead, we
instructed them not to move their heads from the position that we initially
set in realizing the video see-through system. We measured the position of the
heads of the subjects, and confirmed that the subjects watched the correct video
see-through image on the monitor.
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In the experiment, subjects were not aware that they actually touched only
one kind of Sphysical. In each trial the experimenter only went through the
motions of changing Sphysical. In addition, the experimenter did not indicate
whether the hand position in the monitor was actually distorted or not, and
thus the subjects did not know whether Svisual was the same as Sphysical. Eight
men and two women in their twenties participated in this experiment, and two
trials were conducted for each Svisual.

The subjects rotated the edges on the device(Fig.11) and answered about the
angle of the edges they felt touching. This device has four edges which can be
rotated freely, and the size of the board and its edges is the same as Sphysical. The
subjects touched and rotated the edges, and the experimenter read the scale and
measured the angles of Sperceived. The positional relationship of this device and
the eyes of a subject was arranged with the positional relationship of Sphysical

and a subject’s eyes in a trial. The experimenter told the subjects in advance
that they could touch and rotate edges repeatedly, and the experimenter set the
angle of all edges to zero degree when one trail finished.

For this experiment, we conducted two types of control experiments. In the
first, we asked subjects to perform almost the same task, but we only showed
them Svisual, and did not show them their hands in the monitor. In the sec-
ond control experiment, the subjects were shown the shapes they were actually
touching as Svisual. Thus, in the second control experiment, Sphysical was the
same as Svisual. We call Exw/oHand the type of experiment in which we do not
show the image of subject’s hand on a monitor. The type of experiment that
shows the displaced the image of subject’s hand is called Excomposed. Finally, the
type of experiment that shows Svisual as the shape that subjects are actually
touching, is called Exreal. @ During Exreal, we used Ai as Sphysical which has
same angles as Bi (i = 1, · · · , 5 ). Two trials were conducted for each Svisual

in Exw/oHand and two trials were conducted for each Sphysical in Exreal. We
computed the visuo-haptic effect by distorting the position of the hand touching
the object and comparing the results of these experiments. By comparing the
results of Excomposed and the result of Exreal, we measured the effectiveness of
the system, defined as the ability to modify the identified angle of edges.

When the results of Excomposed were similar to those of Exreal, subjects per-
ceived Svisual differently from the shape they were actually touching. It appears
that if the results of Exw/oHand indicate the subjects perceived Svisual without
being shown the hand displacement, then the effect of modifying the identified
angle was not provoked by the pseudo-haptic effect of displacing the hand.

5 Results and Discussion

First, during the experiment we ensured that the head of the subject did not
move from the position we chose when implementing the video see-through sys-
tem (error 5 mm). Thus, subjects watched the correct video-see-through image
during the experiment.

We arrange the results according to the order of the angles of Svisual, in
Fig.10 (θ1 in Fig.12). The comparison of the results of Excomposed and Exreal
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Fig. 10. Computing the position of a fingertip Fig. 11. Subjects answer the shape
they feel by adjusting the angle of this
device

(a) Exw/oHand (b) Excomposed (c) Exreal

Fig. 12. The perceived angle of edges by the angle of edges of Svisual (means and SDs)

(a) Exw/oHand (b) Excomposed (c) Exreal

Fig. 13. The perceived relative difference between two successive angles (means and
SDs)
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shows that even though subjects were actually touching A1 containing parallel
edges, when we displayed the image of the displaced hand, they perceived a shape
similar to that they perceived when touching A2-A5 as Sphysical. These results
indicate that even though subjects were touching parallel angles, the angles of
edges identified by the subjects could be modified if they were in the range of
−20◦ to 25◦. Conversely, in Exw/oHand were subjects actually touched shape A1,
Fig.12(a) shows the identified angle of each edge was in the neighborhood of 0◦.
This result indicates that when we did not display the displaced image of the
hand, subjects were strongly conscious of Sphysical as the haptic stimulus. The
explanation of this behavior is that when a displaced image of the hand was not
shown, subjects could not recognize the position they were touching, and thus
they could not use the visual stimuli to perceive the angle. This result indicates
that simply showing the shape of a virtual object that is different from the real
one is insufficient, while showing the image of the displaced hand is critical.

Moreover, we arranged these results in the order of the relative difference
between two successive angles of Svisual (φ1 in Fig.13). This ordering of results
shows that the results of Excomposed and Exreal were almost in agreement, and
the result of Exw/oHand shows that the identified angle difference settled in the
neighborhood of 0◦ as A1. Thus, our system can modify the perception of the
relative difference between two successive angles, if the angle differences are in
the range of −35◦ to 30◦.

These results differ from the results obtained by Johansson et al., stating
that the direction of the pressure placed on a fingertip can be estimated from
responses of afferent nerves [17]. In our system, it appears that the sense of
direction of the pressure on the fingertip was modified by displacing the visual
representation of the user’s hand. In future work, we will analyze in more detail
whether the inclination of a subject’s finger changed during the experiment.

6 Conclusion and Future Work

This paper evaluate the effectiveness of modifying an identified angle of shapes
using a visuo-haptic shape display system. This system uses the pseudo-haptic
effect based on the visual displacement of a user’s hand touching an object.

We postulated that we can display various shapes by combining primitives.
Thus, we needed to modify not only identified primitives, but also their rela-
tive positions and angles identified in an object. In this study, we focused on
modifying an identified angle of primitives, edges. We conducted an experiment
to evaluate the effectiveness of the proposed system, and a large portion of the
subjects felt that they were not touching the shape of the haptic stimuli, but
rather the shape of the object visually presented. This experiment proved that
our system can modify the perception of the relative difference between two suc-
cessive angles, if the angle differences are in the range of −35◦ to 30◦. Thus,
we conclude that it is possible to modify an identified angle of primitives, such
as an edge, by using visual feedback similar to the one used in our system. To
derive more detailed specifications for the system, we should measure the range
of perception of the angle that we can generate using pseudo-haptic effects, and
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examine whether it is possible to modify the identified position of a shape. Based
on these measurements, we can decide on the range and accuracy of shapes we
should generate with physical devices. Then, we can compose the physical de-
vices and visual display to generate the visual feedback, and construct a system,
which give users the sense of touching a variety of shapes.
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Abstract. Transparency of a haptic interface can be improved by minimizing 
the effects of inertia and friction through the use of model based compensators. 
However, the performance with these algorithms is limited due to the estima-
tion errors in the system model and in the velocity and acceleration from quan-
tized encoder data. This paper contributes a new torque compensator based on 
motor current to improve transparency. The proposed method was tested expe-
rimentally in time and frequency domains by means of an excitation motor at-
tached at the user side of the device. The excitation motor enabled evaluation of 
the algorithms with smooth trajectories and high frequencies, which cannot be 
generated by user hand. Experimental results showed that the algorithm signifi-
cantly improves transparency and doubles the transparency bandwidth. 

Keywords: Haptic transparency, haptic stability, current feedback, transparen-
cy bandwidth, inertia/friction compensation. 

1 Introduction 

Performance of a haptic device is often evaluated by its force capacity, precision and 
transparency.  Ideally the haptic device should transmit impedance of the virtual envi-
ronment to the user without any distortions. In other words, the ratio of the transmitted 
impedance (ZM) and the environment impedance (ZE) should be unity for a desired 
bandwidth [1]. However, the dynamics of the haptic device disturbs the transmitted 
impedance. Parasitic torques/forces such as mass/inertia, friction and gravity in haptic 
interaction need to be reduced or eliminated to improve the transparency. 

There are two ways to overcome this problem: (1) Re-design the haptic interface to 
minimize its dynamic effects, or (2) Improve the performance of the controller to 
meet the requirements for the transparent simulation [2-4]. Most of the techniques 
used for improving the transparency involve model based compensators. Linear lead-
lag compensators have been shown to extend transparency bandwidth in simulation 
[5]. Adaptive control laws were used to increase performance criteria such as transpa-
rency or stability [6, 7]. In recent studies, either closed loop or open loop feedback 
with model based compensators were used for improving transparency and stability 
characteristics [8-10]. To evaluate the transparency characteristics McJunkin  
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classified haptic interaction into two types; active user interaction (AUI) and passive 
user interaction (PUI) [11, 12].  In an AUI application, whenever the user touches a 
virtual object, the device senses the motion and provides a force based on the virtual 
model.  In the PUI case, the user does not generate motion.  The passive user comes 
into contact with an object such as a rubber ball in a virtual tennis game.  Maximiza-
tion of the transparency, hence the haptic performance in both cases can only be per-
formed by minimizing the disturbance torques/forces resulting from mass/inertia, 
gravity and friction. 

Model-based compensators are employed in haptic interfaces to mask the inertia 
and friction of the system [8].  These compensators require accurate model identifi-
cation.  In addition, accurate velocity and acceleration estimations are needed which 
is quite challenging due to the quantized encoder positions.  Furthermore, control 
gains cannot be too high due to instability issues. 

In this research, we explored a torque compensator based on motor current 
(TCBMC) to improve the performance of the model-based compensators. 

2 Torque Compensator Based on Motor Current (TCBMC) 

There are two main control algorithms in haptic interfaces: impedance and admittance 
control [8, 13].  In impedance control, user motion is sensed and a reference force is 
computed based on the virtual environment model.  This type of control strategy can 
be improved with a force-feedback loop leading to the so called closed loop imped-
ance control (CLIC). CLIC algorithm cannot employ high controller gains due to the 
inherent device dynamics. To decrease the dynamic effects of the haptic device felt by 
the user, a model-based compensator can also be added to the closed loop impedance 
control (CLIC + MBC) [14]. However, the feedback loop and model-based compen-
sator loop are coupled in this algorithm and may give worse results than CLIC. 

The torque compensator based on motor current (TCBMC) creates an additional 
inner control loop (Figure 1c) to estimate exact interaction torques in actuator joint for 
effective transparency. It compares the torque output of the CLIC controller (Control-
ler-I) to the actual motor torque based on instantaneous motor current.  If any error 
exists between them, Controller-II compensates for it.  A low-pass filter (LPF) with 
40 Hz cut-off frequency is also employed to reduce the oscillatory effects of the noisy 
feedback. The motor current measurement was provided by the amplifier. 

The proposed control algorithm is appropriate for digital applications and does not 
require any analog processing. The symbols Zv, Zu, Kp, Kc, xu, xh, θh, ߠሶ

h, Jv, Ja, Fu, τd, 
τc, τm, τu, va, im, Rm, L, Kemf, Km symbols in Fig.1 correspond to impedance of virtual 
environment, impedance of user hand, gain of controller-I, gain of controller-II, mo-
tion of the user hand, motion of the haptic handle, joint motion of the device, joint 
velocity of the device, virtual Jacobian matrix, actual Jacobian matrix, user force, 
desired torque command, compensator torque command, joint torque applied by mo-
tor, joint torque applied by user, motor voltage, motor current, motor resistance, mo-
tor inductance, motor back EMF constant, motor torque constant, respectively. 
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Fig. 1. Detailed Block Diagrams for (a) CLIC, (b) CLIC+MBC and (c) CLIC+TCMBC 

3 Experiments and Results 

3.1 Experimental Setup 

We designed a 1-DOF haptic device with a rotary handle as shown in Figure 2.  The 
back end of the setup is the haptic device where a brushless DC servomotor (Parker 
BE232FJ ) is connected to a servo amplifier (AMC-DPRANIE-015A400). The actua-
tor torque is increased using sprockets and chains with 96:20 gear ratio. The servomo-
tor has a built-in 2000-line encoder. A torque transducer (Futek FSH01987) with 
±10Nm range is attached to the handle. The front end of the setup has a second motor 
which is used to provide excitation inputs for the transparency experiments. The con-
trol algorithms are implemented using Quarc v2.2 and SIMULINK software. The 
computer is an Intel® Core™ i7-2600 (3.40 GHz, 8 MB cache, 4 cores), 4 GB Ram, 
AMD Radeon HD 6350 (512 MB) graphics card. The computer also has a Quanser 
Q4 interface card. 

3.2 System Parameter Identification and Velocity/Acceleration Estimation 

Total parasitic torque (࣎) sensed by user comes from the equivalent inertial and fric-
tional effects on the handle: 

(a) (b) 

(c) 
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adaptive filtering method [19].  In this study, we used our second order enhanced 
adaptive windowing method to estimate both velocity and acceleration for model-
based compensation [20, 21].  In this algorithm, coefficients of a second-order curve 
passing through all intermediate samples are dynamically determined using least 
squares method within an adaptive “moving” data window length.  The size of the 
discrete data window is increased until the difference between the exact encoder posi-
tion and the estimated position decreases to the maximum quantization error. Fig.3 
shows the flowchart of the enhanced second order adaptive windowing method for 
velocity and acceleration estimation. yk is last value of encoder position while Yk 
denotes last calculated position using a model whose parameters (a, b, c) are dynami-
cally determined via least squares method within an adaptive “moving” data window 
with length “i”.  Discrete data window is increased until the difference between exact 
encoder position (yk) and estimated position (Yk) decreases to maximum quantization 
error “d”. 

 

Fig. 3. Second order adaptive windowing algorithm 

3.3 Free motion Transparency Experiment 

In this experiment, we evaluated the performance of the controllers as the handle of 
the haptic device was rotated back-and-forth in free motion. The device did not simu-
late any virtual object interaction hence the virtual stiffness (K) and damping (B) ele-
ments were set to zero.  It was desired that the device did not produce any frictional 
and inertial effect in the experiments. 
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The excitation motor rotated the handle with varying velocity and acceleration us-
ing a chirp signal (ߜ ൌ ܺ݊݅ݏ ሺ2ߨ ݂௫ݐଶ/ݐௗ௨ሻ) with 1.1 radian amplitude, 10 
seconds duration and 3 Hz maximum frequency. The interaction torque was recorded. 
As a measure of the free motion transparency, we plotted the interaction torque versus 
angular rotation. The interaction torque measurements are expected to be close to 
horizontal axis for maximum transparency. 

Fig.4 presents the free-motion transparency measures for all three algorithms. As it 
can be seen, the closed loop algorithms give good performance. However, the pro-
posed (CLIC+TCBMC) algorithm is superior compared to the others. In order to 
quantify the experimental results, RMS errors of the experiments were calculated as 
(0.0751 Nm, 0.0835 Nm, 0.0450 Nm) for CLIC, CLIC+MBC and CLIC+TCBMC 
respectively. 

 

Fig. 4. Time domain transparency performance measures for free-motion 

3.4 Virtual Load Simulation 

In this experiment, torsion stiffness (K) and torsion damping (B) are assigned to the 
virtual environment model for the simulation.  The same excitation trajectory is used 
in the second experiments. The experiments were conducted for two different virtual 
models: (1) a virtual spring (K=0.5 Nm/rad), and (2) a virtual damping (B=0.025 
Nms/rad).  For high transparency performance, the haptic device is expected to pro-
duce the torque required only for the simulation of the virtual environment. 

Figures 5a-b and 5c-d show the experimental results along with the desired torque 
values (straight lines) and error plots. The closeness of the experimental performance 
to the desired torque specifies the performance of the algorithms in terms of transpa-
rency.  As it can be seen, the CLIC provides stable interaction torques. However, it is 
not enough for full transparency since the proportional gain cannot be increased to 
high values due to the resulting instability of the haptic device. The CLIC+MBC does 
not improve the haptic interaction effectively due to the imprecision in the estimation 
of velocity/acceleration based on encoder data and inaccuracy in the model identifica-
tion. The proposed CLIC+TCBMC controller gives the highest transparency perfor-
mance for the haptic interactions since it follows the desired torque line with minimal 
deviation. RMS errors of the virtual spring and virtual damping experimental results 
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were calculated as (0.0832 Nm, 0.0756 Nm, 0.0426 Nm) and (0.0825 Nm, 0.0690 
Nm, 0.0376 Nm) for CLIC, CLIC+MBC and CLIC+TCBMC, respectively. 

  

 

 

Fig. 5. Time domain transparency performance measures for (a-b) virtual spring with K=0.5 
Nm/rad, and (c-d) virtual damping with B=0.025 Nms/rad 

3.5 Transparency Bandwidth 

Experimental results given above present the transparency performance measures in 
time domain. The transparency can also be evaluated in the frequency domain by 
means of the transparency bandwidth.  It is a measure of the range of force/torque 
frequencies that can be displayed with the haptic interface. 

In this experiment, the handle was rotated by the excitation motor using a chirp 
signal with 0.3 radian amplitude, 30 seconds duration and 10 Hz maximum frequency 
for a virtual spring simulation with K=1 Nm/rad.  The transmitted impedance, ZT was 
estimated as a function of frequency by dividing the cross power spectral density 
between the motion input and force output (߶ிሺ݆߱ሻ) by the power spectral density of 
the motion input (߶ሺ݆߱ሻ) [22, 23]. 
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்ܼሺ݆߱ሻ ൌ థೇಷሺఠሻథೇೇሺఠሻ                                                          (2) 

The transparency transfer function is computed by dividing the transmitted impedance 
ZT by the desired impedance ZD. The desired impedance in our experiments are K=1 
Nm/rad for whole frequency range. The transparency bandwidth values are given 
according to the transparency transfer function limits +/-3 dB [23]. 

As shown in Figures 6a, 6b and 6c, the transparency bandwidth for the CLIC, 
CLIC+MBC and CLIC+TCBMC algorithms were 5.25 Hz, 4.51 Hz and 9.55 Hz, 
respectively.  The proposed algorithm increases the transparency bandwidth almost 
twice as much.  Besides, phase difference remains almost zero within the increased 
transparency bandwidth.   

 

 

 

Fig. 6. Transparency performance measures for a virtual spring with K=1 Nm/rad in frequency 
domain.  (a) CLIC, (b) CLIC + MBC, (c) CLIC + TCBMC. 

4 Conclusions 

Ideally a haptic device should transmit impedance of the virtual environment to the 
user without any distortions. However, the dynamics of the haptic device disturbs the 
transmitted impedance reducing its transparency. Advanced force control algorithms 
were developed to improve the transparency of haptic devices. Most of the  
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techniques used for improving the transparency involve model based compensators. 
They require accurate model identification and velocity/acceleration estimations. 
Furthermore, control gains cannot be too high due to instability issues. 

The contribution of this research is a torque compensator based on motor current 
(TCBMC) to improve the performance of the model-based compensators. The per-
formance of the proposed controller was compared to two common approaches found 
in the literature.  The algorithms were tested experimentally by using an excitation 
motor attached to the user side of the device.  This motor enabled us to conduct the 
experiments at high frequencies which could not be done accurately with manual 
input from the user.  It is shown that the proposed algorithm leads to much better 
transparency.  
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Abstract. The aim of our work is to design a touch screen for displaying vibro-
tactile haptic feedback to the user via piezo patches attached to its surface. One 
of the challenges in the design is the selection of appropriate boundary condi-
tions and the piezo configurations (location and orientation) on the screen for 
achieving optimum performance within the limits of human haptic perception. 
To investigate the trade-offs in our design, we developed a finite element model 
of the screen and four piezo actuators attached to its surface in ABAQUS. The 
model utilizes the well-known Hooke’s law between stress and strain extended 
by piezoelectric coupling. After selecting the appropriate boundary condition 
for the screen based on the range of vibration frequencies detectable by a hu-
man finger, the optimum configuration for the piezo patches is determined by 
maximizing the vibration amplitude of the screen for a unit micro Coulomb 
charge applied to each piezo patch. The results of our study suggest that the 
piezo patches should be placed close to the clamped sides of the screen where 
the boundary conditions are applied. 

Keywords: touch screen, vibrotactile haptic feedback, finite element modeling, 
piezo patch actuators. 

1 Introduction 

The touch screens replace the mechanical buttons on mobile devices, touch pads, 
tablet PCs and other displays. While the screens available in the market today are 
sensitive to touch inputs and gestures, they do not enable the user to feel any pro-
grammable resistive forces as her/his finger moves on its surface. However, it is de-
sirable to display some of the information through haptic channel in mobile devices, 
touch pads, tablet PCs and other interactive displays in order to alleviate the percep-
tual and cognitive load of the user since our visual and auditory channels are already 
highly overloaded. Moreover, haptic feedback is more personal and intimate than 
visual and auditory feedback and hence can enrich the user experience and perception 
of the interaction. We anticipate that the use of haptic feedback as an additional in-
formation channel in interactive displays will result in a new interaction paradigm, 
and enable novel applications in games, entertainment, education, internet-based 
business, and many more.  
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So far, various approaches have been followed to display haptic feedback on touch 
surfaces. Almost one and a half decade ago, Kaczmarek et al. [1] developed a touch 
surface for electrocutaneous stimulation of user’s finger pad by applying current to it 
via the electrodes placed on the surface. They reported the difficulty of altering the 
tactile perception of the user by adjusting the applied current. Later, Kaczmarek et al. 
[2] developed another touch surface based on electrostatic actuation using a matrix of 
7x7 pin electrodes, which are covered with an insulator layer to prevent direct contact 
of the finger pad with the electrodes. They conducted a user study and investigated 
the tactile perception of subjects by displaying four different biphasic waveforms 
through the touch surface. The results of the study showed that the sensitivity of the 
subjects to the positive pulses was less than that of the negative or biphasic pulses. 
Yamamato et al. [3] developed a telepresentation system for tactile exploration of 
remote surface textures. This system was made of two parts: a tactile sensor on the 
slave site and a tactile display utilizing an electrostatic actuator on the master site. As 
the user moves her/his finger on the display, the tactile sensor simultaneously scans 
the texture surface and the surface roughness recorded by the sensor is displayed to 
the user through the tactile display by applying two-phase cyclic voltage patterns to 
the electrodes. They conducted a user study and reported that the subjects correctly 
matched the textures at the remote site to the local ones with a success rate of 79%. 
Bau et al. [4] from Disney Research presented TeslaTouch, a touch screen providing 
haptic feedback to the user based on electrostatic actuation. The device controls the 
frictional force between the user finger and the screen by modulating the frequency 
and the amplitude of alternating electrostatic force. The results of the psychophysical 
studies performed with 10 subjects showed that the average frequency JND varied 
from 11% at 400 Hz to 25% at 120 Hz and the average amplitude JND was 1.16 dB 
and constant across all frequencies. Maaski and Toshiaki [5] integrated electric mo-
tors into a PDA to develop a vibrotactile haptic interface, which they called it “active 
click”. They suggested that active click can improve the usability of touch panels, 
especially in noisy environments. Poupyrev and Maruyama [6] utilized piezo film 
actuators to design a PDA with haptic feedback to the user. They argued that further 
research is required to improve the quality of haptic interactions by developing formal 
design guidelines. Biet et al. [7] developed a tactile display using an array of piezo 
actuators attached to the back side of a metal plate. The plate was vibrated at an ultra-
sonic resonance frequency of 30.5 kHz, reaching to peak-to-peak amplitude of 2.3 μm 
and causing a squeeze film to form between the surfaces of the user’s finger and the 
plate. By controlling the thickness of the squeeze film, square gratings were simu-
lated. They conducted a user study with 12 subjects and investigated the slipperiness 
thresholds of the square gratings for the vibration amplitudes of 0, 0.5, 1.2, and 2.3 
μm. Winfield et al. [8] developed TPaD by attaching a piezo disk to a glass plate. The 
plate was actuated at ultrasonic frequencies to modulate the friction coefficient be-
tween the finger and the plate surface based on the squeeze film effect. Chubb et al. 
[9] further extended this idea in ShiverPaD [9] by oscillating the plate in-plane at a 
frequency of 854 Hz using a voice coil. Hence, the ShiverPaD is capable of applying 
and controlling shear force on a finger regardless of its direction of motion. 
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Our group designs a touch screen actuated by piezo patches for displaying vibro-
tactile haptic feedback to the user. One of the challenges in the design is the selection 
of appropriate boundary conditions and the piezo configurations on the screen for 
achieving optimum performance within the limits of human haptic perception. To 
investigate the design trade-offs, we developed a finite element model of the screen 
and four piezo actuators attached to its surface in ABAQUS. The model utilizes the 
well-known Hooke’s law between stress and strain extended by piezoelectric coupl-
ing. After selecting the appropriate boundary condition for the screen based on the 
range of vibration frequencies that are detectable by a human user, the optimum con-
figuration for the piezo patches is determined by maximizing the vibration amplitude 
of the screen while minimizing the power consumption of the piezo actuators.  

2 Our Approach 

To demonstrate our idea, we attach an array of thin-film piezo actuators at the back 
surface of a glass plate where computer-generated images are projected onto it 
through an LCD display (Figure 1). These piezo films are actuated by a signal genera-
tor and an amplifier to generate vibrations on the front surface of the plate with vary-
ing amplitudes and frequencies. The position of the user finger on the glass plate is 
sensed by an IR frame. 

 

Fig. 1. The proposed vibro-tactile display: The user feels the vibrations generated by an array 
of piezo actuators glued to the back surface of a glass plate. The magnitude, frequency, and 
direction of the vibrations are tailored to induce application-specific tactile sensations on the 
user. 

In order to construct the system shown in Figure 1, we first decided on the type of 
thin-film piezo actuators and then purchased them from the manufacturer (PI Dura-act 
P-876.SP1). In addition to being small and thin (16x13x0.5 mm), this type of piezoe-
lectric patches are light-weighted (0.3 gram), hence the additional weight due to 
coupling with the glass plate is negligible compared to the own weight of the plate. 
Besides these advantages, the insulation layer enables it to be attached to the glass 
plate easily. We glued one of the piezo patches on the glass plate (230x180x3 mm) 
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and conducted some initial experiments by applying alternating voltage to the patch 
through a signal generator and an amplifier to vibrate the plate (Figure 2). We ob-
served that the vibration amplitudes generated by a single patch are not sufficient to 
be sensed by a human finger.  

 

Fig. 2. Our experimental set-up 

Hence, we decided to investigate the optimum number and placement of piezo 
patches on the glass plate. Since the piezo patches cannot be easily detached from the 
glass plate once they are glued to its surface, it is more convenient to make this analy-
sis in simulation environment using ABAQUS finite element package. For this pur-
pose, we developed the models of the glass plate, the piezo patch actuators, and the 
interactions between them in ABAQUS and then investigated the design trade-offs 
based on the amplitude and frequency of the vibrations of the glass plate and the pow-
er consumption of the patches.  

For the glass plate and the piezoelectric actuator, element types C3D20 and 
C3D20E are used respectively. The material properties of the glass plate are taken 
from the literature. The material and electrical properties of the piezo patches are 
provided by the manufacturer. Our initial design consists of four piezoelectric actua-
tor patches attached to a glass plate in 8 different configurations of the patches  
(Figure 3). By running simulations in ABAQUS, we first investigated the effect of 3 
different boundary conditions on the resonance frequency of the plate and then the 
effect of piezo locations and orientations on the amplitude of the vibrations of the 
plate per unit charge applied to the piezo patches. 

3 Modeling 

The electro-elastic response of the glass plate is governed by the following finite ele-
ment equations [10] [11]: 
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ܯ    ሷܷ  ௨௨ܷܭ  ௨ܭ ൌ  (1)   ܨ

௨ܷܭ     ܭ ൌ  (2)    ܩ

where, ܯ is the mass matrix, ܭ௨௨ is the stiffness matrix, ܭ௨ and ܭ௨ are the pie-
zoelectric coupling matrices, ܭ  is the capacitance matrix, ܷ  is the 
ment,  is the electrical potential, ܨ is the externally applied force and ܩ is the ap-
plied charge. In our case only charge is applied and the externally applied force is 
zero. Substituting zero for F into Eq. 1, 

ܯ    ሷܷ  ௨௨ܷܭ  ௨ܭ ൌ 0    (3) 

ܯ    ሷܷ  ௨௨ܷܭ ൌ െܭ௨    (4) 

and solving for Φ using Eq. 2, we obtain 

    ൌ ܭ
ିଵሾܩ െ  ௨்ܷሿ    (5)ܭ

Then, substituting Eq. 5 into Eq. 4, the following relation is obtained, 

ܯ  ሷܷ  ௨௨ܷܭ ൌ െܭ௨ ܭ
ିଵܩ  ܭ ௨ܭ

ିଵܭ௨் ܷ   (6) 

ܯ  ሷܷ  ௨௨ܭൣ െ ܭ ௨ܭ
ିଵܭ௨்൧ܷ ൌ െܭ௨ ܭ

ିଵ(7)   ܩ 

which, can be written as 

ܯ    ሷܷ  ܷܭ ൌ ܶீ (8)    ܩ 

where  

ܭ    ൌ ௨௨ܭ െ ܭ ௨ܭ
ିଵܭ௨்   (9) 

   ܶீ  ൌ െܭ௨ ܭ
ିଵ         (10) 

Eq. 8 shows the relation between the applied charge (G) to the piezo actuators and the 
resulting displacement (U) in the glass plate. The difference in electric charge creates 
a potential difference in the piezo actuators, which causes the actuator to bend and the 
glass plate to deform. If the charge is applied to the piezo patches in the form of a 
sinusoidal signal, ܩ ൌ  ఠ௧, the resulting displacements in the glass plate will be݁|ܩ|
also a sinusoidal signal with a phase delay of , ܷ ൌ |ܷ|݁ఠ௧ା. Then, we can ob-
tain the frequency response function (FRF) as ܪሺ߱ሻ ൌ ܷሺ߱ሻ/ܩሺ߱ሻ. 

4 Results 

Modal analysis was performed on the glass plate for 3 different boundary conditions; 
a) the glass was fully clamped from all edges, b) the long edges of the plate were  
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Fig. 3. The selected locations and orientations of the piezoelectric patches for the FE analysis 

clamped while the short edges were left free, and c) the short edges of the plate were 
clamped while the long edges were left free. The first four mode shapes of the glass 
plate are also shown in Figure 4. The results obtained from ABAQUS are compared 
to the theoretical values [12] in Table 1. Since we aim to vibrate the glass plate at 
frequencies that are within the limits of human vibrotactile perception of 0.1-500 Hz 
[13], the third boundary condition was chosen for the further analysis. 

Then, the out of plane displacements of the glass plate were calculated at 15 differ-
ent locations on the surface of glass plate (Figure 5), covering an area of 153 mm by 
77 mm. The frequency response function (FRF) of each point labeled as 1 to 15 in 
Figure 5 was calculated for the 8 different piezo configurations. As an exemplar, we 
show the FRFs of point 8 (center point) in Figure 6 for the x, y, z axes.  
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Table 1. The first four resonance frequencies of the glass plate for the 3 different boundary 
conditions 

Boundary 
Conditions 

First 
Resonance 

(Hz) 
 

Second 
Resonance 

(Hz) 
 

Third 
Resonance 

(Hz) 
 

Fourth 
Resonance 

(Hz) 
 

a) 

  

ABAQUS: 
690.29 

 
Theoretical: 

706.67 

ABAQUS: 
1194.00 

 
Theoretical: 

1204.00 

ABAQUS: 
1605.30 

 
Theoretical: 

1637.50 

ABAQUS: 
2022.40 

 
Theoretical: 

1865.10 

b) 

 

ABAQUS: 
523.02 

 
Theoretical: 

526.13 

ABAQUS: 
588.56 

 
Theoretical: 

591.87 

ABAQUS: 
830.60 

 
Theoretical: 

846.17 

ABAQUS: 
1326.50 

 
Theoretical: 

1225.00 

c) 

 

ABAQUS: 
318.46 

 
Theoretical: 

321.38 

ABAQUS: 
417.19 

 
Theoretical: 

418.52 

ABAQUS: 
824.88 

 
Theoretical: 

772.66 

ABAQUS: 
881.28 

 
Theoretical: 

964.60 

5 Discussion 

The goal of our project is to produce controlled vibrations on the surface of a touch 
screen via piezo actuators attached to its surface. To achieve higher vibration ampli-
tudes, higher voltages must be applied to the actuators, which results in higher energy 
consumption. However, most of the devices utilizing interactive touch screens, espe-
cially the mobile ones, are limited by power. Currently, there are no established me-
thods on a) how many piezo patches must be used and b) how they must be attached 
to a touch screen to generate the desired haptic effects with minimum power. Since 
the piezo patches cannot be easily detached from a touch screen once they are glued 
to its surface, it is more convenient to make this analysis in simulation environment 
using a finite element package. In fact, this is the approach followed in this paper.  

As shown in Figure 7, the displacement amplitudes of the center point (point 8 in 
Figure 5) at each resonance frequency is different for the 8 different piezo configura-
tions. To further investigate the effect of the piezo configurations on the vibration 
amplitude of each measurement point for a unit micro Coulomb charge applied to  
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First resonance mode shape

 

Second resonance mode shape

 

Third resonance mode shape

 

Fourth resonance mode shape

 

Fig. 4. The first four mode shapes of the glass plate 

 

 

Fig. 5. Selected measurement points on the glass plate for the FE analysis 
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Fig. 6. The frequency response function (FRF) of the point 8 (the center point on the glass 
plate) for x, y and z axes. The first four resonance frequencies of the plate are marked on the 
figure. 

each piezo (approximately equivalent to 100 V), the plot shown in Figure 8 was con-
structed from the FRFs. It is obvious from Figure 8 that some of the piezo configura-
tions (C3, C4, C5, C7 and C8) lead to more displacement at the measurement points 
than the others. If the locations of the patches are inspected carefully for these confi-
gurations (see Figure 3), one can conclude it is preferable to place the patches close to 
the fixed boundaries of the glass plate and not close to its free boundaries. In fact, if 
the third and fourth resonances of the plate are also considered for the analysis  
(Figure 7), the piezo configurations C3, C4, and C5 are even more favorable. 

 
 

 

Fig. 7. The out-of-plane (z-axis) displacement amplitudes of the point 8 (the center point on the 
glass plate) for the first 4 resonance frequencies 
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Fig. 8. The bar chart shows the vibration amplitude of each measurement point at the first re-
sonance frequency for the 8 different piezo configurations 

6 Future Work 

To validate the results obtained through the finite element model, experimental modal 
analysis will be performed with four piezo patches attached to the glass plate. Then, 
user studies will be conducted to investigate the human haptic perception of various 
textures displayed on the glass plate by altering the frequency and the amplitude of 
the vibrations. 
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Evidence for ‘Visual Enhancement of Touch’ Mediated 
by Visual Displays and Its Relationship  

with Body Ownership 
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Abstract. Several studies have shown that watching one’s own body part im-
proves tactile acuity and discrimination abilities for stimuli presented on that 
location. In our experiment we asked the participants to localize tactile stimuli 
presented on the left or right arm. During the task the participants were not al-
lowed to watch their body, but they could see another person’s left arm via a 
LCD display. This arm could be touched or not during the presentation of the 
tactile stimuli. We found that when the participants saw a finger touching the 
arm on the screen, their responses to the tactile stimuli presented on the left and 
on the right arm were faster than when the arm on the screen was approached 
but not touched. Critically, we did not find any illusion of ownership related to 
the hand seen on the screen. We concluded that the effects found might be me-
diated by higher order multisensory mechanisms related to the allocation of at-
tentional resources to the body. 

Keywords: Cross-modal, Multisensory, Perception, Touch; Vision. 

1 Introduction 

Tactile perception plays a key role in building boundaries between the self and the 
external world [10]. In fact, when we touch an external object we can feel both the 
incoming perception from the object itself and the presence of our body well differen-
tiated from it. Several data suggest that vision of a person’s own body part, together 
with proprioception or alone, can enhance the processing of tactile stimuli delivered 
to that location [17]. In particular, Kennett and colleagues [12] have shown that their 
participants could detect a tactile target delivered on their arms more effectively when 
they could directly see that part of the body, as compared to when its vision was pre-
vented (an effect named ‘Visual Enhancement of Touch’ –VET–). Interestingly,  
research findings support the idea that there might be similar patterns of neural activa-
tion when the body is touched and when one sees another person being touched. In 
particular, Schaefer et al. [15] investigated whether the tactile perception of their 
participants could be modulated by watching a stranger’s body part being touched on 
a screen, rather than by watching their own body. The authors measured the sensory 
thresholds of the participants’ index finger, after viewing a right hand in a screen 
being touched by a stick, or after viewing the stick just touching the space beneath the 
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hand. They found a reduction of the sensory threshold specific for the right index 
finger, only after showing the video where the hand was touched by the stick. The 
authors concluded that the VET is linked to the observation of touch, rather than to 
the depiction of the body part per se. However, in Schaefer et al’s study the partici-
pants performance was measured by means of a tactile threshold task. Considering 
that tactile thresholds are more related to relatively lower level neurocognitive 
mechanisms [3], one might wonder, whether similar results might be obtained also by 
means of tasks that involve higher order functions, such as the deployment of atten-
tion towards different body districts. 

It is also worth considering here the question of whether the effect of watching an-
other person’s body on tactile information processing can be somehow related to an 
extension of body ownership towards the body part seen on the display. In fact, in the 
‘rubber hand illusion’ (RHI) [2] the hidden participant’s hand is brushed synchro-
nously with a visible rubber hand. Using this procedure, the majority of participants, 
after a few seconds, starts to perceive touch as if it is coming from the position of the 
fake hand rather than from the real hand. Longo et al. [13] measured the participants’ 
tactile acuity during the onset of the RHI. They found a significant enhancement of 
acuity when the illusion was induced compared to a control condition where the 
illusion was not generated. The authors suggested that the VET effect depends on 
seeing ‘one’s own’ hand, rather than seeing ‘a’ hand and that there is a functional 
relation between the bodily self and tactile perception. However, also in this case, the 
task performed by the participants relies mainly on lower order neurocognitive 
mechanisms. Therefore, it remains unclear whether using a tactile task that involves 
higher order mechanisms, such as those responsible for the deployment of spatial 
attention, would lead to similar effects. As far as this point is concerned, it should be 
noted here that Moseley et al’s [14] found a slow down of tactile information 
processing due to alterations of body ownership when a spatial discrimination task 
was used. 

The aim of our research, is to verify whether seeing another person’s hand being 
touched (on a pc screen) can affect the processing of tactile information presented on 
the participant’s body when the spatial discrimination of the stimuli (rather than a 
threshold assessment task) is required. We will also analyze if an illusion of embodi-
ment of the hand on the screen would occur and whether this would influence the 
processing of tactile stimuli. 

2 Materials and Methods 

Thirty-two (22 female) right-handed volunteers (age = 24.5 ± 3.7 years; education = 
16.7 ± 1.8 years of school) took part in the experiment. They sat with both their fore-
arms resting on a shelf 10 cm under a desk (see Fig.1). A 17’ LCD screen showing the 
picture of a left arm and hand was placed on the desk. The gender of the arm on the 
screen was matched with the participant’s gender. Four vibrotactile stimulators 
(Audiological Engineering Corporation) were applied on the dorsum of both hands 
and on the forearms, just below the elbow. The image of the arm was aligned with the 
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participant’s real left hand. The experiment was composed of two different parts. In 
the first part the participants were instructed to look at the screen displaying an index 
finger approaching the hand and touching it, while a 100 msec tactile stimulus was 
delivered to their real left hand. No response was required in this part of the experi-
ment. The participants were randomly assigned to either the Illusion or NonIllusion 
group. In the Illusion group the presentation of the tactile stimulus was synchronized 
with the touch seen on the screen (a finger touching the hand), while in the Non-
Illusion group the touch delivered to the participants’ left hand was presented asyn-
chronously (three seconds delayed) with respect to the touch viewed on the screen. 
After this first part of the experiment, all the participants were required to fill a ques-
tionnaire regarding their sense of ownership about the hand seen on the screen [2]. 
The questionnaire was composed of 9 statements. Each statement was followed by a 
15cm long line with the endpoints indicating the degree of the participant’s agreement 
(not at all vs. completely) towards that statement. The participants were required to 
mark their agreement along the line. In the second part of the experiment, both groups 
performed the same task. They were asked to look at the screen where a left arm and 
hand were displayed. An index finger approached the hand or the forearm, randomly 
touching one of them (Touch condition) or just approaching without touching (No-
Touch condition) these body parts. A 100ms vibrotactile stimulus was synchronously 
delivered to the participant’s right or left hand or forearm. A number of catch trials 
where the stimuli were delivered to both sides of the body at the same time was ran-
domly interleaved to the left and right stimuli. The order of the stimulated locations 
was randomly varied within the experiment. The participants were asked to press 
either the right or left or both buttons of a pc mouse with the index and middle finger 
of their right hand, according to the side (or sides) where they perceived the tactile 
stimulation. A total of 240 trials balanced for each side of the body for each location 
and for each experimental condition were presented. 
 

 

Fig. 1. Experimental setup used in the present experiment 
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3 Results 

We analysed the participants’ reaction times for each experimental condition. The 
accuracy of participants’ responses were not analysed, because the amount of errors 
made in each condition approached zero for all of the participants. We also analysed 
the answers at the questionnaire for the two groups. 

3.1 Reaction Times 

A repeated-measures ANOVA with four within subjects factors (Touch: Touch Vs. 
NoTouch; Position Felt: left, right; Position Seen: hand Vs. arm; Position Touched: 
hand Vs. arm) and one between subject factor (Group: Illusion Vs. NonIllusion) was 
performed on the reaction times. The results of this analysis revealed the presence of a 
main effect of Touch [F(1,30)=26.475; p<0.001]. In particular, the participants were 
faster when the finger actually touched the hand presented on the screen (Touch con-
dition) as compared to the condition where the hand on the screen was approached but 
not touching (Fig. 2, on the left). We also found a main effect of the Position Felt 
[F(1,30)=9.0220; p<0.005], suggesting faster responses for the stimuli administered 
on the left side of the participants’ body as compared to stimuli presented on the right 
(Fig. 2, on the right). 

 

Fig. 2. Effect of Touch (graph on the left): the participants gave faster responses in Touch Con-
dition (finger touching the hand on the screen) than in NoTouch Condition (finger just ap-
proaching). Effect of Position Felt (graph on the right): the participants gave faster responses 
for the tactile perception on the left side of the body than on the right. The error bars represent 
the standard error of the means of the reaction times. 

We also found a main effect of the Position Seen [F(1,30)=23.47; p<0.0001], with 
faster responses when the participants saw the arm being touched as compared to 
when they saw the hand being touched. The analysis also revealed a significant inter-
action between Touch Seen and Position Felt [F(1,30)=7.35; p=0.01]. A post hoc 
LSD analysis on this interaction revealed that participants were faster in the Touch 
condition than in NoTouch condition both when the stimulus was delivered on the 
right (p<0.001) and on the left side (p<0.001) of the body. By contrast, in the NoT-
ouch condition they were faster when the stimulus was delivered on the left (p<0.001) 
of the body compared to when it was delivered on the right. Another significant inter-
action was found for the factors of Touch Seen and Position Seen. A LSD post hoc 
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test on this interaction revealed that in the Touch condition participants responded 
faster than in the NoTouch condition when the participants saw the hand being 
touched compared to the arm being touched (p<0.001). By contrast, in the NoTouch 
condition they were faster when they saw the arm touched compared to the hand 
(p<0.001). Finally, the post hoc analysis of the interaction between Position Felt and 
Position Touched also revealed that participants responded faster when their left arm 
was touched as compared to when their right arm was touched (p=0.02). Faster re-
sponses were also found when the left participant’s arm was touched as compared to 
the condition where the left hand was touched (p<0.001). The analysis also revealed 
the presence of a significant interaction among all the four factors considered. In or-
der to further explore this interaction, two separate ANOVAs one for each Position 
Felt (i.e. one for the condition Hand Touched and one for the condition Arm 
Touched) with the between subject factor of group (Illusion Vs. NonIllusion), and the 
within subject factors of Touch Seen, Position Felt and Position Seen were performed. 
The ANOVA on the Position Felt regarding the arm revealed the presence of a main 
effect of Touch [F(1,30)=11.55; p=0.002], with faster responses for Touch than 
NoTouch condition. A main effect of Position Felt [F(1,30)=14.72; p=0.0006], with 
faster responses when the stimulus was delivered on the left side of the body as com-
pared to the right side of the body was also found. The ANOVA on the Position Felt 
regarding the hand revealed the presence of a main effect of Touch [F(1,30)=18.61; 
p=0.0001], with faster responses for Touch than NoTouch. A main effect of Position 
Seen [F(1,30)=5.93; p=0.02], highlighting faster responses when the participants saw 
the arm being touched compared to when they saw the hand being touched, was also 
found. The analysis also revealed the presence of significant interactions between the 
following factors: Position Seen and Group [F(1,30)=4.59; p=0.04], Touch and Posi-
tion Felt [F(1,30)=7.27; p=0.011], and Touch and Position Seen [F(1,30)=7.95; 
p=0.008]. An LSD post hoc test on the Position Seen and Group interaction showed 
that the NonIllusion group was faster than the Illusion group only when the arm was 
seen (p=0.003). The LSD post hoc test on the Touch and Position Felt interaction 
showed that participants were faster in Touch as compared to NoTouch condition 
only when the stimulus was delivered on the right side of the body (p<0.0001). Fi-
nally, the post hoc test on the Touch and Position Seen interaction showed that in the 
NoTouch condition the participants gave faster responses when the touch on arm was 
seen (p<0.001) as compared to when the touch on the hand was seen. Moreover when 
the touch on hand was seen (but not when on the arm) the participants were faster for 
Touch condition (p<0.0001) than for the NoTouch condition. This analysis also high-
lighted the presence of an interaction among Touch, Position Seen and Group, that 
was further analysed by means of two further ANOVAs, one for the Illusion group 
and one for the NonIllusion group. In these ANOVAs we considered the within  
subject factors of Touch and of the Position Seen. In the ANOVA performed on the 
Illusion group we found a main effect of Touch [F(1,31)=9.70; p=0.004], with the 
participants being faster in the Touch than NoTouch condition. No other significant 
main effects or interactions were found. As far as the ANOVA on the NonIllusion 
group is concerned the main effect of Touch was also found [F(1,31)=6.92; p=0.013]. 
This ANOVA also revealed the presence of a main effect of Position Seen 
[F(1,31)=10.06; p=0.003], indicating faster reaction times when the touch was 
viewed on the arm as compared to the hand. A significant interaction between the two 
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factors [F(1,30)=12.18; p=0.001] was also found in this analysis. An LSD post hoc 
test revealed that in NoTouch condition the participants’ responses were faster when 
the touch on arm was viewed (p<0.0001) as compared to when the touch on hand was 
viewed and that, when the touch on hand was seen, the participants were faster in the 
Touch condition (p<0.0001) than in NoTouch condition. 

3.2 Questionnaires 

We performed a repeated-measures ANOVA on the responses given to the nine-
question-Likert questionnaire with one within subject factor (question) and one be-
tween subject factor (Group: Illusion Vs. NonIllusion). We found a main effect of the 
question [F(8,240)=11.80; p<0.0001], revealing significantly different answers 
among the questionnaire. More importantly, this analysis did not reveal any signifi-
cant difference between the two groups of participants [F(8,240)=1.00; p=0.43]. No 
significant interactions were found. 

4 Conclusions and Discussion 

The first aim of our research was to verify whether watching a bi-dimensional image 
of a hand on a screen being touched could affect the spatial processing of tactile in-
formation presented on the participant’s hands or arms [cf. 15]. We hypothesized a 
facilitation in tactile processing when the participants could see a finger touching a 
limb on the screen, compared to viewing a finger just approaching but not touching 
the limb. We also wanted to assess if an embodiment of the hand seen on the screen 
occurs under these conditions of stimulus presentation and if this can affect tactile 
perception, in line with Longo et al.’s findings [13]. Our findings clearly suggest that 
the presentation of a bidimensional image of a body part can affect tactile processing. 
Indeed, we found that participants responded faster to the tactile stimuli presented on 
their own arms when they could see on a pc screen the limb of a stranger being 
touched, as compared to a condition where they could see the same limb being ap-
proached but not touched. It is important to note here that the effect that we found 
cannot be fully classifiable as a VET effect (i.e., a body-location specific enhance-
ment of tactile processing caused by the vision of the location of the body where the 
stimuli are presented). In fact, the participants in our experiment responded faster to 
tactile stimuli when they could see a ‘picture’ of a hand being touched rather than 
when seeing their own body touched (like in the classic VET paradigm, [15]). More-
over, the enhancement of tactile processing following vision of the body in our ex-
periment regarded both upper limbs rather than being specific to the limb shown on 
the display. This result would appear to contrast with those reported by Schaefer and 
colleagues [15], where showing the picture of a left index finger being touched re-
sulted into an enhanced of the participants’ tactile thresholds for stimuli presented on 
their own left index finger, but not on their right index finger. Though, an important 
difference between our study and the previous studies on this topic is the fact that we 
tested tactile processing using a spatial discrimination task, rather than a tactile 
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threshold task [15] or a tactile acuity task [13]. The two latter tasks, in fact, involve 
lower order cognitive mechanisms, while the task performed by the participants in our 
experiment relies on higher level attentional mechanisms. Therefore, we suggest that 
seeing a person’s body part being touched in our study might have directed attentional 
resources towards the tactile modality in a quite generalized fashion. This generalized 
focusing of attention is also confirmed by the fact that the responses were faster when 
the participants saw the finger on the screen touching the arm than when touching the 
hand, irrespective of feeling the touch on their own hand or arm [17]. One can argue 
that the tactile acuity decreases from the finger tips to the elbow [18], such as that the 
participants should be less sensitive for the touch on the arm (thus resulting in faster 
reaction times on the hand rather than on the arm). However, the fact that we set the 
intensity of the stimuli in order to be perceived by the participants as equally intense 
in all the four locations would seem to rule out this possibility. Alternatively, one 
might hypothesize that the touch on the arm was perceived by the participants as more 
salient because this part is less frequently touched than a hand is, leading to faster 
responses when that body part was touched. Our results also show that when the left 
part of the body was touched, the reaction times were shorter. In fact, the arm dis-
played was a left one, so it is reasonable that the participants could be more reactive 
to stimuli delivered on their left part of the body, as if they had a greater arousal for 
this side [16]. In our experiment we also examined if an illusion of embodiment of a 
stranger’s hand occurs when the participants observe that hand being touched on a 
screen and when tactile stimuli are simultaneously presented on the participant’s ac-
tual limb. The results from the questionnaire did not reveal any significant difference 
between the groups. This results clearly suggests that no illusion was elicited under 
these conditions of stimulus presentation. Nevertheless, we also found that the par-
ticipants in the NonIllusion group provided faster responses when the touch on the 
screen was directed to the arm, as compared to when it was directed to the hand. Here 
it should be considered that the illusion procedure adopted in our experiment involved 
just a touch on the hand and the Illusion group felt this touch synchronously to the 
touch on the hand seen on the screen. By contrast, the NonIllusion group saw the 
same stimulation but in an asynchronous fashion. It might be that the Illusion condi-
tion may have induced a sort of hebbian association between the touch felt and the 
touch seen on the hand. As a consequence, the participants belonging to this group 
might have started to consider the whole arm as one thing. On the other hand, the 
NonIllusion group kept on considering hand and arm as two separate sites of touch, 
giving that the asynchronous stimulation condition did not create an equally strong 
association between the tactile and the visual stimuli. That is, the synchronous stimu-
lation might have led to a more homogenous perception of the limb depicted on the 
screen than the asynchronous stimulation.  

Taken together, the results reported in the present experiment support the idea that 
vision of a stranger’s body part being touched, can affect the processing of tactile 
information presented on another person’s body. This effect is present even when 
bidimensional simple stimuli displayed on a computer LCD screen are adopted. Our 
findings would seem to confirm that tactile receptive fields can be reorganized ac-
cording to the visual fields, also when these refer to another person’s body [13]. We 
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can rule out the possibility that the enhancement in tactile detection that we found in 
our experiment was mediated by a variation of the participants’ sense of body owner-
ship. In fact, we did not find any significant differences between the Illusion and Non 
Illusion group in the participants’ self-reported sense of ownership over the hand seen 
on the screen. By contrast, the effect that we found would seem to be more related to 
a general shift in the deployment of attentional resources towards the tactile modality, 
determined by the vision of a body part being touched. 

To date the role of touch in new technologies is becoming more and more impor-
tant, in particular for the development of graphic interfaces that can be used in every-
day life, such as touch screens in mobile phones, tablet PC or learning aids (such as 
the Interactive Whiteboard; see [9]). Its importance also relates to more advanced 
devices, such as those used in ‘teleoperation’, a technology that allows trained sur-
geons to operate on patients located miles away from them [8]. A better understand-
ing of the mechanisms at the basis of the interaction between vision and touch can 
certainly contribute to ameliorate these technologies by making them more suitable 
for the users. The fact that tactile processing improves on a certain body part, not only 
when that body part is directly seen, but also when the participants can observe touch 
on someone else limb displayed on a LCD screen should certainly be taken into ac-
count in the development of tele-robotics and tele-surgery devices [7], where people 
feel sensations on their own body, but watch it operating on a different body or object 
by means of a visual display.  
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Abstract. In this work we study the position and velocity signal recon-
structions using predictive coding when packets are lost during
telemanipulation sessions and classify the high-level haptic artifacts per-
ceived by the users. The usage of packet-switched networks for bilateral
telemanipulation systems is challenging due to several adversities such
as low transmission rates, packet delays, jitter and losses. The previ-
ously proposed deadband-based haptic data reduction approaches se-
lectively decrease the high transmission rate of the force-feedback and
position/velocity samples on account of human perception limitations.
Recently, an error-resilient perceptual haptic data reduction approach
was proposed to address the packet losses in the feedback channel. How-
ever, the impact of faltered transmission on the forward channel and
its subjective influence on the user are still an open issue and thus are
treated in this paper.

Keywords: [Robotics and automation]: Teleoperators, [H.5.2.g]: Haptic
I/O, [E.4.a]: Data compaction and compression, [C.2.1.g]: Network com-
munications , [Signal Processing]: Error Correction, [Information The-
ory]: Error Compensation.

1 Introduction

1.1 Real-Time Haptic Applications

The frameworks that allow realistic real-time interactive communication and
remote task realization are typically referred to as telepresence and telemanipu-
lation (TPTM) systems. The degree to which the human is unable to distinguish
between direct and teleinteraction with a (remote) environment is called trans-
parency [1] and can be used to subjectively evaluate these frameworks. The more
transparent the interaction is (or similarly, the more immersed the user is), the
better is the TPTM system. Thus, transparency is highly desirable since it makes
the subject reach out and experience the remote environment as if it was local.

TPTM systems are essentially composed of four basic elements, namely: 1) the
human operator (OP); 2) the human-system interface (HSI) which consists of the
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devices that perform the transduction from the OP’s actions into haptic signals
(e.g. acquiring position/velocity data) and also that provide haptic, visual and/or
auditory feedback to the user (e.g. displaying forces, video and/or sounds); 3)
the teleoperator (TOP) which can be a robot or an end-effector in a virtual
environment that follows the OP’s actions; and, 4) a communication link through
which all the data is transmitted and which closes the loop between the OP and
the TOP.

Visual and auditory signals are unidirectionally transmitted from the TOP to
the OP while the haptic signal is being transmitted in both directions providing
an authentic interactive experience. Naturally, due to the closed-loop properties
of this real-time bidirectional communication, the actions performed by the OP
have a direct impact on the force-feedback that the user receives. Analogously,
the force-feedback exposed to the operator strongly interferes with his/her fu-
ture actions. In this sense, to cope with the high temporal human perception
resolution [2] and to better maintain the stability of the control loop, haptic sam-
ples are typically acquired and transmitted at rates of up to 1 kHz. Moreover,
transmission delays and packet losses on the communication network challenge
the TPTM system’s operability since they potentially destabilize the control
structure and impair the interaction [3,4]. Thus, since haptic samples need to be
sent at such high rates and with minimum latency, the haptic communication
fundamentally differs from typical video and audio data streaming. It is impor-
tant to note that the low-latency constraint has a direct impact on suitable data
reduction schemes as described in [5].

1.2 Haptic Data Reduction

Block-based data compression schemes - typically used for video and audio data
compression - are not suitable for haptic signals. Due to hard low-latency con-
straints in bidirectional haptic communication, adding encoding delay is not
recommended hence block-based compression schemes should be avoided.

There are data compression schemes designed for real-time haptic communi-
cation [5,6,7]. The most efficient of them was proposed by Hinterseer et al. [5]
and this approach, in essence, exploits the human haptic perception limitations.
This psychophysically motivated scheme employsWeber’s Law of Just Noticeable
Differences (JND) [8] to selectively eliminate samples and reduce the amount of
data to be transmitted. Weber’s Law attests that the perceivability of changes in
a pairwise stimulus comparison experiment is proportional to the magnitude of a
reference stimulus I. This relation can be mathematically written as:

ΔI

I
= k (1)

where ΔI is the smallest amount of change in the stimulus I that can be per-
ceived by at least 50% of the users (or, correspondingly, the JND) and k is a
constant that describes the linear relation between these two intensities.

Weber’s Law can be utilized to establish perceptual thresholds wherein stimuli
intensity variations cannot be detected. These regions can be referred to as the
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Fig. 1. (a) At the encoder side, samples are acquired. The deadband regions (gray) are
calculated using the predictions of the encoded samples (red). The incoming samples
that fall within the deadband thresholds (black) are not encoded. (b) At the decoder
side, the signal is reconstructed using the decoded samples (red) and the predicted
samples (green). In this example, the HLS approach is employed for prediction.

deadbands [5]. To achieve the overall goal of reducing the haptic data rate while
maintaining good subjective experience, the signal can be analyzed on a sample
basis deciding whether samples would cause a perceivable change for the user
and, ultimately, if they should be encoded. Figure 1 illustrates the use of Weber’s
Law applied to a one-dimensional signal.

It can be observed in Figure 1 that whenever the incoming sample falls within
the deadband thresholds, the difference between this sample and its prediction
is said to be too small to be detected and therefore the acquired sample can be
omitted and its prediction displayed instead. On the other hand, if the incoming
sample provokes a perceivable change in relation to the predicted one (i.e. it
violates the deadband), then that incoming sample should be encoded. Previous
results for haptic signal compression show that prediction methods such as hold
last sample (HLS) and first-order linear prediction (FOLP) can be successfully
employed in combination with Weber’s Law to achieve strong data reduction [5].

The remainder of this paper is organized as follows. In Section 2, the artifacts
caused by packet loss in the force-feedback channel are revisited. In Sections
3 and 4 we present the contributions of this work. In Section 3 we describe
the commanding modes of TPTM systems and the effects of packet losses on
the reconstructed position/velocity signals when predictive coding is used. In
Section 4 we illustrate the experimental procedure and present the observed
high-level artifacts due to position/velocity packet losses. Lastly, in Section 5
we make some final comments about this work and draw some ideas for future
work.

2 Packet Loss in the Feedback Channel

As mentioned in Section 1.2, the state-of-the-art in haptic data reduction is the
direct use of Weber’s Law to evaluate whether or not haptic samples should be
transmitted. In the presence of such data reduction schemes where not every
sample is sent, the loss of any packet in the communication network can be
significantly impairing. A direct consequence of packet losses is the resulting
asynchrony between both sender and receiver since they would have distinct
reference samples and, thus, would generate different estimates. Employing a
first-order linear predictor, the predicted force sample fPi can be calculated as:
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fPi =
fUj − fUj−1

tUj − tUj−1

(tPi − tUj ) + fUj (2)

where fUj and fUj−1 are, respectively, the current and previous update force sam-

ples, tUj and tUj−1 their corresponding acquiring times, and tPi is the current time

(corresponding to the moment of the prediction fPi ). In this work, the upper
indices (.)U and (.)P represent, respectively, update and prediction samples. If
no upper index is marked, it indicates the original signal sample. Moreover, (.)j
always index the updates while (.)i refer to acquired or predicted samples.

The expression above is calculated at the sender side so the predicted sample
fPi and the acquired force sample fi can be compared. This comparison checks
whether there is a deadband violation such as shown in the following evaluation
and decides over sending or not sending a new update.

{
||fi − fPi || ≤ ||fPi || · kf −→ non-violation (use predicted sample)

||fi − fPi || > ||fPi || · kf −→ violation (transmit force sample)
(3)

In the expression above, kf is the deadband parameter for the force signal as
generally presented in Equation 1.

Furthermore, the receiver employs Equation 2 to calculate its predicted force

samples - what we will call from now on f̂
P

i to distinguish the sender’s estimate

from the receiver’s reconstruction. In a lossless communication channel, f̂
P

i =
fPi since all transmitted samples reach their destination and both sender and
receiver are then in synchrony. In this case, if no updates are received it is
exclusively due to the sender’s decision of not transmitting anything. However,
in an error-prone network, samples can be lost and since the transmission rate is
not uniform, the receiver does not know when a sample is accidentally missing

and hence it continues to estimate f̂
P

i and in this case f̂
P

i �= fPi .
Previous works by Brandi et al. [9,10] investigated the effect of losing such

packets in the force-feedback channel (i.e. from the TOP to the OP). In the cases
described in [9,10], lost force update samples lead to three main artifacts, namely,
bouncing, roughness and the glue effect. The bouncing generates a repelling force
that pushes the end-effector away from the object that is being touched; the
roughness displays an irregular texture sensation when the user runs the end-
effector along the object’s surface; and the glue effect is an attraction force that
pulls the end-effector towards the object when the user ceases the contact with its
surface. To minimize these artifacts, binary tree-based error-resilient encoding
approaches based on [11] were successfully proposed yielding good subjective
experience while maintaining excellent compression ratios.

3 Packet Loss in the Forward Channel

A general study for passifying TPTM systems in the presence of packet losses
was performed in [12], however, for the simpler case where a hold last sample
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reconstruction is employed. Moreover, the artifacts induced by the packet loss in
the forward channel (from the OP to the TOP) were never particularly discussed
at a higher level, that is, how the loss of information during transmission is per-
ceived by the operator and how it affects the teleoperator. Thus, the main goal
of this work is to present the observed subjective artifacts resulting from posi-
tion/velocity packet losses in telemanipulation sessions when the state-of-the-art
deadband-based haptic data reduction approach [5] is employed in combination
with a first-order linear predictor.

3.1 Velocity Commanding of TPTM Systems

In most TPTM system architectures, the position signal is directly acquired by
the sensors in the HSI. Due to stability constraints [3,13] in the standard archi-
tecture of the telemanipulation systems, the velocity of the operator is transmit-
ted instead of the position signal. The velocity vi at the current time i can be
obtained by differentiating the position signal as seen in Equation 4 below.

vi =
pi − pi−1

ti − ti−1
(4)

where pi and pi−1 are, respectively, the current and previous acquired position
samples, and ti and ti−1 their corresponding times. Since ti − ti−1 is always
unitary (due to uniform sampling), this term could be omitted without loss of
generality.

To decrease the transmission rate and the amount of data to be transmitted
from the OP to the TOP, a perceptual data reduction scheme such as described
in Section 1.2 can also be applied to the velocity signal. Nonetheless, when the
state-of-the-art deadband compression scheme is employed [5], a slight position
deviation is induced between the OP’s acquired signal and what is displayed
at the TOP. In order to minimize position deviation under variable time delay
conditions, Chopra et al. [14] proposed an architecture including a position feed-
forward channel in addition to the velocity commanding. Using the deadband
approach, the position updates are sent together with the current velocity sam-
ples in order to keep the position tracking accurate [13]. Therefore, depending on
the application and the stability constraints, different types of commanding can
be employed, this means that each transmitted data packet could contain only
position samples, only velocity samples or both position and velocity samples as
in [14] and this present work.

3.2 Impact of Packet Losses on the Signal Prediction

When predictive coding methods are applied together with deadband-based com-
pression, packet losses can potentially degrade the transparency of the system
since the sender and the receiver run out of synchrony. As explained in Section 2,
both ends would use different reference samples (i.e. updates) to estimate future
samples hence they would be no longer mutually consistent.
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Also, there are two major differences between the packet loss effects on the
forward and feedback channels. 1) In the case of force packet loss induced er-
rors, the OP acts as an impedance factor on the HSI and consequently on the
end-effector. This means that users can mildly compensate the force-feedback
artifacts and still keep the system under control. 2) The prediction error in the
forward channel propagates to two signal levels (velocity and position) unlike
the errors in the feedback channel that only affect the force signal.

As mentioned in Section 3.1, velocity samples are transmitted. To calculate
them at the sender side, an expression similar to Equation 2 is utilized.

vP
i =

vU
j − vU

j−1

tUj − tUj−1

(tPi − tUj ) + vU
j (5)

where the velocity update samples vU
j and vU

j−1 can be calculated as follows.

vU
j =

pU
j − pU

j−1

tUj − tUj−1

and vU
j−1 =

pU
j−1 − pU

j−2

tUj−1 − tUj−2

(6)

Observe that in these last two expressions, only the latest update position sam-
ples (i.e. pU

j , p
U
j−1 and pU

j−2) are employed and not the currently acquired po-
sition samples (i.e. pi, pi−1 and pi−2).

After calculating the predicted velocity sample, both vP
i and the acquired

velocity sample vi are compared to decide over sending a new position/velocity
sample. This evaluation can be written as below.

{
||vi − vP

i || ≤ ||vP
i || · kv −→ non-violation (use predicted sample)

||vi − vP
i || > ||vP

i || · kv −→ violation (transmit position/velocity sample)
(7)

where kv is the deadband parameter for the velocity signal.
At the receiver side, two cases may occur: 1) the receiver does receive a new

packet containing the update velocity vU
j , the position pU

j and their time stamp

tUj . In this case, both received velocity and position can be then directly displayed
by the TOP. 2) the receiver does not receive any packets and therefore must use
Equation 5 to predict the velocity v̂P

i . Moreover, the estimated position p̂P
i to

be displayed can be calculated as follows.

p̂P
i = p̂P

i−1 + v̂P
i (ti − ti−1) (8)

where pP
i−1 is the last displayed position sample at the TOP. Since ti − ti−1

is always unitary (due to uniform displaying rate), this term could be omitted
without loss of generality.

As mentioned before, if the communication channel is lossless, both ends are
consistent thus the difference between vi and v̂P

i (= vP
i ) is already expected

and said to be tolerable under human perception limitations. However, in the
presence of communication unreliabilities, some packets may be lost and the es-
timated velocity at the receiver will diverge from the calculated velocity at the
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sender (i.e. v̂P
i �= vP

i ). The direct impact of this event is clearly the end-effector
displaying an incorrect velocity. However, there is another critical impact at the
TOP side. As observed in Equation 8, whenever the velocity component v̂P

i is
wrong, this error also influences the displayed position p̂P

i . Thus, even if veloc-
ity packets arrive correctly after a first loss, this position deviation stays in the
system. This error cumulation could be corrected when a position packet arrives
(since it carries the correct current position pi) however, this might not be pos-
sible without special measures since the deviation can be too large and a sudden
position correction could cause impairing events (e.g. jumps, ripples, unforeseen
impacts) and, ultimately, the overall instability of the telemanipulation system.

4 Artifacts due to Position/Velocity Packet Losses

4.1 Experimental Setup

The experimental phase was motivated by our goal of observing and describing
the high-level artifacts caused by packet losses in the forward channel. Although
the theoretical description of the asynchrony between OP and TOP was de-
scribed in the previous sections, a subjective analysis is still necessary to evaluate
how the users perceive such inconsistencies.

The experimental setup employed a SensAble Phantom Omni as the human-
system interface at the operator side. A CHAI3D [15] interactive virtual environ-
ment was utilized to emulate the telemanipulation ambient. In this environment,
a small spherical end-effector was controled by the user. Additionally, there was
a static toroidal object in the center of the workspace with which the user could
interact. This experimental setup and the flow of the bidirectional data are de-
picted in Figure 2. The acquiring rate is set to 1 kHz and the deadband parameter
kv was kept at 15% since this value has previously shown a good compromise
between data reduction and subjective quality [16].

position/velocity

error prone forward channel

position/velocity

force feedbackforce feedback

visual feedback

SensAble Technologies, www.sensable.com CHAI3D, www.chai3d.org

visual feedback

feedback channel

Fig. 2. Experimental setup utilized in this work. On the left hand side, the operator
manipulates the HSI and receives the force-feedback through it. Moreover, the teleop-
erator (virtual end-effector) is depicted as the white sphere on the lower right hand
side. The forward and feedback communication channels connect both ends.
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4.2 Experimental Observations: Haptic Artifacts

End-effector drifting: this artifact consists of the end-effector arbitrarily continu-
ing its motion even when the users have already stopped, changed their velocity
or trajectory. This phenomenon is related to what is described in Section 3.2
concerning velocity errors. When a packet is lost, the velocity v̂P

i at the receiver
continues to be predicted instead of updated (since the update was lost) thus
it immediately differs from the intended vP

i calculated at the sender. The user
loses control of the TOP until a new update successfully arrives and the mis-
match between v̂P

i and vP
i is eliminated. The drifting artifact can be observed

in Figure 3(c) where deviating spikes can be seen in the predicted velocity (red
curve) at the receiver. The acquired velocity and its correct prediction are shown
respectively in Figures 3(a) and 3(b). In the experiments we have observed that
the deviation of the predicted velocity v̂P

i at the receiver was considerably higher
than the one encountered in the velocity prediction vP

i at the sender. Naturally,
this difference depends on the packet loss probability q thus in this work we
tested scenarios with q = 5%, 10%, 20%, 30% and 40%, gauging average distor-
tions (solid blue curve on the left side of Figure 4) from 6 to 21 times higher than
what was expected by the sender. Also, it can be observed in this left plot of
Figure 4 that the maximum deviation at the receiver (dashed blue curve) in the
best case (q = 5%) and in the worst case (q = 40%) were, respectively 5 and 22
times greater than what was calculated at the sender. These results show that
even with low packet loss probability, the drifting can be a significant issue.

End-effector ”jump”: this artifact is characterized by a sudden correction in
the end-effector’s location in case position commanding [3,13] is utilized. This
correction is usually useful to avoid mismatches between the OP and the TOP
positions however, due to the packet losses, it may have occurred end-effector
drifting and the difference between these two position signals can be signif-
icant. When this deviation is large, the repositioning of the end-effector can
mainly cause two phenomena depending on the kind of environment the tele-
manipulation is being run. 1) In a virtual environment, the end-effector can be
instantaneously readjusted to the correct location but the user clearly notices
this flickering since the motion is not continuous (i.e. it disappears from one
place and appears somewhere else). 2) In a real environment, if the TOP tries to
correct itself in a short time span the robot might jolt or ripple, hit something
in the environment while in the correction trajectory and could even ultimately
become unstable. These ”jumps” are depicted by the spikes in the predicted
position (red curve) in Figure 5(b). Moreover, it can be observed on the right
hand side of Figure 4 that the maximum position deviation (dashed blue curve)
is two to ten-fold higher than what is computed at the sender (dashed black
curve). This shows quantitatively that the position correction, even in the best
case scenarios (low q) can still lead the system into repositioning problems.

Workspace displacement : this artifact is the direct result of the aforementioned
drifting whenever the position is not corrected to avoid the ”jump” artifact.
When a packet is lost and the velocity v̂P

i is different from the intended velocity
vP
i , the error is propagated to the predicted position p̂P

i as seen in Equation 8.
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Fig. 3. (a) Velocity signal (black) derived from the acquired position signal at the
sender. (b) Velocity signal (black), predicted velocity signal at the sender (blue) and
sent update samples (green circles). (c) Velocity signal (black), predicted velocity signal
at the receiver (red), received update samples (green circles) and lost update samples
(pink crosses). It shows the end-effector drifting artifact. All curves depict the z-axis.
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Fig. 4. (left) Average and maximum velocity deviations at sender (black) and receiver
(blue). (right) Average and maximum position deviations at sender (black) and receiver
with (blue) and without (red) position correction.

When no position commanding is employed, the position acquired at the HSI is
never input to the TOP and all position prediction error is accumulated. What
could be observed during the experimental sessions is the progressively non-
corresponding workspace. This means that the TOP’s three-dimensional space
no longer matches the one utilized by the user hence seriously impairing the task
performance. This artifact can be observed in Figure 5(c) where the predicted
position (red curve) at the receiver significantly differs from the acquired position
(black curve). Furthermore, it can be seen on the right hand side of Figure 4
that the average position at the receiver (solid red curve) is differing from 10 to
60 times comparing to the sensed position at the HSI (solid black curve). This
shows that when no position correction is applied, there is a considerably large
displacement even when the packet loss probability is low.

5 Conclusion

This work demonstrates the theoretical influence of losing position/velocity pack-
ets on the forward channel of TPTM systems when predictive and perceptual
coding are employed. Moreover, we describe the high-level artifacts that are
perceived by the users. We show that the losses can considerably affect the tele-
operator position and velocity degrading the transparency and stability of the
system. When packets are lost, the teleoperator continues to predict the posi-
tion/velocity samples using different reference samples as utilized at the sender
therefore creating an asynchrony between both ends. These cases can provoke
three distinct artifacts, namely, the end-effector drifting, the end-effector ”jump”
and, lastly, the workspace displacement.

We plan to propose a joint error-resilient velocity data-reduction approach
and position compensation scheme in the future to address the packet losses in
the forward channel and ultimately mitigate the artifacts presented in this work.
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Fig. 5. (a) Position signal (black), predicted position signal at the sender (blue) and
sent update samples (green circles). (b) Position signal (black), predicted position sig-
nal at the receiver (red) with position commanding, received update samples (green
circles) and lost update samples (pink crosses). It shows the end-effector ”jump” ar-
tifact. (c) The same as (b) but without position commanding. It shows the workspace
displacement artifact. All curves depict the z-axis.
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Abstract. This paper presents an innovative vibrotactile gamepad used as com-
plementary therapeutic aids for transmitting emotional messages to children 
with autism. The gamepad includes eight electromagnetic actuators embedded 
in the gamepad shell to provide distributed tactile feedback. The location of the 
actuators was defined by measuring the contact zones of the hand and the 
gamepad with a number of users. Actuators are designed to cover the 0-500 Hz 
bandwidth with a 0.5 N maximum force. The integrated gamepad was submit-
ted to two user evaluations: one (13 users) to define the tactile patterns needed 
for control and the second (9 users) to test the acceptability and the usefulness 
of the device for the enhancement of emotional competences of children with 
autism. Encouraging results are shown. 

Keywords: Haptics, Tactile stimulation, Vibrotactile gamepad, Electromag-
netic actuators, Autism, Sensory and Touch therapy, Serious game. 

1 Introduction 

Autism is a neurodevelopmental disorder characterized by impaired social interaction 
and communication, and by restricted and repetitive behaviour. Sensory distortions 
are also observed in people with autism. For example, tactile perception is often im-
paired resulting in hypo- or hypersensitivity. This impairment in tactile perception 
affects, in turn, social relations because touch is of crucial importance for communi-
cation and emotional understanding [1]. First-person accounts of individuals with 
autism have often described unusual or excessive emotional reactions to tactile stimu-
lations. In an autobiographic report, Grandin [2], an American researcher with autism, 
writes: “I pulled away when people tried to hug me, because being touched sent 
overwhelming wave stimulation through my body…Small itches and scratches that 
most people ignore were torture.” She also noted that certain clothing textures could 
make her extremely anxious, distracted, and nervous [3]. Another person with autism 
states: “To be just lightly touched appeared to make my nervous system whimper, as if 
the nerve ends were curling up. If anyone hit on the terrible idea of tickling me, I 
died.” [4]. Similar experiences have also been described by Willey [5] and Williams 
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self-mutilate by supplying a painful stimulus controlled by the patient and designed 
with built-in safety limits. 

Other similar haptic interfaces for emotional communication have been developed, 
though they have not been applied to the therapy of people with autism. For example, 
the Hug-Over-A-Distance jacket contains air compartments that inflate quickly all 
around the torso to simulate a real hug [13]. Heart2Heart [14] is a wearable electronic 
garment that physically and emotionally links two remote individuals.  

These developments, as well as the sensory impairments in autism show that there 
is real need for vibrotactile devices providing distributed stimulations at different 
parts of the body. Such devices can be very useful as complementary therapeutic aids 
because they can partially substitute human touch which is not always well-tolerated 
by people with autism. They can thus help these individuals get used to being 
touched. Furthermore, touch is an emotional sense and emotions involve perceptual, 
sensory and motor experiences (referred to as “embodiment”). In this sense, such 
devices can be a way of embodying emotions for persons with autism. The device 
presented below is a contribution in this direction. 

2 Actuation Concept 

A tactile gamepad was developed to give emotional feedback to children with autism. 
It will be used as a therapeutic aid. It is composed of 8 tactile actuators distributed 
over the gamepad body. In order to provide an efficient tactile stimulation, the actua-
tors’ position was defined by measuring the contact zones between the hand and the 
gamepad during the game. The interface used for this measurement, as well as the 
tests done to measure the contact zones are described below. 

Fig. 2 shows the “measuring” gamepad redesigned to embed 16 tactile sensors on 
its right half. As the gamepad is symmetrical, the contact zone is identical on both 
sides. The two buttons at locations 3 and 4 were replaced by a hard surface to let the 
users position their hands as they wish on the overall surface of the shell. 

 

Fig. 2. Gamepad equipped with 16 contact sensors 

Fig. 3 presents the measurement process. Each sensor is made of one conductive 
inset placed on the gamepad surface. The user wears a conductive bracelet. The con-
tact of the hand on an inset closes the electrical loop and switches the associated 
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MOSFET transistor. The signal of each sensor is collected using a digital input of a 
National Instruments data acquisition Board (DAQ) and processed via a Labview 
application. 

 

Fig. 3. Experimental equipment diagram: when the user touches a sensor on the gamepad the 
electrical loop is closed provoking a digital input on the acquisition board. Data is recorded and 
processed using Labview. 

20 subjects participated in the experiments done to measure the contact zones. 
There were 7 women and 13 men with different hand sizes. Several video game back-
grounds were also used. The experiments consisted in playing 3 distinct types of 
games: a racing one, a one sports and an action one. The subjects had to play every 
game for 3 minutes. Also, their hand size was measured. The user experience with the 
game was evaluated by a questionnaire. 

Fig. 4 shows the median percentage of time each sensor was in contact with the 
user’s hand. Sensors 0, 1 and 7 were almost permanently used. Sensors 5, 12 and 13 
were also widely used. On the contrary, sensors 6 and 15 were used only occasionally. 
All the other sensors (2, 3, 4, 6, 8, 9, 10, 11, 14 and 15) were almost never used. 

Regarding the influence of the game type on the use of the sensors, there was a dif-
ference between the racing game and the other types of games for sensors 5, 12, 13 
and 15. In the racing game, sensors 5 and 15 were used more often than in the other 
game types. There was the opposite effect for sensors 12 and 13. This may be due to 
the buttons used to interact with the different types of games. The racing game re-
quires pushing the same button (the throttle) with the thumb for long periods of time. 
Therefore, the hand stays immobile on the gamepad. Since the thumb is bended, the 
hand position does not allow touching the upper part of the side of the gamepad han-
dle. On the contrary, in the sport or action game, the user needs to push the buttons 
sporadically. The thumb is less bended and the hand is covering a bigger part of the 
handle side. 

The video game background has also an influence on grasping. In fact, expert 
players have a more stationary grasp than beginners. They get a percentage close to 
100% for the sensors they use and 0% for the others. Because they have an unsteady 
grasp, beginners have less distinctive results. They obtain percentages between 20% 
and 80%.  

 

DAQElectronic
board

Gamepad 
with sensors

Computer

Subject’s hand with 
conductive bracelet
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The hand size does not seem to be an important factor for determining the contact 
zones between the hand and the gamepad. Distant sensors such as 3, 4, 8, 9, 10 or 11, 
were used both by users with small hands and by users with big hands. The usage 
patterns of the other sensors are also similar for users with the different hand sizes. 

 

Fig. 4. Experimental results: median percentage of time each sensor is in contact with the hand 
for each type of game 

 

Fig. 5. (a) Schematic view of the contact percentage of time for each sensor. (b) Contact area 
for actuators embedding 
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Fig. 5a shows a view of the gamepad with the sensors displayed according to their 
percentage of use. These results helped us define the areas in which to embed the 
actuators to ensure a maximum probability of achieving stable contact between the 
user’s hand and the gamepad when playing different types of games. (See Fig. 5b) 

3 Actuation Design and Implementation  

Gamepads are usually equipped with rumble motors which have a high response time. 
Furthermore, the vibration frequency is linked to its amplitude and the minimum fre-
quency is often up to 20 Hz with low vibration amplitude. 

The actuator we propose is designed to provide vibrations which have independent 
frequency and amplitude. It also allows reaching very low frequencies (i.e. lower than 
1 Hz). 

Fig. 6 shows a CAD view of the complete actuator. It is composed of a permanent 
magnet (1), a coil (2), a ferromagnetic core (3) and a surrounding armature (4) to 
guide the magnetic flux and avoid energy losses in the air. When a current is applied 
to the coil, it produces a magnetic field that interacts with the magnet’s permanent 
field. The magnetic interaction generates a controlled attraction/repulsion force. A 
flexible brass membrane (5) is used to guide the magnet along the vertical axis. A 
silicone spacer (6) is used to set a constant distance between the magnetic core and 
the magnet and to filter vibration from the membrane to the actuator body. Finally, a 
plastic block (7) with a diameter of 3 mm is glued on the top side of the membrane to 
provide a sufficient pressure on the hand. The complete actuator has a diameter of 9 
mm. It is 9 mm high without the plastic block. 

 

Fig. 6. Cross-sectional view of the complete actuator 

The disc magnet (diameter 3 mm, thickness 1 mm) made of Neodymium-Iron-
Boron (NdFeB) has a magnetization of 1.4 T. The coil (OD 8 mm, ID 3 mm, and 
thickness 5.5 mm) is made of 0.15 mm copper wire with 350 turns. The surrounding 
iron armature and the ferromagnetic core (iron) have a relative permeability of 1000. 
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Magnet field lines

Coil field 
lines



Tactile Emotions: A Vibrotactile Tactile Gamepad for Transmitting Emotional Messages 85 

 

Even with no energy supply, the magnet’s field interacts with the ferromagnetic parts 
and the magnet is attracted by the core. The flexible membrane behaves like a spring 
and stores this offset force. As a consequence, the force provided by the actuator is 
the difference between the case where no current is applied to the coil and the case 
with current. Fig. 7 shows the results of a 2D axisymmetric finite element simulation 
carried out using FEMM (Finite Element Method Magnetics) with and without cur-
rent. The ferromagnetic core and armature are designed to guide the magnetic field 
avoiding magnetic saturation.  These simulation results are also used to calculate the 
actuation force. At 0.5 A, the calculated force is 0.55 N. 

 

Fig. 7. Finite element simulation of the actuator: magnetic field at 0 A (a) and at 0.5 A (b) 

The prototype of the actuator has a resistance of 6.2 Ω and an inductance of 1.9 
mH. Fig. 8 presents the frequency response of the actuator.  

In order to determine the stiffness of the membrane the modification of the reso-
nance frequency of the system was measured with and without an additional mass. 
Equation (1) gives ߱ and ߱∆ the resonant angular frequencies respectively for a 
system without and with additional mass as a function of  ݉ the effective mass, ∆݉ 
the additional mass and ܭ the stiffness. From (1) we obtain Equation (2) that gives the 
effective mass. 

۔ە 
ۓ ߱ ൌ ට߱∆ ൌ ට ା∆ (1) 

 ݉ ൌ ഘబ∆మഘబమ ·∆ଵିഘబ∆మഘబమ  (2) 

DensityPlot: |B|, Tesla

8.550e-001 : >9.000e-001
8.100e-001 : 8.550e-001
7.650e-001 : 8.100e-001
7.201e-001 : 7.650e-001
6.751e-001 : 7.201e-001
6.301e-001 : 6.751e-001
5.851e-001 : 6.301e-001
5.401e-001 : 5.851e-001
4.951e-001 : 5.401e-001
4.501e-001 : 4.951e-001
4.051e-001 : 4.501e-001
3.602e-001 : 4.051e-001
3.152e-001 : 3.602e-001
2.702e-001 : 3.152e-001
2.252e-001 : 2.702e-001
1.802e-001 : 2.252e-001
1.352e-001 : 1.802e-001
9.023e-002 : 1.352e-001
4.524e-002 : 9.023e-002
<2.534e-004 : 4.524e-002

(b)(a)
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Fig. 8. Experimental results: Bode diagrams with and without additional mass used to deter-
mine the actuator characteristics. A sinusoidal signal of amplitude 0.5 V and a frequency from 
100 to 1000 Hz was applied to the actuator. The displacement is measured with a Keyence LC-
2220 Laser sensor. 

Fig. 8 present the Bode diagrams for the system with and without an additional 
mass. The resonant frequencies are ݂∆ = 405 Hz and ݂ = 515 Hz respectively for 
the system with and without added mass. Then, it appears that ݉ = 0.0814 g and  852 = ܭ N.m-1. 

The actuation force ܨ is given by ܨ ൌ െܭ.  is the displacement from the ݔ where ݔ
equilibrium position. At 0.5 A, the measured displacement is 0.6 mm, what is equiva-
lent to a force 0.51 = ܨ N. This value is very close to simulation results (0.55 N). 

According to [15], the bandwidth over which the human tactile system can detect vi-
bration ranges from 0.4 Hz to 700 Hz; with an optimal detection at 200 Hz. The actuator 
is well adapted for tactile stimulation since it can provide stimulations up to 500 Hz. 

Eight actuators were embedded into the gamepad positioned as shown on Fig. 9 ac-
cording to the experimental results. The gamepad shell was rebuilt to integrate new slots 
for the actuators and the electronic board. Each actuator is wedged between the shell and a 
cap. The caps are mainly made of a central silicone membrane. This membrane is useful 
for filtering the vibrations and isolates the shell ensuring a local tactile stimulation.  

 

Fig. 9. Gamepad interior view: 8 actuators and the electronic board are embedded in new  
special slots 
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Fig. 10 shows a schematic view of the control principle. The actuators behavior is 
controlled by a microcontroller that drives 8 MOSFET transistors and a programma-
ble power supply. Each transistor is connected to an actuator coil. The vibration fre-
quency is controlled by the transistor switching frequency. The amplitude of the  
vibration is given by the programmable power supply that can deliver 4 different en-
ergy levels.  

 

Fig. 10. Electronics and command functional diagram 

The device described above allows the creation of compound vibrotactile stimuli 
called “vibrotactile patterns”, which can be linked in order to form a vibrotactile “lan-
guage”. A vibrotactile language is thus a structured set of vibrotactile patterns, which 
convey a certain sense and represent several more or less abstract concepts (e.g. emo-
tions, navigational concepts). If well-designed, these vibrotactile patterns and the 
respective vibrotactile language should be as easy to understand as visual icons.  

In the case of the gamepad described in this paper, the created vibrotactile patterns are 
stored in the microcontroller. They are called by a command coming from the computer. 

A user study focusing on the creation and validation of such vibrotactile patterns 
for conveying emotions has been done. After this first study, the most intuitive vibro-
tactile emotional patterns have been selected, integrated in a specifically designed 
game for the enhancement of the emotional competences of children with autism and 
presented to such children. The understanding and use of emotional vibrotactile pat-
terns by children with autism has been evaluated in this second user study. These two 
studies are briefly described below.  

4 User Studies  

The first user study had two major objectives. First, we wanted to see how vibrotactile 
emotional patterns could be produced and how this production can be assisted by 
external aids (audio or verbal). Second, we wanted to test the recognition of tactile 
patterns by users who had not created them.  
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No rejection of tactile stimulation was noted. Furthermore, our observations showed 
that 50% of the participants relied on vibrotactile stimulations in order to identify, 
recognize and memorize the different emotions presented in the game. Another result 
showed that the vibrotactile stimulations were used by the children to help focusing 
their attention on the events in the game. Vibrotactile stimulations also seemed to help 
reducing stereotypical behaviours.  

5 Conclusion 

This paper presents a tactile gamepad capable of conveying emotions via a tactile 
stimulation. The device is composed of eight actuators distributed on the shell. In 
order to identify the locations for the actuators, another gamepad was equipped with 
16 sensors. 20 subjects played three different kinds of video games using this “meas-
uring” gamepad. Results shows the zones were the hand is in quasi-permanent contact 
with the gamepad. Actuators were specifically designed for providing haptic feed-
back. Each actuator vibration can be modulated in frequency (0-500 Hz) and ampli-
tude (0-0.55 N) independently. 

The integrated gamepad was used in two tests. First, tactile patterns were created 
by a group of users and tested in order to define the most adequate stimulation for 
each emotion. Then, the second test was done with 9 children. The gamepad and the 
tactile patterns were integrated with a serious game. The preliminary evaluation 
shows a good acceptance for tactile stimulation. Tactile stimulation seems to be useful 
for emotion recognition and to help reducing stereotypical behaviours. These results, 
though very preliminary, are encouraging. Specific tests on the advantages of using 
the vibrotactile gamepad for the enhancement of the emotional competences of chil-
dren with autism are currently being done.   
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Abstract. Active touch is often described as yielding “better-quality” informa-
tion than passive touch. However, some authors have argued that passive-
guided movements generate superior percepts due to a reduction in demands on 
the haptic sensory system. We consider the possibility that passive-guided con-
ditions, as used in most active-passive comparisons, are relatively free from 
cognitive decision-making, while active conditions involve cognitive loads that 
are quite high and uncharacteristic of normal sensory processes. Thus studies 
that purport to show differences in active and passive touch may instead be re-
vealing differences in the amount of cognition involved in active and passive 
tasks. We hypothesized that passive-guided conditions reduce not the sensory 
load but the cognitive load that active explorers must bear. To test this hypothe-
sis Blood Oxygen Level Dependent (BOLD) activity was measured using func-
tional Magnetic Resonance Imaging (fMRI) during active and passive-guided 
fingertip exploration of 2D raised line drawings. Active movements resulted in 
greater activation (compared with passive movements) in areas implicated in 
higher order processes such as monitoring and controlling of goal-directed be-
havior, attention, execution of movements, and error detection. Passive move-
ments, in contrast, produced greater BOLD activity in areas associated with 
touch perception, length discrimination, tactile object recognition, and efference 
copy. The activation of a greater number of higher-order processing areas dur-
ing active relative to passive-guided exploration suggests that instances of pas-
sive-guided superiority may not be due to the haptic system’s limited ability to 
cope with sensory inputs, but rather the restriction imposed by the use of a sin-
gle finger such that active exploration may require cognitive strategies not de-
manded in the passive condition. Our findings suggest that previous attempts to 
compare active and passive touch have, in order to simplify tasks, inadvertently 
introduced cognitive load at the expense of normal sensory inputs. 

Keywords: Active, passive-guided, fMRI, raised lines, cognitive load. 

1 Introduction 

Gibson’s [1] work distinguishing touching from being touched provided insight into 
how perceptual awareness may be modulated by self-generated actions (see also [2]). 
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In Gibson’s experiments passive touch consisted of having a stimulus pressed upon 
the skin with no (intended) subsequent movement. However, the term “passive touch” 
has more recently been applied to situations where the stimulus is moved across the 
skin by an experimenter, or where the hand of the participant is guided in such a way 
that the input can resemble that of active exploration, but with movement being exter-
nally-generated [3]. 

Self-generated movements involve the intent to, the planning of, the preparation 
for, and execution of, movement [4]. None of these are thought to be involved in pas-
sive exploration. Active movements may also contain a copy of the efferent signal 
used to predict the sensory consequences of motor commands [5]. The efference copy 
is used to make a comparison between the expected and actual movement, allowing 
updating to fine-tune action. Christensen et al. [6] suggest that the comparison process 
is likely mediated by brain structures associated with motor preparation and sensory-
motor integration, such as the intraparietal [7] and ventral premotor cortices [8]. Since 
passive movements do not generate an equivalent motor signal, the consequences of 
these movements cannot be compared with a prediction. This may be the mechanism 
by which people distinguish their active from their passive movements [5]. 

Although active touch is often described as yielding “better-quality” information, 
some authors have argued that passive movements generate superior percepts. For 
example, Magee and Kennedy [9] have suggested that the act of planning (see Grezes 
& Decety’s [4] features of self-generated movements outlined above) associated with 
active touch overtaxes “the limited resources of the haptic system” (p. 288). Passive 
touch is not so taxed, they claim – an idea that has remained speculative for 30 years. 

Richardson and Wuillemin [10] were able to partly replicate Magee and Kennedy’s 
[9] finding of passive superiority but suggested that their explanation of active infe-
riority (i.e. overtaxing the haptic system) was implausible. Richardson, Wuillemin 
and MacKintosh [11] argued that the “act of planning” is more cognitive than sensory 
and that the responsibility for the production of movement is not a potent determinant 
of, or a genuine component in, the accuracy of tactual pattern recognition. Thus, Ma-
gee and Kennedy’s [9] task may not have been one that revealed limitations in the 
haptic sensory system, but a task that instead revealed how their active subjects were 
obliged to recruit more cognitive strategies than were their passive counterparts. 
Symmons, Richardson and Wuillemin [12] critically reviewed many active-passive 
comparisons and concluded that task-type was the significant variable determining 
whether active or passive touch was superior, or whether they were equivalent. They 
proposed a theory of “cognitive complexity” to explain their findings. A means of 
further exploring the cognitive differences between active and passive touch could 
include the observation of brain areas associated with cognition that are hypothesized 
to be recruited during active, but not passive, exploration. 

Some brain structures have been shown to produce differential levels of activation 
during active and passive movements. Simões-Franklin, Whitaker and Newell [13] 
had participants perform roughness estimates of sandpaper in active (i.e. subjects 
freely explored the surface) and passive (i.e. sandpaper was moved under each per-
son’s finger) conditions. Using fMRI they found greater activation during active  
exploration, relative to passive exploration, in the anterior cingulate cortex 
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(ACC)/pre-supplementary motor area (pre-SMA). Mima et al. [14] compared active 
and passive flexion-extension movements of a finger joint. Using Positron Emission 
Tomography they showed that brain structures activated to a greater extent by active 
movement included the left primary sensorimotor complex localized to the antero-
medial part, the SMA, the left lateral premotor cortex, the left inferior parietal lobe, 
the right superior temporal lobule extending to the inferior parietal lobe, the right 
cerebellum, and the bilateral basal ganglia. Weiller et al. [15] provided further empiri-
cal support for active and passive differences in brain activity, finding that when ac-
tive was compared with passive movement of the right elbow, significant regional 
Cerebral Blood Flow increases appeared in the inferior SMA, the dorsal ACC, the 
precuneus, and bilaterally in the posterior part of the putamen. 

Activation of these areas is associated with a variety of functions. For example, ac-
tivation of the primary sensorimotor complex, basal ganglia, dorsal ACC, SMA and 
cerebellum are all associated with the execution of motor tasks [16-19]. The putamen 
plays a role in motor tasks and movement sequences [20], while the inferior parietal 
lobe is thought to be important in the integration of sensorimotor signals [21]. 

Consistent with the ideas expressed by other researchers (e.g. [9]), some of these 
areas are associated with “planning”. The ACC has been associated with executive 
function [22] while the pre-SMA has been linked to functions such as movement se-
lection. Passingham (1993, cited in [4]) found that the lateral premotor cortex is “as-
sociated with planning, programming, initiation, guidance, and execution of simple 
and skilled motor tasks” (p. 10). The SMA has a role, according to Shima and Tanji 
[23], in planning complex movements and coordinating movements involving both 
hands. Further, the SMA projects directly to the primary motor cortex and is thought 
to be functionally involved in simple tasks, motor execution and automatic 
performance [4]. 

The question here is whether or not active inputs are different from those that arise 
from passive-guided movements. Most of the studies mentioned above did not direct-
ly address what we consider to be the crux of the active-passive debate – they did not 
explore active-passive differences in haptic information gathering. Here we are inter-
ested in how the possible “purposefulness and responsibility” of active exploration 
may enhance perception for active subjects or, conversely, how the “freedom from 
decision-making” in passive-guided conditions may favor passive explorers. This 
experiment attempts to explore what “active” sensing entails in terms of the recruit-
ment of neural systems. Specifically, this experiment was designed to investigate how 
the brain receives and processes sensory signals during active and passive-guided 
exploration of 2D, raised line stimuli. 

Our hypotheses were that active and passive-guided exploration would result in 
similar sensory processes, but that active exploration would result in more cognitive 
activity as demonstrated by greater mean signal amplitude and cluster size in specific 
brain areas (e.g. ACC). Further, if participants in the passive-guided conditions are 
“freed from decision-making”, and thus can devote resources to mentally image the 
stimuli and contemplate the identifying names, greater activation should be evident in 
some visual and auditory-related areas, relative to active conditions.  
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2 Method 

2.1 Participants 

Six men and six women (M = 27.4 years, SD = 8.9 years) participated. All were right-
handed according to the Edinburgh Handedness test [24], with no history of neurolog-
ical illness. 

2.2 Stimuli and Apparatus 

Stimuli consisted of 13 continuously traceable figures (see Figure 1 for examples) 
produced using raised line paper. The tangible lines were approximately 1 mm in 
height. Ten of these figures were used as experimental stimuli, two were used for 
practice purposes, and one figure was used in a pre-experiment training session. The 
stimuli were randomly allocated to active/passive conditions between subjects. 

 

Fig. 1. Examples of 2D raised line stimuli used in the experiment 

2.3 Procedure 

Experimental Task. fMRI sessions were configured in a block design. The duration 
of a block was 28.1 seconds and each block comprised 5 consecutive scans (TRs), 
each lasting 5.62 seconds. The 5 consecutive scans gave participants adequate time to 
build a mental representation of a 2D stimulus, while a 28.1 second “rest” condition 
allowed the hemodynamic response to return to baseline before the next experimental 
condition. Each block contained one of three conditions: active exploration, passive 
exploration, or a baseline “rest” condition. 

Ten exploratory blocks were used (5 active and 5 passive). Blocks were presented 
to half of the participants as: active, rest, passive, rest, active, rest, etc. To avoid order 
effects, the other half completed the trials in the reverse order (i.e. passive, rest, ac-
tive, rest, etc.). The start and end of active and passive blocks were signaled to the 
experimenter via headphones – only the experimenter heard the auditory cues. The 
experimenter indicated the start of each block to participants by tapping the thigh 
contralateral to the hand used to explore the stimuli; one tap indicated an active block, 
two taps a passive block. The start of the resting phase was also signaled by a thigh 
tap. During “rest” participants lay quietly without any intentional movement. Partici-
pants were asked to keep their eyes closed for the duration of their session. 
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Controls. To hold constant the effects of tactile stimulation and make the active and 
passive conditions as similar as possible, the experimenter’s hand was placed on each 
subject’s hand during every trial, including rest. In the passive condition the experi-
menter’s hand guided the subject’s hand around the stimuli, while in the active condi-
tion the experimenter’s hand lightly gripped each participant’s exploratory hand while 
they moved themselves around each stimulus. 

 
Practice Phase. Participants needed to learn to circumnavigate the stimuli within 5.62 
seconds during the experimental task. A practice phase occurred before the experi-
ment proper (and before entering the fMRI machine) in which participants were given 
instructions advising them that they were required to navigate around each stimulus in 
approximately 5 seconds. They were shown how to explore the stimuli in a clock-
wise manner, starting at the bottom left-hand corner of each stimulus, and using the 
index finger of their right hand. Exploration was to be in a smooth and continuous 
fashion for the duration of each trial; it was explicitly stated that in the active condi-
tion participants were not to repeatedly examine a small section of the stimulus and 
ignore the rest but to continuously move around the stimulus in the manner just de-
scribed. During the practice phase participants were given two stimuli that did not 
appear in the experimental set. 

 
Pre-experiment Training. When participants entered the fMRI machine they were 
given one more stimulus (that was distinct from the experiment and practice stimuli) 
so that they could practice exploring stimuli under the limitations imposed by this 
machine (e.g. variation in body position). They were monitored visually while they 
performed this task to ensure that it was performed correctly. 

Participants were also told that at no time were they to talk while the fMRI ma-
chine was operational. Further, they were not required, at any stage, to identify (ver-
bally or otherwise) the figure they were exploring. Identification of each stimulus was 
not considered important. Post-scanning questioning provided participants with the 
opportunity to verbalize whether or not they felt they had correctly identified the sti-
muli – feedback was given at this point. 

2.4 Design and Analysis 

Functional images were acquired on a 1.5 Tesla MR Siemens scanner using a stan-
dard head coil. Spin-echo echoplanar imaging was used to acquire functional images 
(TR = 5620 ms, TE = 62 ms, flip angle = 90°, matrix = 128 x 128, voxel size = 5.0 
mm x 5.0 mm x 5.0 mm) of the whole head. Structural scans were also acquired for 
each participant (matrix = 256 x 256, voxel size = 1 x 1 x 1, TR = 1940 ms, TE = 3.08 
ms, TI = 1100 ms, flip angle = 15°), consisting of 176 coronal slices. 

Image processing and statistical analysis of fMRI data were performed with SPM5 
(http://www.fil.ion.ucl.ac.uk/spm/software) running on Matlab 7 (The MathWorks, 
Natick, Massachusetts, United States). Images were converted from the raw DICOM 
format to the ANALYZE format adopted in the SPM package. The functional  
images were realigned to correct for head movements, normalized to standard brain 
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coordinates (Montreal Neurological Institute, MNI, standard space) and spatially 
smoothed with an isotropic 8 mm full-width at half maximum Gaussian kernel. 

Individual subject-level statistical analyses were performed using the General Li-
near Model. One active condition, one passive condition and a rest condition (base-
line) were modeled using a canonical hemodynamic response function. Contrast maps 
of active vs. passive, passive vs. active, passive vs. rest, and active vs. rest were ob-
tained. Group analysis, comparing the means of various measures, was done using a 
random effects inference with a one-sample t-test. 

Cluster detection was performed on all voxels above the p = .05 threshold to de-
termine clusters significantly activated between conditions (active > rest, passive > 
rest, active > passive, passive > active). Significant differences were assumed at p = 
.05, corrected for multiple comparisons using False Discovery Rate. The averaged 
structural brain of the 12 participants was used to overlay functional maps using 
MRIcro (http://www.cabiatl.com/mricro/mricro/index.html). Functional anatomical 
regions corresponding to the MNI coordinates were obtained using probabilistic atlas-
es (Harvard-Oxford Cortical, Harvard-Oxford Subcortical Atlases and the Cerebellar 
Atlas in MNI152 space after Normalization with FLIRT) integrated with FSLView 
version 4.1 (FMRIB Software Library, www.fmrib.ox.ac.uk/fsl). 

3 Results 

To assess differences in activation between active and passive-guided exploration 
tasks, these conditions were contrasted directly. Active exploration was found to pro-
duce a greater number of activated regions (see Figure 2). Clusters of activation in this 
task appear to fall into 4 general areas: parietal regions (superior parietal lobule and 
supramarginal gyrus), occipital regions (right lateral occipital cortex and left occipital 
cortex), cerebellum (right vermis VI) and the frontal area (frontal orbital cortex and 
ACC). This last area, the ACC, produced the largest area of activation (KE = 1163).  

During the passive-guided exploration task, relative to active, significantly greater 
activation was observed in four regions: right middle temporal gyrus, right parietal 
operculum cortex, the right lateral occipital cortex, and the left middle temporal gyrus 
(see Figure 3). 

Compared to the rest condition participants’ passive exploration of raised line 
drawings via experimenter-guided hand movements resulted in clusters of activation 
in both ipsilateral and contralateral postcentral gyri. These areas correspond to the 
domain of the somatosensory cortex and are expected as they are the primary regions 
receiving sensory afferents. Activation was also evident within the cerebellum which, 
although speculative, may be related to proprioceptive afferents from the arm during 
the passive movement. 

The active exploration task, relative to rest, shares similar regions of activation to 
the passive exploration task. That is, activation of both ipsilateral and contralateral 
somatosensory areas as well as numerous sub-regions of both cerebellar hemispheres. 
Activation of the precentral gyri was also detected, which corresponds to motor  
function. 
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Fig. 2. Areas of significant increase of BOLD (red) when active movements were contrasted 
with passive-guided movements. Pixels significant at p = .05 are displayed. The statistical 
parametric map was overlaid onto the averaged brain of the 12 participants. 

 

Fig. 3. Areas of significant increase of BOLD (red) when passive movements were contrasted 
against active movements. Pixels significant at p = .05 are displayed. The statistical parametric 
map was overlaid onto the averaged brain of the 12 participants. 
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4 Discussion 

Consistent with Weiller et al. [15] and Simões-Franklin et al. [13] we found that when 
active movement was compared with passive there was a significant BOLD increase 
in the ACC. Stephan et al. [19] suggest that the dorsal ACC is associated with the 
execution of movement, while Bush et al. [22] proposed that this area is coupled with 
executive functions such as monitoring and controlling goal-directed behavior. The 
most popular interpretation of ACC activation, however, is that the magnitude of the 
ACC’s response to a given action is proportional to the perceived likelihood of an 
error occurring during that action [25]. This seems to serve as “an early-warning sys-
tem that recruits cognitive control” [25, p. 1120] and adjusts motor acts in response to 
incorrect execution of those acts [26]. Increased activity in the ACC during active 
movements relative to passive is, perhaps, explained by the possibility of committing 
an error in this condition, e.g. falling off the raised line, ending exploration too soon, 
or continuing to explore “incorrectly”. The experimenter kept each participant’s fin-
ger “on the line” in the passive-guided condition, and thus errors were not possible. 
Alternatively, the ACC may have been less responsive during passive movements 
because being “passive” is incongruous with being “goal-directed”, and thus passive 
movements may not take movement errors into account. These differences in the acti-
vation levels of brain regions associated with planning are of relevance to findings 
reported by Magee and Kennedy [9] and others suggesting that active perception in 
tactile recognition tasks is hampered by planning. 

Activation of the frontal orbital cortex suggests that higher order processing was 
recruited for active but not passive conditions. Although the exact role of this region 
remains unclear, Bechara, Damasio and Damasio [27] have put forward a theory that 
the frontal orbital cortex is part of a large-scale system that mediates decision making. 
The activation of the frontal orbital cortex, and the ACC for that matter, provide pre-
liminary evidence in support of Symmons et al’s [12] cognitive load hypothesis (i.e. 
performance during active exploration may be impeded because of the cognitive strat-
egies an active explorer is obliged to recruit). 

An increase in activity in the parietal lobe in active relative to passive-guided 
conditions may reflect a transient increase in attentional processes [28]. Pardo, Fox 
and Raichle [29] and Rosen et al. [30] also found activation in the superior parietal 
lobe during attentionally demanding tasks. 

Much like Reddy, Floyer, Donaghy and Matthews [31] we found that the cerebel-
lum was activated more during the active task than the passive. Reddy et al. argue that 
the cerebellum may generate the prediction that is compared with actual sensory 
feedback used to coordinate on-going movement. Mima et al. [14] and Gao et al. [32] 
have made similar attributions of function during active movements. 

The lateral occipital cortex was, overall, more active during the active movement 
task, while the middle temporal gyrus was more active in the passive-guided condi-
tion (relative to one another). Both of these areas are part of the ventral (“object”) 
pathway [33], which is specialized for form discrimination and object identification 
[34-35]. Interestingly, James, Servos, Kilgour, Huh and Lederman [36] and Kitada, 
Johnsrude, Kochiyama and Lederman [37] have shown that the occipital-temporal 
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pathway is involved in haptic shape perception, particularly of three-dimensional 
objects. The late visual processing regions (i.e. middle temporal gyrus) contribute to 
object naming and recognition memory [38].  

Due to an absence of evidence for active/passive differences in perceptual judg-
ments (i.e. actual ability to identify stimuli) we can do little more than speculate as to 
why this area (i.e. the middle temporal gyrus) was more responsive during passive 
tasks. It may have been that freedom from movement planning and execution leaves 
the brain with additional resources which it can then devote to other tasks, in this case 
object identification. We provide this interpretation of our results cautiously in light 
of past work regarding “intentions” [39]. Specifically, even if active and passive 
movement patterns were equivalent, the resulting patterns of brain activity and the 
perceptual consequences may not have been depending on the intention (e.g. “action” 
or “perception”) caused by these movement types. As an example, Zelano et al. [40] 
found that odorants were processed differently (i.e. gated) depending on whether a 
person’s intention was to breathe or to smell. 

Understanding the differences in activation of various brain areas during active and 
passive exploration is a matter of some interpretation. In brain areas where blood flow 
during active trials significantly exceeds that of the passive trials, some indication is 
provided of those aspects of performance that may either give a relative advantage to 
active performance (as reported in Philips [41], for example) or impede performance 
compared with that of the passive condition (see [9], for example). For the active task, 
these areas include the right lateral occipital cortex, cingulate gyrus, right supramar-
ginal gyrus and vermis VI in the cerebellum. 

Comparatively greater activation in brain areas during passive performance may 
mean that these areas become relatively active when no longer inhibited by other 
areas involved in active performance, or may compensate in some way for the ab-
sence of usual active input. Alternatively, such differences could also signal attenua-
tion of activity in those areas during active task performance. If we are considering an 
argument consistent with that proffered by Blakemore et al. [5], it may be that one of 
these areas is the site of the hypothesized “forward model”. Voss, Ingram, Haggard 
and Wolpert [42] suggest that the likely site of attenuation of afferent sensation during 
voluntary actions arises upstream of the primary motor cortex. Thus, although greater 
activity in areas to do with attention to, and recognition of, objects during the passive 
condition could arise because there is no forward model against which to automatical-
ly compare object attributes, it might be more parsimonious to suggest that a more 
detailed examination of each object was required. 

In conclusion, our findings do not support the view that instances of superiority of 
passive-guided exploration over active exploration can be attributed to limits of the 
haptic system’s ability to cope with inputs. The implausibility of this idea is demon-
strated by the fact that we can use all fingers simultaneously when palpating an object 
and no “sensory overload” results. We maintain that, based on our results, many com-
parisons of so-called active and passive performance with tactile stimuli fail to take 
account of the higher cognitive load that some active exploration entails. We plan 
further studies to test the hypothesis that active and passive comparisons of tactually 
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presented raised line drawings may not be valid tests of touch, but are instead tests 
with varying degrees of cognitive load. 
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Abstract. Although object handover between people is a commonly performed 
task, little about underlying control mechanisms is known. The present study 
examined haptic contributions in object handover. On each trial one participant 
held an object and passed it to the other participant at self-selected, fixed or 
randomly varied positions. In some trials, the receiver wore a glove to attenuate 
tactile information. The results showed that the passer’s time of grip release rel-
ative to contact was later when the transfer location randomly varied or when 
the receiver wore the glove. On the other hand, forces at contact dropped across 
trials with negligible effects of glove or transfer location. In conclusion, the 
present study demonstrated that the dyad reduced redundant forces at contact by 
forming a stereotypical handover movement in a feedforward manner, while the 
sensory feedback modulates timing of object handover to avoid premature re-
lease of grip by the passer.   

Keywords: Joint action, Cooperation, Motor control, Object Manipulation. 

1 Introduction 

People hand over objects to one another smoothly and effortlessly as part of daily life. 
Coordinating action with another person is not a trivial task, however. In one-person 
lifting of an object using precision grip (opposed index finger and thumb), grip force 
normal to each contact surface allows the development of frictional resistance against 
the vertical load force tangential to the contact surface. In order to prevent the object 
from slipping, the product of the grip force and the coefficient of friction between the 
digits and the object must exceed the load force with a small safety margin [1]. In two-
person object transfer, in addition, position and time of handover is not certain, and 
there is a risk of the receiver dropping the object if the passer releases the object too 
soon. On the other hand, if the passer hesitates in releasing the grip at the appropriate 
time, the receiver’s grip may slip due to unexpected drag from the passer. Despite such 
complexities in coordinating action with another, casual observation suggests that 
people are easily able to hand over an object. How do humans perform an object han-
dover when there is uncertainty in the partner’s action? One possibility is that people 
learn the spatio-temporal cues of object handover to prevent miscommunication  
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between the partners. When a person singly manipulates an object, his/her gaze posi-
tion proceeds the actual action, reflecting unfolding of the motor plan [2]. A study has 
shown that people also predictively orient their gaze towards the other person’s grasp-
ing behaviour as though the observer is performing that action by him/herself [3]. 
Thus, it is plausible that humans learn and predict movement characteristics of their 
cooperative partner in order to perform object handover.  

Thus, the present study investigated the effects of uncertainly about the partner’s 
movement on grip forces during transfer of object possession between a passer and 
receiver. In this study, participants were asked to pass an object from one to the other 
while uncertainty in the task was manipulated. In order to examine tactile effects, we 
reduced tactile sensitivity for the receiver in grasping object, by the receiver wore a 
glove on the receiving hand. The predictability of the passer’s movement was varied 
by instructing the passer to transfer the object to a fixed location repetitively or to 
varying locations in a random order. It was hypothesised that partial loss of haptic 
feedback about the object or increased uncertainty about the partner’s movement 
would result in higher interaction force, higher grip force at contact and increased 
contact period of the dyad.  

2 Method 

2.1 Participants 

10 right handed participants were recruited at the University of Birmingham. The 
average age of the participants was 31.4 years (SD = 5.6 years) and five were female. 
The participants were randomly paired and assigned to the roles of Passer or Receiver 
for the duration of the task. The Passer was defined as the person who brought the 
object from a starting location to a transfer location. The Receiver then took the object 
out of the Passer’s hand at this transfer location and placed it on the final location.  

2.2 Apparatus 

The object was a custom-made 3D printed symmetric plastic structure in which were 
mounted three 6 DoF force/torque (FT) sensors (see Fig. 1a). The object was 13 cm in 
length, 6 cm in height and 2.5 cm in width at the ends and its total weight was 150 g. 
Pairs of participants were asked to use precision grip (thumb pad opposing pads of 
index and middle fingers) to grasp the sides at each end of the object indicated by a 3 
cm x 3 cm square. Two FT sensors (ATI Nano17, USA) mounted under the grip sur-
faces at each end recorded grip force of each partner. A third FT sensor (ATI Nano43, 
USA) was placed in the middle of the object to record the interaction force between 
the two partners. The data from the FT sensors were sampled at 1000 Hz. A 12 cam-
era Oqus motion-tracking system (Qualisys, Sweden) tracked three light-weight 
spherical markers (3mm in diameter) placed on the object surface at 200 Hz to record 
the position and orientation of the object. Markers were also placed on the wrist of the 
Passer and Receiver to track their motions.  



 Haptics in Between-Person Object Transfer 105 

 

Pairs of participants sat facing each other across a table (Figure 1b). The table sur-
face measured 70 cm x 70 cm and on it three lines (midway between the dyad and 10 
cm on either side) were drawn each indicating a possible object transfer location. 
These transfer locations were chosen from a pilot study which revealed that people 
were likely to pass an object around the midpoint of the workspace with SD of less 
than 5.0 cm. Thus, the 10 cm shift of a transfer location was expected to be percepti-
ble to both partners. The transfer locations were indexed with the number ascending 
from the closest to the furthest from the Passer in order to indicate to him/her the 
transfer location for each trial. There were also two lines used as start and transfer 
locations for the object 5 cm from either edge of the table. 

In each trial, the transfer location was communicated to the Passer via a computer 
monitor which displayed the location number. The monitor was placed behind the 
Receiver so as to be only visible to the Passer. The object handover was paced using a 
metronome which played eight tones at 1 s intervals. The first four tones were for 
preparation, and on the fifth tone the Passer grasped the object and initiated the trans-
fer. On the sixth tone, the Passer handed the object to the Receiver at a designated 
location. On the seventh tone, the Receiver placed the object on the final location. The  
 

 

Fig. 1. (a) Drawing of the device. Each participant grasped the object on the square pads at each 
end. (b) Workspace viewed from the above. On a table, there were three lines indicated possi-
ble transfer locations with the designated number written next to these lines. A line at each end 
of the table indicated a starting/final location.  
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eighth and final tone indicated the end of trial. The metronome was generated using a 
custom-made program in MATLAB (MathWorks, USA).  

2.3 Procedure 

Pairs of participants sat on height-adjustable chairs and faced each other across the 
table. Instructions were given to both partners at the same time, however conversation 
or other explicit interaction between the partners was discouraged. The participants 
were instructed to transfer the object from a starting location to a final location in time 
with a metronome (see Design for detail). To begin each trial, the experimenter placed 
the test object on the starting location in front of the Passer. The object was centered 
at the longitudinal axis on the centre of the starting location. At the beginning of each 
trial, the Passer placed thumb and index finger of the right hand near the grasping 
surfaces so as to perform a tripod grip (thumb opposing the index and middle fingers) 
and waited for the metronome tones. The Receiver rested the right hand on the final 
location. The participants were allowed to practice with a small hollow cube (5 cm x 
5 cm x 5 cm) until they felt comfortable with the keeping their movements in time 
with the metronome. When the participants were ready, a transfer location was dis-
played on a monitor and the metronome started. At the end of the trial, the experimen-
ter returned the object to the starting location for another trial. The experiment took 
approximately 1h. 

2.4 Design and Analyses  

This study was a 2 x 3 within-subject design. The dependent variables comprised the 
peak interaction force applied on the longitudinal axis of the object during dyad con-
tact (see Fig. 2). The first contact time of the Receiver was detected from the first 
moment of grip force increase by this person. The release of the grip by the Passer 
was defined as the first frame at which the force became zero after the contact. 

For the analyses, the first factor was Use of Glove (by the Receiver) which was 
expected to affect his/her haptic sensitivity to the object. The second factor was 
Transfer location indicated to the Passer. In the first level of this factor, the Passer 
was instructed to transfer an object repetitively to the same location (Fixed transfer). 
A dyad performed 10 trials for each of three transfer locations 3 separate blocks of 
trials. In the second level, the transfer location pseudo-randomly changed between 
trials so that the total number of location occurrences was the same as for the Fixed 
transfer but the order of locationss was random (Random transfer). The total of 30 
trials in this level was also separated into 3 blocks of 10 trials. In the third level, the 
participants performed the task naturally without the transfer location being specified 
(Natural transfer). This condition was run first to prevent any carryover effect from 
the conditions which instructs the Passer about the specific transfer location. The 
order of the bare hand and glove conditions was counterbalanced and presented as 
two separate blocks. The remaining blocks were randomly administered subsequently. 
In total, a dyad performed 140 trials administered over 14 blocks.  
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Fig. 2. (a) A single trial example of the workspace as viewed from above. Shaded areas indicate 
the contact period of the dyad which was defined as the time between the grip force increase by 
the Receiver and full grip release by the Passer. Values are set to the edge and center of the 
table for the longitudinal and lateral axis, respectively. (b) Grip forces and interaction force 
profiles over time. Positive force traces indicates compression. (c-d) Positions and velocities of 
the Passer, Receiver and object.  

3 Results 

3.1 Grip Force Modulation and Release Time of the Passer  

Fig. 3 depicts average grip force of the Passer and Receiver at around the time of the 
initial contact. A start of grip force descent was observed 168.1 ms (SD = 39.3 ms) 
after the initial contact with the Receiver. During the contact period, the partners 
maintained the net grip force of 16.6 N (within trial SD = 2.8 N) between the partners.  
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A difference between the experimental manipulations was found in the variance of 
the grip force profile (shaded area in Fig. 3). A careful inspection shows that in each 
condition there is an increase in variability shortly before the grip was fully released 
by the Passer. This is greatest in the Random transfer and likely reflects variability in 
the release time of the Passer, given that the standard deviation of the release time 
was larger with the Random transfer (SD = 198.4 ms) compared to the Fixed transfer 
(SD = 172.8 ms). Passing an object naturally was found to be least variable (SD = 
141.5 ms). Friedman's test indicate a trend in the sizes of standard deviations (p = 
.07). On the other hand, there was no difference in release time variability due to Use 
of Glove (p = .66).  

As Fig. 3 shows, there was a strong reciprocal relation between the grip forces of 
the partners such that the Passer’s grip force reduced as the Receiver’s increased to 
complete the object handover during the contact period (r = - .97). To understand the 
efficiency of the grip force modulations between the partners, this negative relation-
ship of grip forces between the Passer and Receiver was evaluated using a simple 
linear regression. The slope coefficients were then analysed using a repeated-
measures ANOVA. The statistical test indicated that there was a main effect for Use 
of Glove in slope size, F(1, 4) = 7.43, p = .05. The slope coefficient for with and 
without Gloves were -1.81 and -1.34, respectively, meaning that the Receiver was 
more responsive to grip force change of the Passer when he/she was wearing a glove. 

 

Fig. 3. Average grip force profiles of the Passer and Receiver during contact period. The grip 
force profiles are time-locked at the moment of a contact with the Receiver (Time = 0 seconds). 
Shaded areas indicate 1 standard error. The dotted lines are the summed grip force of the Passer 
and Receiver. Note there is a considerable larger variability before the Passer fully releases the 
grip when the transfer location was random (middle column) and when the Receiver was wear-
ing a glove (top row). 



 

3.2 Grip Force, Interac

The grip force of passer at 
a 2 x 3 repeated-measures 
tors. This indicated that the
force during Natural transfe
raction effects (p = .88) wer
fer was administered first i
on the strength of the grip f
to create 10 epochs of 14 t
sults revealed a reliable pra
p < .02, such that the grip fo

The peak interaction for
analysed using a 2 x 3 rep
indicated that there was a m
interaction force was highe
dom transfer (0.78 ± 0.26 N
firmed a difference betwee
Use of Glove (p = .24) or in
 

Fig. 4. (a) Grip force of the P
change over the course of the
force during contact period. (d
of the partners. (f) Change of 
dard error.  

 Haptics in Between-Person Object Transfer 

ction Force and Contact Period 

the moment of contact by the Receiver was analysed us
ANOVA with Use of Glove and Transfer location as f
ere was a trend towards a main effect (p = .06), with g
er being highest (Fig. 4a). Use of Glove (p = .17) and In
re not statistically significant. Given that the Natural tra
in the experiment, we further investigated the order eff
force. The total of 140 trials from each dyad was avera
trials each and analysed using one-way ANOVA. The 

actice effect over the course of experiment, F (9, 36) = 2
orce gradually reduced across Epochs (Fig. 4b).  
rce change due to Transfer location and Use of Glove w

peated-measures ANOVA (see Fig. 4c). The statistical 
main effect of Transfer location, F(2, 8) = 9.76, p < .01. T
st in Natural transfer (1.08 ± 0.26 N), and less during R
N) and Fixed transfer (0.77 ± 0.9 N). A post-hoc test c
n Natural and Fixed transfer (p < .05). No main effect 
nteraction effect (p = .48) was observed. Similar to the g

Passer at the moment of contact with the Receiver. (b) Grip fo
e experiment when divided into 10 epochs. (c) Peak interac
d) Change of peak interaction over 10 epochs. (e) Contact pe
f contact period over 10 epochs. All error bars indicate one s

109 

sing 
fac-
grip 
nte-
ans-
ffect 
aged 
 re-
.71, 

was 
test 
The 

Ran-
con-

for 
grip  

 

orce 
ction 
eriod 
stan-



110 S. Endo et al. 

 

force measure, a reduction of the interaction force over the course of experiment was 
observed, F(9, 36) = 4.597, p < .001 (Fig. 4d). 

Concerning the contact period, on average, the Passer fully released his/her grip 
323.1 ms (SD = 24.1 ms) after the initial contact with the Receiver (Fig. 4e). A re-
peated-measures ANOVA showed that there was no main effect for Transfer location 
(p = .52). On the other hand, there was a main effect for Use of Glove (p < .05), such 
that the contact period was longer when performing the task the gloves (Glove: 334.3 
± 26.3 ms, No Glove: 324.0 ± 22.9 ms). In contrast to the force measures, no reliable 
change over the course of the experiment was observed (p = .63). 

4 Discussion 

The main objective of this study was to investigate role of tactile feedback and uncer-
tainty about the passer’s behavior for object handover. Our results showed a random 
change in a transfer location and the reduced haptic sensitivity influenced temporal 
aspects of grip force coordination during the direct contact of the dyad. In addition, 
we found learning effects on force profiles as their sizes gradually reduced over the 
time-course of the experiment when the object handover was repeated.  

Previously, Mason and MacKenzie [4] studied grip force profiles of an object 
handover when the movement was initiated by passer or receiver. Their study showed 
that that the grip force of the passer was relatively insensitive to the experimental 
conditions. Thus, the contact grip force of the passer was similar whether the passer 
placed the object on a static receiver’s hand or the receiver snatched the object from 
the static passer’s hand. Our results may be seen as consistent with this study, in that 
neither change in quality of haptic feedback with the use of a glove, nor in transfer 
locations had a significant effect on the grip force of the passer at contact. However, 
our cross-trial grip force analysis showed a gradual reduction of the passer’s grip 
force at contact as well as the peak interaction force during contact period over the 
time-course of the experiment regardless of these changes. These findings indicate 
that the passer used sensory feedback about the task dynamics to modulate the grip 
force safety margin in anticipation of collision with the receiver [5].  

However, random change in transfer location and reduced haptic feedback due to 
the use of glove affected temporal aspects of grip force modulation at the end of the 
contact period of the dyad. One plausible interpretation of the present results is that 
aspects of initial contact are controlled in a feedforward manner by a passer who 
forms a stereotypic movement defined by temporal cues about task partner [6]. A 
larger degree of feedback control by the passer during the contact may have pro-
longed the contact period when the quality of the haptic feedback was reduced or 
when the location of handover unpredictably changed.  

The detailed analyses of the passer’s grip force profile highlighted a noticeable va-
riance around the time when he/she released the grip depending on how the transfer 
location was specified. In particular, the random specification of transfer location 
impeded the performance in terms of grip release time variability of the passer, while 
the natural passing of object was associated with the least variability in release time. 



 Haptics in Between-Person Object Transfer 111 

 

Perhaps, a lack of coordination between the dyad affected the decision of timing at 
which the passer released the object. We believe that this moment of release is de-
cided based on haptic feedback about the stiffness of the object-receiver linkage. 
Therefore, we aim to further investigate the force/torque profiles in more detail at the 
object passing moment to understand the nature of sensory feedback with which a 
passer perceives he/she can safely release an object in a receiver’s hand.  
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Abstract. To perform advanced manipulation of remote environments such as 
grasping, more than one finger is required implying higher requirements for the 
control architecture. This paper presents the design and control of a modular 3-
finger haptic device that can be used to interact with virtual scenarios or to te-
leoperate dexterous remote hands. In a modular haptic device, each module al-
lows the interaction with a scenario by using a single finger; hence, multi-finger 
interaction can be achieved by adding more modules. Control requirements for 
a multifinger haptic device are analyzed and new hardware/software architec-
ture for these kinds of devices is proposed. The software architecture described 
in this paper is distributed and the different modules communicate to allow the 
remote manipulation. Moreover, an application in which this haptic device is 
used to interact with a virtual scenario is shown.  

Keywords: Haptic devices, Remote manipulation, Teleoperation, Multifinger 
devices. 

1 Introduction 

Haptic devices are mechatronic systems designed to exert forces to a human user that 
mimic the sensation of touching or manipulating real objects. Usually, kinesthetic 
haptic interfaces not only exert forces to the user, but also capture the position and 
movements of the hand or fingers. From another point of view, haptic devices can be 
understood as a bidirectional communication channel between a human and a ma-
chine, where the information involved in a manipulation task is exchanged as forces 
or attitudes. Not only they are able to supply big amounts of information to the end-
user, but also this information is delivered in a very intuitive, natural and effective 
way: forces appeared in the virtual or remote environment are reflected as forces to 
the end-user. Thanks to this, haptic interfaces offer exceptional opportunities in the 
field of virtual reality. Immersion in virtual environments gets highly enhanced when 
taking advantage of the user’s haptic perception. 

In order to exploit these intrinsic features that haptic interfaces have, it is very im-
portant to allow the user to interact with the virtual environment by means of several 
fingers: It seems obvious that exploring or manipulating a scenario using one finger 
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results in a much poorer experience than doing it with the whole hand. But allowing 
multi-finger haptic interactions is not a simple task, so the vast majority of the com-
mercially available devices are designed for one finger which can lead to interesting 
applications related to exploring the virtual or remote environment [1],[2],[3], but 
may not be enough for precise manipulation such as grasping. 

An immediate solution could be the use of off-the-shelf haptic interfaces. Howev-
er, it is possible to observe that nearly all of the commercially available devices were 
conceived for a single finger or contact point. It is a well known problem [4] that, 
when trying to put together two or more conventional haptic devices, many problems 
come up because of collisions between mechanical structures, greatly reducing the 
workspace and making it non-viable. This is a well known problem that led research-
ers to design specific multifinger devices i.e. [5],[6],[7],[8],[9],[10],[11]. 

In the following sections, new control architecture that satisfies all requirements 
for a 3-finger haptic device is presented and described. In section II, a quick introduc-
tion to the haptic interface will be done, and the basic requirements will be summa-
rized, then, in section III the chosen electronic hardware for implementing the con-
trollers will be described. An example of a 3-finger virtual manipulation is described 
in section IV and, finally conclusions are summarized in section V. 

 
 

 

Fig. 1. Multifinger Haptic Interface. Force feedback is generated in all directions for three 
fingers. 

2 System Requirements 

In this section, the haptic device used will be briefly described, most relevant re-
quirements for haptic devices in general and some specific requirements for this de-
vice will be listed.  
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2.1 3-Finger Haptic Device 

The haptic device that will be used for this study has been designed as a modular 
system in which each finger is one module. Each module has 6 Degrees of Freedom 
(DoF) as shown in Fig.1. 3 of them are actuated to exert forces in any direction and 
the last 3 DoFs, corresponding to the gimbal structure, are just measured and allow 
the user to orientate the finger in any direction.  

The configuration of these three modules to conform the three finger haptic device 
is a result of an ergonomic study that assures a comfortable workspace for the user 
minimizing the collisions between each module and guaranteeing a force of 3N in any 
direction in every point of the total workspace. More details about this study can be 
found at [11].  

The resulting haptic device has a total of 18 DoF, which results in a very high 
number of signals and in demanding computational requirements to assure a realistic 
interaction with the virtual environment. 

2.2 General Requirements for Haptic Devices 

Haptic devices allow users to interact with virtual scenarios and to perceive the 
changes produced on it by means of their different senses. For the system presented in 
this paper, users can receive multimodal information as a combination of images (vis-
ual), sounds (aural) and force feedback (haptic). In order to interact with the user in a 
realistic way, different considerations have to be taken into account for each sense or 
mode (visual, aural and haptic). 

It is well known that 50Hz frequency is required to reach smooth transitions in 
graphics. So, visual information should be refreshed at least at 50Hz to get realistic 
monocular graphics, if stereoscopic vision is required, this frequency should be in-
creased to at least 100Hz. Force feedback has the higher requirements for the control 
system not only to provide enough realism but also to assure stability, 1 KHz update 
rate is necessary to achieve the required haptic fidelity [12]. 

In order to satisfy these requirements, a real-time control architecture has to be 
used. 

2.3 Specific Requirements  

The control design architecture described in next sections is designed for a modular 3-
finger haptic device called Masterfinger-3. This device is a three-finger haptic device 
designed to manipulate objects in virtual environments or to control robotic multi-
finger hands [11].  

To better understand the chosen control architecture, in this section, all the signals 
that have to be processed by the controller will be described.  

Each finger module consists of a five-bar linkage mechanism with three actuated 
degrees of freedom (DoF) that allow exerting forces in any direction within the work-
space, and three non-actuated DoFs at the end-effector that allow a free orientation of 
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the finger tip with no torque transmission thanks to a gimble configuration [4], [11] 
shown in Fig.1.  

In addition, magnetic encoders are placed in the gimbal to determine the fingers 
orientation and some force sensors are placed in the thimble to monitor the forces 
perceived by the user when interacting with the virtual environment [13][14]. 

To sum up, every module has the following sensors:  

• 3 motors each with each its PWM signal, current measurement and encoder. 
• 3 magnetic sensors at the gimbal. 
• 4 force sensing resistors at the thimble. 

Hence, the controller has to manage the following input and output signals to control 
the system: 

PWM.  
To actuate the DC motors, a PWM is calculated using the duty cycle provided by 

the PowerPC and a 10-MHz clock signal, current measurement is also needed to close 
the current loop.  

This PWM is sent to the motors through their power wires (positive and negative in 
each motor). For this purpose, two output power connections are needed. 

Motor Encoder.  
The encoder provides a simple square signal that is further processed by the control 

system. There are three channels (A, B, I) and two power wires (Vcc, GND).  
Channels A and B are phase shifted signals that are used to determine the direction 

of rotation. Channel I (Index) is used as reference point for precise determination of 
rotation angle. 

The line driver produces complementary signals of each channel, so a total of eight 
wires are needed to manage encoders: two power outputs and six signal inputs. 

Gimble encoders.  
The orientation of the fingertip is obtained by magnetic encoders located at the 

gimble’s rotational axes.  
The encoders used for this system are MA3-P12 from US Digital. The MA3 is a 

miniature rotary absolute magnetic shaft encoder that reports the shaft position over 
360◦ with no stops or gaps.  

MA3-P12 produces a 12-bit PWM output, so it adds two output power connections 
to the system requirements and one signal input for the PWM angular position. 

Force Sensors (output).  
The contact sensors located inside the thimbles provide information about the force 

perceived by the user. 
Four Tekscan’s FlexiForce A201 are used in each thimble, one of them located un-

der the finger, one at the end of the finger, and one on either side of the finger. The 
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FlexiForce sensing area is treated as a single contact point to estimate the normal and 
tangential forces perceived by the user [11].  

This resistive sensor needs one voltage input and a voltage output for measuring 
the force; therefore a power output and one input signal are needed. 

As shown in fig.2, a total of 27 signals for sensor information and 3 control signals 
are required to manage each finger. Three fingers compose this device, so a total of 81 
signals have to be managed by the control system. The signals of the 3-finger haptic 
device will be processed in a single computer.  

 

 
Fig. 2. Control Signals for one module of the 3-finger Haptic Device 

As the system interacts with a virtual collaborative environment, a distributed ar-
chitecture is required. In this architecture, each module is connected using an Ethernet 
connection with an IP/UDP protocol when in a local network or the IP/BTP [15] pro-
tocol when in a nonlocal network. This connection will satisfy the frequency required 
by MasterFinger3 and should also be easy to install, maintain and update. 

The equipment used must be powerful enough to process all the required signals 
and to close the control loop with a frequency that guarantees a good performance of 
the system (1kHz) [12].  

It has to be also considered that although electronics could be designed specifically 
for one module and managed with a centralized control, it is preferable to use a single 
computer where everything can be integrated more easily and establish connections 
among different degrees of freedom via software. 

The following sections will address the hardware chosen for the control equipment 
and the software architectures designed for that purpose. 

3 Electronic Hardware 

Due to the high system requirements for Multifinger haptic applications and to the 
high number of signals (81) that have to be managed and controlled, selecting the 
correct hardware is essential to guarantee a high performance. 

For this three fingered haptic device a PXI chassis system from National Instru-
ments (Fig.3.) [16] was chosen. This system consists on three parts: A Real Time 
Controller, a FPGA and the power electronics. 



 New Control Architecture Based on PXI for a 3-Finger Haptic Device 117 

 

Both the FPGA and the Real Time Controller can be programmed in LabView 
graphical development environment thus reducing the overall programming time for a 
non-expert in VHDL hardware definition language and C/C++ programming. 

While the user is interacting with the virtual scenario by means of the described 
Multifinger interface, the Scenario Server calculates the resulting interaction force 
that has to be exerted to the user.  

The interaction Force with ‘the virtual world’ is calculated by a laptop running 
Windows by using the PhysX module by NVIDIA which has the advantage that most 
of the physical calculus can be processed very fast by the GPU.  

3.1 Real Time Controller  

The PXI chassis incorporates a 1.9 GHz Dual-Core RealTime embedded controller NI 
PXIe-8102 running VxWorks.  

This Interaction force calculated by the Scenario Server is sent to the Real-Time 
Controller by the UDP interface. 

The controller is used to program the complex mathematic calculations (Jacobian, 
Kinematic Equations, Controller Equations, etc.) to transform the interaction force to 
a current setpoint in the actuators and to calculate the position (x,y,z) from the encod-
ers position of the actuators. 

 The RT Controller communicates with the FPGA via a MXI high-speed cable 
connection to receive the encoders’ position and to send the current set point. 

3.2 FPGA 

The PXI Chassis communicates via a high-speed MXI connection with a FPGA Vir-
tex-5 integrated in a compact module that allows connecting up to 14 modules with 
different functionalities directly to the FPGA (Acquisition of Analog and Digital Sig-
nals, power electronics, etc.) (Fig.4.). 
 

 

Fig. 3. PXI System with RT Controller 
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The FPGA Virtex-5 is configured using LabView graphic programming language. 
For this application, the FPGA is used to: 

1. Acquire and process Signals: encoders to calculate position and velocity of the 
device and current measurement. 

2. Actuators’ Current Loop: A PI controller is implemented to control the current 
of the actuators and generate a PWM in each actuator to exert to the user the re-
quired force. 

3. Communication with the Real Time Controller: The encoder position of the ac-
tuators is sent to the RealTime Controller and the Current Command required to 
exert the interaction force to the user is received from the RT Controller. 

 
Fig. 4. FPGA Virtex-5 with Chassis to connect different modules 

3.3 Power Electronics  

For each actuator a Full H-Bridge Brushed DC Servo Drive Module (Fig.5.) from NI 
directly connected to the FPGA was used.  

Each of these modules provides a measurement of the current that circulates over 
the DC actuator, has a data acquisition for the Encoder and provides power to the DC 
actuators used. 

 
 

 

Fig. 5. Full H-Bridge Brushed DC Servo Drive Module 

4 Software Architecture 

Software architecture design is an important decision that must be taken carefully 
when a new platform is developed. Decisions as the union between haptic and visual 
interfaces, or the software election or how the virtual scenarios are recreated, should 
be analyzed. Also, software architecture should be as independent as possible from 
the hardware architecture. 
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There are two important parts in the architecture proposed: 

1. Low level software in charge of controlling the haptic device. 
2. High level software, responsible for updating the scenario, calculating force feed-

back and processing visual and aural information.  

The suggested solution shown in Fig.6., splits the software into different blocks that 
run in the different electronic devices as described in the previous section and com-
municate via an Ethernet connection.  

The software solutions proposed for low level blocks have to be developed ad hoc, 
as they are very dependent on the device’s hardware and it was a development by the 
UPM. Meanwhile, a wide range of commercially available software products can be 
used for high-level blocks, as they are performed in an abstract level. 

In the next paragraphs, explanations on which, why and how this blocks are im-
plemented are shown. 

 
Fig. 6. Software architecture for controlling a 3-finger haptic device 

Block 1: Low level controllers.  
This block is in charge of processing the measurements from the sensors, calculat-

ing the attitudes of the end-effector of each independent module, and controlling the 
motor currents and torques, and communicating via Ethernet with the immediately 
upper block. 
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In order to avoid unwished vibrations in the thimbles, this software must work at 
1kHz [12]. 

Furthermore, this block synchronizes all the other processes and performs kinemat-
ic and jacobian calculations. Once the attitudes of the different thimbles are calcu-
lated, they are sent to the upper block, the physics engine. 

In return, the forces to be reflected are received from the physics engine and  
the torques to be produced in each motor are calculated by means of the Jacobian 
calculations. 

Delays in this block can lead to inconsistent situations where real fingers are in 
very different positions from the virtual ones. This can make the haptic interface be-
come unstable, reflect wrong forces, vibrations, etc. Hence, a hard real time system is 
required here. For this pourpose, National Instruments’ hardware runs VxWorks.  

The low level controller runs in the PXI platform that, as described in section 3 
consists of a Real-time controller to communicate with the other modules via Ethernet 
and a FPGA to control the system and acquire the different signals.  

The Low-level controller has been programmed using LabView graphical devel-
opment environment (LabView RealTime module for the RT Controller and LabView 
FPGA module for the Virtex-5 FPGA). 

Block 2: Scenario server.  
In this module, very heavy calculations are processed. Here, the virtual scenario is 

created and updated with the data received from the lower block. 
Collision detection, interaction calculations and body dynamics are a few of the 

tasks assigned to this block. It also has to communicate the scenario status to the 
graphics interface and the interaction forces to be exerted to the virtual fingers to 
block 1. 

The physics engine is in charge of: identifying collisions, estimating external 
forces resulting from the collisions (including frictional forces) and to produce a cor-
rect response to the residual forces [17]. 

Due to the high requirements of the physics engine, mplementing ad hoc solu-
tions for this block is very time-consuming and requires big development efforts. To 
tackle this problem, the adopted solution was to study the software kits commercially 
available and try to take advantage of their features. In literature, haptic interfaces 
using commercial physics engines are not very common. This happens mainly be-
cause the existing physical engines are often focused on a small set of physical laws 
and they are usually implemented aiming very accurate but computationally demand-
ing behaviors that cannot be executed in real time. 

Some others physics engines can be found working in medical haptic simulators 
[18]. Some other engines provide a framework where new physical laws can be im-
plemented and included by using software containers.  

Related to videogames, many physics engines have been developed recently. They 
are not optimized for haptics, but they usually have some very interesting features. It 
is very common to find fluids in videogames, complex rigid bodies and even soft 
bodies, which gives an idea about the potential of these tools applied in the field of 
haptic simulation. Some of these engines were tested: ODE, Bullet (which also have 
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the advantage of being open source), Havok and PhysX. Finally PhysX from Nvidia 
was used because it allocates most of the calculus in the GPU which leads to faster 
simulations. 

Block 3: Graphic and Aural renderer.  
This layer’s functionality consists on drawing the virtual objects and fingers and re-

producing sounds. As it has been said before, it receives the data from the scenario 
server. 

There are several possibilities regarding software for programming the visual inter-
face, for this system two graphic API's were taken into account: OpenGL and  
DirectX. DirectX is an API developed by Microsoft and full features (as hardware 
acceleration) are only obtained when running on Windows based OS. However, 
OpenGL is an open source API that works under nearly any OS. Its features are 
enough to meet our demands and it also offers high compatibility, something which is 
very convenient for this project. For the same reasons, OpenAL was chosen for the 
aural interface.  

5 Applications 

Following the control structure described in the previous section, this 3-finger haptic 
device can be also used to manipulate objects in virtual environments or for teleope-
rating dexterous robotic hands, 

In both situations the device control architecture is the same, by just changing the 
blocks 2 and 3 of the software architecture for a telemanipulator with a 3-finger robot-
ic gripper and their corresponding controllers. 

The haptic mounted and connected to a virtual environment allows to control three 
contact points, interacting with different objects and feeling the shape and reflected 
forces. 

The following figure shows the manipulation of objects with three fingers in the 
developed virtual environment. 

 
 

 

Fig. 7. 3-Finger haptic device to perform advanced virtual manipulation 
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Future application will focus on using the described device to control a 3-finger 
robotic hand connected to an industrial manipulator in order to perform precise mani-
pulation tasks¡, an example of this is shown in Fig.8 

 
 

 

Fig. 8. 3-Finger hand Robotiq connected to a Kraft Grips manipulator. Future application will 
focus on using the developed device to control this system.  

6 Conclusion 

Controlling Multifinger haptic devices adds very high requirements to the system in 
terms of control frequency, number of signals that are sent over the network and high 
computation that has to be done in Real Time to assure the required high fidelity of 
the haptic interaction. 

To control this kind of devices, modular software architecture is proposed in this 
article that divides the problem in different systems: i) the low level controller for 
each module and the redundant axis considering them as a complete haptic system 
and ii) the virtual environment supported by the scenario server for calculating the 
physics interaction and the Visual and Aural rendering module. 

The Hardware architecture has also different modules and consists of an FPGA for 
the low-level controller and a RT controller for managing all the complex calculations 
(jacobian, kinematics, etc.); this provides a compact and scalable solution for the re-
quired high computation capabilities assuring a correct frequency rate for the control 
loop (1 kHz). 

A virtual scenario has been developed using the proposed architecture to manipu-
late a virtual box by using 3-fingers. Future works will focus on performing real tasks 
in remote environments by teleoperating dexterous robotic hands. 
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Abstract. In this paper we introduce the combined use of Brain-
Computer Interfaces (BCI) and Haptic interfaces. We propose to adapt
haptic guides based on the mental activity measured by a BCI system.
This novel approach is illustrated within a proof-of-concept system: haptic
guides are toggled during a path-following task thanks to a mental work-
load index provided by a BCI. The aim of this system is to provide haptic
assistance only when the user’s brain activity reflects a high mental work-
load. A user study conducted with 8 participants shows that our proof-
of-concept is operational and exploitable. Results show that activation of
haptic guides occurs in the most difficult part of the path-following task.
Moreover it allows to increase task performance by 53% by activating as-
sistance only 59% of the time. Taken together, these results suggest that
BCI could be used to determine when the user needs assistance during
haptic interaction and to enable haptic guides accordingly.

Keywords: Brain-Computer Interface, EEG, Force-Feedback, Adapta-
tion, Mental Workload, Guidance.

1 Introduction

A Brain-Computer Interface (BCI) is a communication system that transfers in-
formation directly from brain activity to a computerized system [1]. The original
goal of BCI is to provide control and communication capabilities for people with
severe disabilities. For example, BCI-based spellers enable to spell letters by only
using brain activity [2]. Another example is the use of BCI to send commands
to prostheses, for example to open and close prostheses by imagination of hand
movements [3]. BCI can also be used by healthy users, for instance for enhancing
interaction with video games [4]. An approach called “passive BCI” aims at using
brain activity information to adapt and enhance the current application with-
out the need for the user to voluntarily control his/her brain activity [5, 6]. For
example, this approach has been used to adapt virtual environments content [7].
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Adapting interaction modalities according to the user mental state could also be
another interesting option offered by passive BCIs.

Haptic feedback has already been used in a BCI system [8–10]. However, to
our best knowledge, BCI have never been used for adapting haptic feedback yet.
In this paper, we introduce the use of the passive BCI approach in the haptic
realm.

We propose to use BCI technologies to adapt force-feedback in real-time.
We introduce assistive tools, i.e. haptic guides, which are automatically and
continuously adapted to the user’s mental workload measured through a passive
BCI.

The remainder of this paper is organized as follows. Related work is presented
in Section 2. In Section 3 we detail our concept of haptic assistance based on BCI.
An implementation of this concept and a user study are proposed in Section 4.
We discuss results in Section 5. Finally the main conclusions are summarized in
Section 6.

2 Related Work

Our description of related work is subdivided into three parts. First we provide
a brief summary of previous work on haptic guidance. Second we present related
work in the field of BCI, notably the use of BCI in virtual environments and
the passive BCI approach. In the last part we give an overview of how haptic
feedback and BCI have already been combined together.

2.1 Haptic Guidance

Haptic guidance can be defined as an interaction paradigm in which the
user is physically guided through an ideal motion by a haptic interface [11].
Bluteau et al. [12] have compared different types of guidance and showed that
the addition of haptic information plays an important role on the visuo-manual
tracking of new trajectories, especially when forces are used for the guidance. Re-
cent work has focused on the adaptation of haptic guidance to maximize learning
effect [13].

2.2 BCI

BCI and Virtual Environments: BCI have been early demonstrated as usable
for interacting within 3D virtual environments [14]. They have been notably
used for navigating in the virtual environment or moving a virtual object [14].
For a comprehensive survey on the combintation of BCI and Virtual Reality and
videogames the interested reader can refer to recent surveys [7,14]. BCI have also
been used in novel interaction paradigms, where the BCI would not substitute
for classical interaction peripherals but complement them. For instance it has
been proposed to use the brain activity information for changing the interaction
protocol or the content of the virtual world [14], which refers to the “passive
BCI” approach.
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Passive BCI: The aim of a passive BCI is not to allow the user to send ex-
plicit commands to an application but to provide information concerning his/her
mental state with the purpose of adapting or enhancing the interaction accord-
ingly [5,6]. For instance, passive BCI have been used in the context of videogames
to adapt the way the system responds to commands [15] or to adapt the con-
tent of the game itself [7]. In “Alpha WoW” [7] the user avatar form is updated
(from elf to wolf) according to the measured level of alpha activity. The aim is
to provide the most adequate avatar according to the context (e.g. a detected
stress would activate an avatar meant for close-combat). Passive BCI approach
has also been used in real driving environment [16]. In their system, Kohlmorgen
et al. proposed to use passive BCI to interrupt secondary tasks of a driver when
detecting a high mental workload [16].

2.3 Haptic for BCI

Haptic interfaces have already been combined with BCI for providing stimuli and
feedback for BCI systems. Vibro-tactile stimuli have notably been demonstrated
to be usable for BCI systems. Müller-Putz et al. [8] showed that using vibro-
tactile stimuli on fingertips results in brain activity that can be modulated by the
user will. Focusing on left-hand or right-hand finger stimulation allows the user
to send commands using what is called a “Steady-State Somatosensory Evoked
Potential” [8]. Force-feedback has also been used to provide valuable feedback
to the user during BCI interaction [9, 10].

However, to the authors’ best knowledge, there has been no previous work on
the adaptation of haptic feedback thanks to a BCI, using a passive BCI approach.

3 Using Mental Workload to Adapt Haptic Assistance

The concept proposed in this paper consists in using a passive BCI to assess in
real-time an index of the user’s mental workload and to adapt haptic assistance
accordingly.

Mental workload is a generic term which can cover or apply to different and
varied cognitive processes and mental states. It could apply for example to a
memorization task (e.g. image memorization), driving task, lecture task and
cognitive task [17]. In this paper we use the term mental workload to qualify the
modification of the user brain activity in relation to the difficulty of a manipula-
tion task. Mental workload index is expected to increase with the manipulation
difficulty level. Several EEG markers have been identified as correlated with
mental workload, task engagement or attention [16–18]. In [18] the authors pro-
posed to use ratios of activity in specific band-power such as alpha (8Hz–12Hz)
or theta (3Hz–7Hz) bands to compute an index of the user task engagement.
More recently, more complex approaches based on machine learning have been
used to compute index of user’s mental workload based on EEG activity [16,17].
In this paper, we propose to use a BCI system based on these approaches for
assessing an index of the user’s mental workload during a haptic interaction task.
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Haptic assistance systems could benefit from the user mental workload in-
formation. Indeed, it could be used to know when the user needs assistance or
not. For example, a high mental workload could present a risk in the context of
safety-critical haptic tasks. A smart assistance system that interrupts the haptic
interaction or toggles specific haptic guides might improve comfort or safety of
operations in such conditions. Haptic guides that would be only active when
the user presents a high mental workload (e.g. the user is focused on a difficult
precision gesture) might improve task performances and learning process.

4 Evaluation

Thereafter, we design and evaluate a proof-of-concept system that toggles a
haptic guidance during a path-following task based on the user mental workload.
The task consists in following a path in a virtual 2D maze avoiding collisions
with borders. An EEG-based BCI is used to compute an online index related
to the user mental workload. If the index indicates a high (resp. low) mental
workload, the haptic assistance is activated (resp. deactivated).

4.1 Objectives and Hypotheses

Our experiment has two goals:

1. To test the operability of a system that adapts force-feedback based on
mental workload measurement;

2. To evaluate the influence of such a system on task performance.

We could make the hypothesis that the adaptation of haptic assistance based on
mental workload index would help the user and would result in an increase in
task performance.

4.2 Population

Eight participants (7 men, 1 woman) aged between 25-30 (M = 26.4, SD = 1.9)
took part in the study. None of them had any known perception disorder. All
participants were näıve with respect to the proposed techniques, as well as to
the experimental setup and purpose.

4.3 Apparatus

The experimental apparatus is shown in Figure 1a. Participants manipulated a
2D cursor through a Virtuose 6D haptic device (Haption, Soulgé sur Ouette,
France). A Gtec UsbAmp was used to acquire EEG signals at a sampling rate
of 512Hz. EEG data were measured at positions: Fp1, Fp2, F7, F8, T7, T8, F3,
F4, C3, C4, P3, P4, O1, O2, Pz and Cz according to the 10-20 international
system. A reference electrode (located at FCz) and a ground electrode (located
on the left ear) were also used. This electrode montage allows to cover a large
surface of the scalp. Similar electrodes choices were previously used with success
for recording mental workload [17].
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(a) Apparatus 1: EEG headset,
2: EEG acquisition, 3: haptic device,
4: LCD screen where the virtual scene
is displayed.

(b) Virtual scene. The Path to follow is
divided into 2 parts. Part 1 (in red) is more
difficult with numerous turns. Part 2 (in
blue) is less difficult with less turns and less
borders (i.e. less collisions are possible).

Fig. 1. Experimental Apparatus

The Experimental Task consists in following a path by moving a sphere-
cursor in a maze avoiding collisions (Figure 1b). The scene is divided in two
parts. These two parts aim at exhibiting two different levels of difficulty. The first
part is composed of numerous turns and should lead to high difficulty, whereas
the second part presents less collision possibilities to show less difficulty.

The Virtual Environment, Haptic Force and Collision Detection. are
computed and simulated with the open-source physical engine Bullet. The maze
walls are composed of spherical not movable objects.

The Haptic Guide. consists in a repulsive force inversely proportional to the
distance of the 2D cursor to the nearest wall (see Figure 2). This haptic guide
aims at helping the user to slide between walls avoiding collision. The cursor was
colored in blue when the haptic guide was active.

A Mental Workload Index. is computed using OpenViBE software [19]. A
technique based on [20] is used. EEG signals are passed through a bank of 4Hz
bandwidth filters centered on all the frequencies between 5Hz and 12Hz. A
Common Spatial Pattern (CSP) method [21] is then used to compute spatial
filters for each of them. Minimum redundancy maximum relevance feature se-
lection is used to select the six most relevant couples of frequency band and
spatial filter [22]. A Linear Discriminant Analysis (LDA) classifier is trained on
the learning data-set using a moving window of 1 s (overlap=0.9 s).
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Fig. 2. Haptic assistance. Repulsive force inversely proportional to the distance to
the nearest wall: force is null if the distance to the wall is superior to 40 pixels.

The learning data set consists in 2 minutes of EEG activity. The first minute is
recorded when the user is performing a simple control task which should lead to a
low mental workload: the user has to move the cursor around a rectangle without
trying to avoid collisions. The second minute corresponds to a more difficult task:
the user has to move the cursor inside a spiral pattern while avoiding collision.

Online values provided by the classifier (1 for high mental workload, -1 for
low mental workload) are smoothed on a 1 s window. The median of the last 10
values is provided to the application at a 1Hz rate. This index is used to activate
or inhibit the haptic assistance.

4.4 Procedure

Three conditions were evaluated: No Haptic Assistance (NO A), Haptic
Assistance based on BCI (BCI A) (i.e. assistance activated if the men-
tal workload is above 0), and Haptic Assistance activated all the time
(ALL A). Each participant performed the task in the three conditions and re-
peated it 3 times. To reduce order effect, the order of presentation was permuted
across subjects.

4.5 Collected Data

For each trial and each participant, the mental workload index, the cursor po-
sitions and the number of collisions were recorded. The mental workload index
and the cursor position were recorded at 10Hz.

At the end of the experiment, participants were asked to fill a subjective
questionnaire in which they had to grade the 3 conditions according to different
criteria. We used a Likert-scale where participants could rate the criteria from 1
(very bad) to 7 (very good). Criteria were: efficiency, easiness of execution and
physical tiredness. Participants were also asked to grade the correlation between
their perceived mental workload and the computed mental workload index.

4.6 Results

Performances (i.e. number of collisions per trial) for each condition are presented
in Figure 3a. Friedman test shows a significant effect on assistance condition



130 L. George et al.

(a) Average number of collisions. (b) Average mental workload index.

Fig. 3. Performance and mental workload index in each condition (NO A: no
haptic assistance, BCI A: haptic assistance activated based on BCI, ALL A: haptic
assistance activated all the time). (a) Boxplots of collisions. (b) Boxplots of mental
workload index. They are delimited by the quartile (25% quantile and 75% quantile)
of the distribution of the condition over all the individuals. For each trial the median
is shown.

(χ2 = 38.7, p < 0.001). Post-hoc comparisons were performed using Wilcoxon
signed-rank test with a threshold of 0.05 for significance. The post-hoc analysis
shows a significant difference between condition NO A and ALL A (p < 0.001),
and between condition NO A and BCI A (p < 0.001). BCI A and ALL A did not
differ significantly from each other (p = 0.08). Activation of assistance enables
to reduce the number of collisions. The average decrease over trials is 53% for
condition BCI A and 88% for condition ALL A.

Percentage of activation of haptic guides during trials for condition BCI A and
each subject is shown in Table 4b. The assistance was in average activated 59%
of the time for condition BCI A (100% for condition ALL A). During condition
BCI A, assistance was activated more frequently during part 1 (64% of the time)
compared to part 2 (46% of the time). Figure 4a displays the positions where
the assistance was activated along the path.

The computed mental workload index in each condition is presented in Fig-
ure 3b. A Friedman test revealed a significant effect of assistance mode on the
index value (χ2 = 16.0, p < 0.001). A post-hoc analysis revealed a significant
difference between condition ALL A and NO A (p < 0.001), no significant dif-
ference between condition NO A and BCI A (p = 0.053) and no significant
difference between condition BCI A and ALL A (p = 0.21). Mental workload
index was lower when the assistance was activated.

Figure 5 shows the evolution of the mental workload through the path followed
by participants. During turns (part 1) we can observe a higher mental workload
index than during part 2 (Mean over subjects: M = 0.27 for part 1, M = −0.14
for part 2). It is particularly clear on Figure 5 for condition NO A.

Average marks of questionnaire answers are provided in Figure 6. Friedman
test shows a significant effect of conditions on easiness (χ2 = 16, p < 0.001) and
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(a) Number of activations per position.

Subjects 1 2 3 4 5 6 7 8 μ SD

% whole 51 60 55 63 24 71 86 62 59 16.6

% part 1 54 62 62 57 26 90 98 65 64 20.7

% part 2 38 23 41 63 00 34 99 73 46 28.9

(b) Percentage of activation per subject.

Fig. 4. Activation of guides based on BCI (condition BCI A). (a) Number
of activation for each position for all the 8 subjects and 3 trials. (b) Percentage of
activation of haptic guides during trials.

Fig. 5. Mental workload averaged over trials and subjects for each condition
(NO A: no assistance, BCI A: assistance activated based on BCI, ALL A: assistance
activated all the time). Colored squares (9x9 pixels) are used to display mental workload
index at each position on a 1024x768 image which represents the virtual scene. For each
pixel, mental workload indexes were averaged over all the subjects and trials. A red
color reflects a high mental workload index whereas a blue color corresponds to a low
workload index.
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Fig. 6. Questionnaire results. Boxplots of questionnaire reported marks. They are
delimited by the quartile (25% quantile and 75% quantile) of the distribution of the
condition over all the individuals. The median is shown for each condition. A Likert-
scale (1: very bad, 7:very good) was used for criteria efficiency, easiness and physical
tiredness in each condition (NO A: no assistance, BCI A: assistance activated based
on BCI, ALL A: assistance activated all the time).

efficiency (χ2 = 14.5, p < 0.001). A higher efficiency and a higher easiness was
reported when the haptic assistance was activated all the time (ALL A) com-
pared to no haptic assistance condition (p < 0.001). No significant difference was
observed between BCI A and other conditions. This suggests that this condition
is located between the two others in terms of subjective easiness and efficiency.
Questionnaire results about tiredness seem to indicate that participants felt the
experiment was rather tiring.

Participants reported a high correlation between computed and felt mental
workload ( M = 71%, sd = 4.7). This suggests that the BCI system is able to
provide a convincing measurement of the mental workload.

5 Discussion

We could test the operability of our proof-of-concept system in a path-following
task. Results indicate that the proposed system works and helps the users to
achieve the task. Activation of guides based on measured mental workload index
allows to increase performance by significantly reducing the number of collisions.
No significant difference was observed between condition ALL A and BCI A in
terms of performance (p = 0.08). This suggests that assistance activated based
on BCI is almost as helpful as permanent assistance.

Results also suggest that this proof-of-concept system was able to measure
a mental workload index that seems well correlated with the difficulty of the
task. Indeed the measured mental workload was higher when the task was more
difficult (near walls) as shown in Figure 5. Moreover the users reported a high
correlation between the computed index and their perceived mental workload
(above 70%).
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In this study we used a binary adaptation (i.e. activating or deactivating
assistance). The system could benefit from a progressive adaptation, e.g. more
assistance if the workload is higher. We should note that 25% of participants
asked for this feature.

A future system could also use other kinds of haptic assistance. Indeed, adapt-
ing the damping level proportionally to the user mental workload or toggling in-
verted damping [23] only if the user presents a high mental workload are options
that should be studied. Concerning the measurements of the mental workload,
a combination of EEG with other modalities such as Galvanic Skin Response in
a multi-modal measurement system could increase the reliability of the mental
workload index. Finally, it would also be interesting to evaluate the role of BCI-
based adaptation in real applications such as medical training systems notably
in terms of learning performance.

6 Conclusion

In this paper we studied the combination of haptic interfaces and Brain-
Computer Interfaces (BCI). We proposed to use BCI technology to adapt a
haptic guidance system according to a mental workload index. We designed a
proof-of-concept system and conducted an evaluation that revealed the feasibil-
ity and operability of such a system. High levels of mental workload could be
well identified by the BCI system in the most difficult parts of a path-following
scenario. Toggling haptic guides only when the user presented a high mental
workload could improve task performance indicators. Taken together our results
pave the way to novel combinations of BCI and haptics. Haptic feedback could
be fine-tuned according to various mental states of the user, and for various
purposes. Future work will focus on the extraction of other mental states, and
on real applications such as haptic-based medical simulators.
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Mattia, D., Babiloni, F., Vanacker, G., Nuttin, M., Marciani, M.G., Millán, J.d.R.:
Vibrotactile feedback for brain-computer interface operation. In: Computational
Intelligence and Neuroscience (2007)

10. Chatterjee, A., Aggarwal, V., Ramos, A., Acharya, S., Thakor, N.: A brain-
computer interface with vibrotactile biofeedback for haptic information. Journal of
NeuroEngineering and Rehabilitation 4(1) (2007)

11. Feygin, D., Keehner, M., Tendick, R.: Haptic guidance: experimental evaluation
of a haptic training method for a perceptual motor skill. In: Haptic Interfaces for
Virtual Environment and Teleoperator Systems, pp. 40–47 (2002)

12. Bluteau, J., Sabine, C., Yohan, P., Edouard, G.: Haptic Guidance Improves the
Visuo-Manual Tracking of Trajectories. PLoS ONE 3(3) (2008)

13. Asseldonk, E.H.F., Wessels, M., Stienen, A.H., van der Helm, F.C., van der Kooij,
H.: Influence of haptic guidance in learning a novel visuomotor task. Journal of
Physiology 103(3–5), 276–285 (2009)

14. Lécuyer, A., Lotte, F., Reilly, R., Leeb, R., Hirose, M., Slater, M.: Brain-computer
interfaces, virtual reality, and videogames. Computer 41(10), 66–72 (2008)
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Abstract. Developing vibrotactile patterns for mobile navigation is challenging 
since they have to be able to map effectively navigational behaviour learned 
through visuo-audio-motor interaction with the environment to specific vibro-
tactile patterns. Here, we present a method for developing intuitive navigation 
patterns representing basic directions, landmarks and actions. A group of users 
familiar with the device delivering the vibrotactile signals are asked to create 
navigational patterns. Then the patterns are edited and presented to another 
group of users who are also familiar with the device. They were asked to identi-
fy the patterns with/out information about their meaning. It was found that sim-
ple directions were easier to identify than landmarks or actions. The identifica-
tion of landmarks or actions improved when information about their meaning 
was available. We discuss implications for the design and development of vi-
brotactile navigational patterns. 

Keywords: mobile navigation, intuitive patterns, tactile interfaces, vibrotactile 
feedback. 

1 Introduction 

Mobile devices such as cell phones and portable navigation devices (PND) are using 
vibrations to alert users to oncoming calls and enhance users experience when inte-
racting with the device (e.g., by simulating the tactile properties of a clicked button). 
Recent research in tactile navigation has investigated the use of vibrotactile signals on 
smart phones (directly or through another device), wearable devices and steering 
wheels [1-5]. Most of the designs use navigational patterns defined by the developer 
and require the user to learn these patterns before being able to use them. Here, we 
report a method of developing intuitive navigational patterns representing basic direc-
tions, landmarks and actions. We asked a group of users familiar with the device to 
define the patterns using the device. The patterns were edited for clarity and arranged 
in series representing navigation from a starting point to a destination point. Then 
they were presented for identification to another group of users also familiar with the 
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device. These users were asked to identify the patterns with and without any informa-
tion about their meaning. 

2 The Study 

2.1 The Viflex Device 

The ViFlex device uses an electromagnetic actuator to rotate a mobile platform with an 
octagon shape and area of 45x45 mm2. The platform can rotate around its two cardinal 
XY axes and their intermediate axes by magnitude of ±10° (Figure 1, left). Thus, 
through rotation the platform could signal eight different directions/positions. The de-
vice is capable of fast rotations up to 200°s-1 and can achieve a torque of 20 Nmm. More 
detailed description of the technical characteristics of ViFlex can be found in [6]. 

 

Fig. 1. The Viflex device with its octagonal platform (left). The device with its battery exten-
sion handle can be used with one (middle) or two (right) fingers. 

The ViFlex device can be used with one (index) or two (index and middle) fingers 
(Figure 1, middle and right). By employing only one finger the device will primarily 
engage the cutaneous system to deliver vibrotactile signals at different locations of the 
finger pad. When the user employs two fingers positioned at the edges of the X-axis, 
the device will primarily engage the proprioceptive system at the metacarpal-
phalangeal joints when rotating about the Y-axis and the cutaneous system when ro-
tating about the X-axis. 

2.2 Establishing Spatiotemporal Thresholds and Optimal Exploration Mode 

The purpose of this study was twofold: first, establish spatiotemporal thresholds for de-
tecting the direction of rotations generated by the ViFlex device and, second, find wheth-
er lower thresholds could be achieved with one (index) or two fingers (index and  
middle). In this way we would use patterns that would be easier for the users to perceive.  

2.2.1 Methods  
Ten (5 females and 5 males) users participated in the study with an average age of 31. 
All users were right-handed and used their right-hand to explore the vibrotactile sig-
nals. Three degree of rotations (1°, 3° and 9°) in both X- and Y- axes were tested. In 
addition, three transition times (50ms, 250ms and 1250ms) between the initial and the 
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final (after the completion of the rotation) positions of the platform were tested. The 
platform maintained its final position for 500ms resulting in total stimulus duration of 
600ms, 1000ms and 300ms (Figure 2). Moreover, two exploration modes were tested: 
one-finger passive exploration and two-finger passive exploration. There were 12 
trials per pattern resulting in 216 patterns per exploration mode. 

 

Fig. 2. Example stimulus timeline 

2.2.2 Results 
Overall data were fitted with the cumulative exponential function

)1(),;( xebx βααψ −−= , where 0;1;0 >=≥ βαx  (Figure 3). 

 

 

Fig. 3. Overall cumulative exponential curves. Each data point is the average performance of 
ten users. 
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Results showed that it was easier for the users to achieve 85% accuracy when the 
platform rotated about the y-axis, with greater degrees and shorter transition times. In 
addition, there was no difference between the two exploration modes. However, 70% 
of the users stated that preferred the use of one rather than two fingers.  

2.3 Developing Intuitive Navigational Patterns 

The purpose of the experiment was to find out if it is possible to generate intuitive 
navigational patterns based on patterns defined by users experienced with the functio-
nalities of a device. Seven female and four male (average age of 30) with no sensory 
impairment took part in the study. Eight of them had taken part in the previous study 
to establish the spatiotemporal thresholds. The rest of the participants familiarized 
themselves with the functionality of ViFlex before asked to carry out the required 
navigational tasks. 

2.3.1 Types of Navigational Patterns 
Three types of navigational patterns were used: directions, landmarks, and actions. 
Table 1 shows the navigational patterns used with their abbreviations. 

Table 1. The three types of navigational patterns used in the study 

Directions Landmarks Actions 

Forward (F) Roundabout (RA) GO 

Backward (B) Crossroad (CR) STOP 

Right (R) T-Junction (TJ) Destination Reached (DR) 

Left (L) Y-Junction (YJ)   

Forward-Right (FR) Uphill (UH)   

Forward-Left (FL) Downhill (DH)   

Backward-Right (BR) Stairs-Up (SU)   

Backward-Left (BL) Stairs-Down (SD)   

Clockwise 180° (CW180) Obstacle (O)   

Anti-Clockwise 180° (ACW180)     

 
Similar patterns are commonly used in navigational tasks [7-9] and some of them 

were previously used in a preliminary ViFlex study [10]. The study included two 
stages. In the first stage, five users were asked to create patterns and in the second 
stage, the remaining six users were asked to identify the patterns created in the first 
stage. 

2.3.2 Creating Navigational Patterns 
Directional and landmarks patterns were created by the users as follows. The users were 
presented with the ViFlex device and a pattern, which was verbally communicated by  
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Fig. 4. The circular grid used to record users responses when they were asked to indicate how 
the platform should move to represent a particular pattern. Position 0 represents the origin of 
the platform (i.e., horizontal positioning).  Position 1 indicates a ‘forward’ rotation about the 
X-axis (L-R), position 3 a ‘rightward’ rotation about the Y-axis (F-B), and so on. 

the experimenter. Then, they were asked to move the platform in any direction that they 
thought it could be used to represent the specific pattern. Their responses (i.e., move-
ment of the platform) were recorded on a circular grid representing the eight different 
directions/positions of the platform (Figure 4). 

2.2.2.1   Results 
Table 2 shows the position sequences that users indicated to represent directional 
patterns. Simple directions in the cardinal and intermediate axes were unanimously 
indicated. Directional patterns with multiple positions such as CW180 and ACW180 
were indicated as semi-circular patterns by four out of five users. 

Table 2. Directional patterns indicated by the users. A final pattern was created to be identified 
in the next stage. 

 Directions

User F B L R FR FL BR BL CW180 ACW180 

1 01 05 07 03 02 08 04 06 056781 054321 

2 01 05 07 03 02 08 04 06 056781 054321 

3 01 05 07 03 02 08 04 06 056781 054321 

4 01 05 07 03 02 08 04 06 012345 018765 

5 01 05 07 03 02 08 04 06 0812 0218 

Final 010 050 070 030 020 080 040 060 0567810 0543210 
 

Table 3 shows the position sequences that users indicated to represent landmarks. 
In general, users agreed as to the structure of the pattern but the position sequences 
they used were more variable. For example, RA was represented by a complete rota-
tional movement of the platform even though the starting point and the direction of 
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movement varied. Most of the users represented CR by moving along the cardinal 
axes. Only one participant moved the platform along the intermediate axes forming an 
‘’. Similarly, most users indicated the same positions, though in different order, to 
represent the TJ and YJ patterns. The UH and DH were represented by the majority of 
the users by maintaining (in the table this is shown by repeating a single position; the 
more repetitions the longer users maintained that position – not actual timing was 
measured) an ‘upward’ position (i.e., positive rotation about the X-axis – rotation 
about the X-axis towards position 5) and a ‘downward’ position (i.e., positive rotation 
about the X-axis – rotation about the X-axis towards position 5), respectively. The SU 
and SD patterns were represented by using the positions 01 or 05, but without  
consistency. Finally, the O pattern was indicated by the positions 0, 1 and 5 but also 
without consistency. 

Table 3. Landmarks patterns indicated by the users and the final pattern that was created to be 
identified in the next stage 

Landmarks

User RA CR TJ YJ UH 

1 0567812345 015037 07305 080205 0555 

2 0187654321 015037 05073 050802 0111 

3 0543218765 015037 03705 050208 0555 

4 0543218765 051073 03705 02070 0555 

5 0567812345 026084 07305 050802 0555 

Final 0567812340 0150370 037050 0508020 05550 

     

User DH SU SD O 

1 0111 055005500550 011001100110 0151515 

2 0555 011001100110 055005500550 05555 

3 0111 011001100110 055005500550 05555 

4 0111 05050 01010 0515151 

5 0111 055005500550 011001100110 05050 

Final 01110 055005500550 011001100110 03737370 

 
The final patterns that would be used for identification in the next stage were 

created on the basis of the most dominant positions indicated by the users. The excep-
tion is the final pattern for O. Since positions 0, 1 and 5 were used to represent UH, 
DH, SU and SD, we decided to use positions 3 and 7 to avoid mapping too many 
navigational patterns to the same platform positions. Directions and landmarks were 
implemented by rotating the platform by 10° towards the corresponding position. This 
magnitude was reliably perceived by all users during the signal detection study. 

The action patterns were pre-defined by the experimenter as follows:  GO=01010 
[normal speed rotations of 9°], STOP=050505050 [fast rotations of 9°], DR=0370150 
[fast rotations of 3°]. 
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Following the results of the signal detection study, the navigational patterns were 
developed using >3° rotations and shorter than 1250ms transition times. Users were 
also instructed to use their index finger to perceive the navigational patterns. 

2.3.3   Identifying Navigational Patterns 
Six users were asked to navigate from a starting point to a destination using two series 
(A and B) of 45 patterns. Both series started with GO and ended with DR and in-
cluded exactly the same navigational patterns with the same presentation frequency 
but, different presentation order. For example, Series A was GO-F-L-R…CW-L-DR 
and Series B was GO-L-F-STOP…L-R-DR. The patterns in both sequences were 
presented to the users one at a time and the users were asked to identify the current 
pattern before the next pattern was presented. There was no visual representation of 
the patterns. 

When users were asked to identify the patterns in Series A, they were given no in-
formation about the type of patterns presented. They were simply instructed to use the 
patterns resented by the ViFlex device to navigate from point A to point B. However, 
with Series B, users were provided with information about the types of patterns and 
the patterns presented in the list. This information was available to them for referenc-
ing during the test. When users were uncertain about the meaning of a pattern the 
pattern was repeated as many times as it was necessary to obtain an interpretation. If 
an interpretation or identification was not possible then a ‘Do not know’ response was 
recorded. 

All users were right handed and used the index of their right hand to perceive the 
navigational patterns. Also, they navigated through series A and B only once while 
the order of presentation was always A-B so that all users experienced exactly the 
same sequence of patterns in the same order. 

2.3.2.1 Results 
In the ‘no information’ condition, users found it easier to identify and interpret direc-
tional patterns rather than landmarks and actions. Single point directional patterns 
(e.g., F, R, L, FL, FR) were easier to identify than multipoint directional patterns. 
Landmarks and actions resulted in more variable interpretations. This may be because 
they involved more complex spatiotemporal signals and, sometimes, similar posi-
tions/directions. Performance with both series was measured in terms of overall pro-
portion correct, proportion correct per pattern, mean number of repetitions per pattern, 
cost effective patterns and least identifiable patterns. 

Overall performance was improved from 59% without any information about the 
meaning of the patterns (Series A), to 72% with information available (Series B) 
(Figure 5).  However, a T-test showed that this improvement was not statistically 
significant. Single-point directional patterns (i.e., F, L, FR, FL) resulted in highly 
accurate interpretation in Series A and identification with Series B. Multipoint direc-
tional patterns (i.e., CW180 and ACW180) resulted in less accurate interpretations 
with Sequence A but, with Sequence B, resulted in over 80% identification accuracy. 
Landmarks resulted in less accurate interpretation than directions in Series A. In  
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Fig. 5. Overall performance with Series A and B. Error bars represent constant errors. 

principle, it seemed easier to interpret landmarks involving different points, such as 
CR and TJ, rather than landmarks involving similar points and movements, such as 
UH, DH, SU, SD and O. Identification of landmarks improved in Series B. In particu-
lar, all junction-landmarks (i.e., CR, TJ and YJ) were identified with an accuracy of > 
80%. The identification of the rest of the landmarks also improved. Actions were the 
patterns that resulted in the least noticeable changes of interpretation and identifica-
tion accuracy between Series A and B. While there was some improvement with the 
patterns GO and STOP, the accuracy with the DR pattern did not change (Figure 6). 
However, it should be noted that the GO and STOP patterns were the most frequently 
occurred patterns in both sequences with 10 and 9 appearances, respectively, while 
the DR pattern appeared only once, in the end. 

Mean number of repetition per pattern was also reduced when the meanings of the 
patterns were available to the participants (Figure 7). In principle, interpretation of 
patterns with Series A resulted in more repetitions per pattern than identification of 
patterns with Series B. The greatest reduction in repetitions was observed with the 
multipoint directions CW180 and ACW180 as well as with most of the landmarks. 
The only exception to this trend was the DR pattern which resulted in more  
repetitions during identification (Series B) rather than interpretation (Series A). 

Effectiveness of a pattern was defined as the ratio between the proportion correct 
achieved and the number of repetitions required for that level of accuracy. An effec-
tive pattern should be easily recognisable so that the user should not need to repeat it. 
The most cost-effective patterns were the single-point directional patterns, particular-
ly the ones in the cardinal directions (F, L and R). The single-point in the intermediate 
directions (FL and FR) and the multipoint directional patterns (CW180 and 
ACW180) were less effective even though their effectiveness improved with the 
availability of information about their meaning (Series B). The effectiveness of land-
marks was also improved with Sequence B.  The least improvement of effectiveness 
was observed with the action patterns (Figure 8).  
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Fig. 6. Percentage correct per pattern in Series A and B. Error bars represent constant errors. 

Finally, overall, it seems that directional patterns elicited the least number of ‘Do 
not know’ responses followed by landmarks. Actions resulted in more ‘Do not know’ 
responses (Figure 9). 

 

Fig. 7. Mean number of repetitions per pattern (Repetitions/Frequency) with constant errors 
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Fig. 8. Effective patterns. Error bars represent constant errors. 

 

Fig. 9. ‘Do not know’ responses. Error bars represent constant errors. 

3 Discussion 

The study showed that users easily interpreted and identified simple, single-point 
directional patterns. Multipoint directional patterns such as CW180 and ACW180 
were more difficult to interpret in the absence of any information about the patterns. 
However, when information was available participants identify them with high accu-
racy (>80%). One of reason for this result may be that the CW180 and ACW180 
could be confused with the landmark RA which involved similar pattern of movement 
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of the ViFlex platform. While semicircular (CW180 and ACW180) and circular (RA) 
movements of the platform could be resolved at a sensory level and therefore per-
ceived accurately by the participants (since they were developed using signals well 
above threshold), the attributed meaning varied. 

Table 4. Navigational patterns involved same platform (and finger pad) positions but had 
different temporal characteristics 

Patterns Amplitude 
(deg) 

Frequency 
(Hz) 

Cycles 

 F 10 1.333 1 

UH 10 0.286 1 
DH 10 0.286 1 
SU 10 1.067 4 

SD 10 1.067 4 

GO 9 1.667 2 
STOP 9 5.333 4 

 
Moreover, it seems that this variation of interpretation and identification increased 

with temporal variation of patterns that involved similar spatial positions.  Table 4 
shows the amplitudes, frequencies and cycles for patterns stimulating the same finger 
pad location. For example, the patterns F, DH, SD and GO involved the same plat-
form/fingertip positions (i.e., 0 and 1), similar amplitudes (F=DH=SD=10° and 
GO=9°) but different number of cycles (F=DH=1, SD=4 and GO=2) and frequencies 
(F=1.33Hz, DH=0.29Hz, SD=1.33Hz and GO=2Hz). Often, participants seemed to 
interpret these patterns in a similar way (e.g., F and GO often were similarly inter-
preted) or identified them incorrectly (e.g., identifying GO as SD). The patterns UH, 
SD and STOP also resulted in similar responses; for example, STOP was sometimes 
interpreted as B or identified as O.  

In conclusion, the present study has shown that it is possible to develop vibrotactile 
navigation signals based on users’ experience of the functionality of a device. In addi-
tion, simple spatiotemporal signals can be interpreted and identified easier than more 
complex ones. Further research is needed which includes a diverse user group (e.g., 
pedestrians, drivers, visually-impaired) that can provide insight about how visuo-
motor-audio experience during real life navigation can be mapped onto spatiotempor-
al tactile signals at specific body locations. 
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Abstract. The core issues of mass customization (MC) are to provide more and 
more conveniences to meet customer’s customized requirements and to ensure 
near mass production efficiency and quality in manufacturing processes. Since 
the MC provides to the customer, in the footwear sector, the possibility to 
choose shoes with different materials, colours, sizes and performances, the 
shops need big stocks in order to give the possibility to the customer to try  
the different solutions available. The FootGlove is a haptic device simulating 
the internal volume of the shoe, through a set of mechatronics mechanism, al-
lowing the customer to try the shoes that are not yet manufactured. One of the 
advantages is permitting to the shop to have small stock. This paper will discuss 
how the FootGlove simulates the fitting of the shoes with different sizes and ty-
pologies to support the customer in the choice of his best fitting shoe. 

Keywords: Mass Customization, Best Fitting, Shoes, Haptic Device, Foot. 

1 Introduction 

The shoes customization is a fundamental added value in the shoes market because it 
improves the capability of satisfying customers' new requirements and because it is 
competitive not only on a cost-base [1]. The websites of the bigger shoes manufactur-
ers (i.e. NikeID) are already providing this kind of service but strictly related to the 
aesthetic aspect. Therefore, the satisfaction of the customer about the fitting and the 
performance of his purchase is not ensured. 

In the context of the FIT4U Project [2], a different approach in the shoes buying 
process has been developed; this process provides to the customer the possibility of 
modelling the shoe on his foot and of satisfying the required performances. 

The FIT4U approach concerns a set of tools for the definition of the shoes the cus-
tomer is looking for in terms of fitting, insole performance and aesthetic aspects. Once 
the desired shoes have been individuated, the related data are passed to the FootGlove 
(FG), a mechanical haptic device, developed by ITIA-CNR, able to reproduce the in-
ternal volume of the shoes. While wearing the FG, the customer can check if the se-
lected size fits on the feet and if the insole performance answers the expectation. In the 
case one of the aspects is not satisfied, the customer can tune the dimension of the 
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internal volume of the FG respect to her/his feet to find a better fitting or change the 
insole. Thanks to the FG, the manufacturer can easily find the best existing last (size 
available) or provide information regarding the shoes that will be manufactured 
(namely about the last that has to be realised). 

The last is the support, typically made in polymer, that provides the dimensions 
and the shape of the shoes to be manufactured. The dimensions characterizing the last 
[2] are shown in Fig. 1. Not all the dimensions shown in figure 1 are used for each 
type of shoe. For the shoes family (safety and trekking) that we have assumed as a 
case study for the FG, the dimensions involved are: the longitudinal dimension, the 
high instep girth, the low instep girth, the ball girth and the toe girth. 

The longitudinal dimension (1) defines the length fitting and the heel height of the 
shoe. The high instep girth (4) is the measurement of the girth at the arch of the foot; 
the low instep girth (6) is the measurement at the waist of the foot and is usually 
around the midpoint between the ball and the instep. The ball girth (7) is the meas-
urement of the foot circumference at the ball of the foot at the widest part of the foot. 
This is also the point of the foot where the flexion of the foot occurs; the toe girth (8) 
is the measurement of the girth at the toe of the foot. This last measurement is rele-
vant for diabetic foot. 

The FIT4U project guidelines imposed the choice of safety and trekking shoes, this 
typology of shoes has negligible variations both for the heel height and the insole 
shape. These shoes characteristics reduce the complexity of the FG device in the si-
mulation of the last. Different insole shapes are provided by the use of a physical 
internal insole (footbed).  

In further works, the simulation of different heel heights and of different insole 
shape will be also taken into account. 

 

Fig. 1. The fundamental dimensions to build a last 

To give the customer a complete experience during the shoes try-on, ITIA-CNR 
has developed the MagicMirror (MM), a system providing the aesthetic feedback on 
just customized shoes that are not yet manufactured [4]. 
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2 The FootGlove system 

The customer goes to a shop looking for a new pair of shoes. The shop is a FIT4U 
shop where a set of computer applications provide the capability to customize the 
aesthetic, the performance and the fitting of the shoes (Fig.2). Once the shoes have 
been defined in each detail, the data are sent to a CAD, linked with a database of 3D 
model of lasts, in order to extract the size and the section’s length of each dimension. 
The communication between the different tools is managed through a chain of tools 
where the CAD PLM is the server and the client makes call on demand. The data type 
format used for exchanging the information is XML. The XML-files contain all the 
data about the customer choices, the lengths of the sections and the size that the FG 
has to reproduce to simulate the fitting of the selected shoe size.   

 

Fig. 2. The interaction among various actors involved in the FootGlove system 

The length of the sections is subdivided in bottom length and upper length (Fig.3): 
the bottom length defines the width of the insole of each section while the upper 
length defines the volume available for the feet between the insole and the upper.  

The configurator tool reads the xml data and converts the lengths in turns for the 
stepper motor. The choice of a stepper motor, as the configurator for the FG, guaran-
tees a faster and more precise setup than a manual one. Since there are many parts to 
be set, the configurator tool has been built to minimize the human error through a 
step-by-step procedure. When the FG is properly configured the customer wears the 
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devices, one for foot, and makes the fitting and walking test he usually does with the 
real shoes. The difference between the normal and the FG try-on is the re-
configurability of the FG device that allows finding the best fitting. By using the con-
figurator, the customer can indeed decide to modify the sections length until he finds 
“his/her personal” best fitting. At this point, the system sends the new data from the 
FG configurator to the shoes customisation tools to find a new last on which to build 
the shoes with the dimensions similar to those chosen by the customer. If no lasts are 
available with the features required, the data are passed to the CAD that generates a 
custom made last for the customer. An appropriate innovative machine can rapidly 
and cheaply provide customised lasts [2]. 

 

Fig. 3. An example of the data represented in the XML regarding the section length: it has been 
split in upper girth length and Bottom girth length 

3 The FootGlove 

The FG (Fig. 4) is a mechanical haptic device able to simulate the four fundamental 
dimensions of a last (the high instep girth, the low instep girth, the ball girth and the 
toe girth), the insole shape and the shoes length.  

The device requirements are a dimension similar to those of the correspondent real 
shoes, a weight lower than 500gr for device, an easy and quick setup (less than 3 
minutes for device), the capability to simulate sizes from 36 to 45 and the possibility 
of mounting a real footbed on the device. 

 

Fig. 4. Pictures of the FootGlove prototype standalone and of a foot wearing the FootGlove  
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The rule to generate the data related to the position of the section is coming from 
other tools developed in the FIT4U project: it is the distances between the heel and 
each section for all the sizes respect to the average of the European feet dimension.  

The device is composed by three distinct and cooperating mechanisms: one for the 
simulation of the growing in length, one for the simulation of the growing in width of 
the insole (bottom girth length) and one for the simulation of the upper girth length; 
this last mechanism has been called “Net”.  

The simulation of the insole shape is very complex. To provide a better simulation 
of its shape and a feeling similar to the real one, it has been decided to directly mount 
on the device the physical footbed. This solution has made the set-up of the device 
easier and has indeed enhanced the feeling/perception of wearing a real shoe (thus the 
customer experience). The footbeds are coupled with a Velcro in the lower part both 
in the toe and the heel area. This solution allows to interchange the footbed in short 
time and to test different footbed solutions increasing the capability of the customer to 
find the desired footbed. Different footbeds have different performances but also dif-
ferent thicknesses. Changing the footbed means also to change the volume available 
for the foot inside the device improving the customer possibilities to find the best 
fitting. 

3.1 “Growing in Length” Mechanism Description 

The FG is built with a sole mechanism able to reproduce different foot sizes, 
representing as a real continuous curve the sole shape and supporting the foot in the 
zones (heel and ball) where the weight of the user is more concentrated. The mechan-
ism consists of several rigid metal parts linked with deformable rubber elements and it 
reproduces every foot size by applying just one axial force to it, as shown in Figure 
5(a). The dimensions, position and quantity of the elastomeric components determine 
the displacements of each metal part of the device itself. The mechanism providing 
the force is achieved by tie-rod strand of steel running longitudinally through the sole 
and drives acting on a screw to regulate it. 
 
 

  
          ( a )          ( b ) 

Fig. 5. Sole length mechanism: (a) Schematic description, (b) Design specification for the toe 
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For each foot size, the various sections (toe, ball, low, high) have to be set in spe-
cific positions. Figure 5(b) shows as an example the specification for the toe section. 
In order to cope with these design specifics, the rubber parts of the mechanism had to 
be dimensioned.  

3.2 Mechanism Dimensioning  

Since one of the materials involved in the mechanism is rubber, the first step was 
represented by a material characterization, in order to adequately model its constitu-
tive behaviour. For this scope, uniaxial testing of the rubber was performed according 
to the specifics given by ASTM D412. Figure 6(a) shows the test, while Figure 6(b) 
shows one example of the experimental curves obtained. With the experimental data, 
different hyper-elastic material models [6-8] were fitted and evaluated. In Figure 6(c) 
is shown the selected third order Yeoh for modelling the rubber behaviour [9]. 

For modelling the mechanism, finite elements analysis (FEM) was required due to 
the complex characteristics of the design problem. The problem presents: complex 
shape, large deformation effects and deformation-based elastic module of the rubber. 
A finite elements model of the sole mechanism was constructed in ANSYS® includ-
ing both the material model as all the necessary aspects (i.e constraints, contacts) for 
an adequate simulation of reality (see Figure 7). 

 
 

  
             ( a )                                      ( b )                                      ( c ) 

Fig. 6. Rubber model identification: (a) uniaxial test, (b) example of obtained experimental 
data, (c) model fitting (3rd order Yeoh) 

 
 
 
 
 
 
 

Fig. 7. FootGlove’s Finite Elements Model (FEM) 
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Finally, the dimensions of the rubber were obtained through the formulation and 
the solution of a design optimization problem, whose goal was to obtain the values for 
the rubber geometry that best cope with the design specifications. A design optimiza-
tion problem can be formulated as [9] (1) minؿ࢞ோೡ ሻ࢞൯subject to ݃ሺ࢞൫ࢌ  0;  ݅ ൌ 1, … , ݊ݔ௪  ݔ  ;  ௨ݔ   ݅ ൌ 1, … , ݊ௗ௩                                          (1) 

The main elements constituting the design optimization problem are summarized in 
Figure 8. The variables of the design are the parameters defining the rubber geometry, 
while the constraints are related to the geometrical feasibility of the design. The first 
three objective functions are the errors in position of the three displaced sections of 
the FG with respect to the design specifics, while the last two objective functions are 
the mean rotations and the displacements of the sections. 

 

Fig. 8. The optimization problem formulated for the design of the sole length mechanism 

The design optimization problem was solved through the implementation of an op-
timization routine where ANSYS® was used for the calculation of the model outputs, 
and MatLab® for the optimization part. The problem was addressed as multi-
objective and in Figure 9 is shown the solution that was. 

 

    

Fig. 9. Procedure employed for optimization 
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The results obtained for the optimization problem are shown below: , Figure 11 
shows the direct comparison with respect to the position in the design specifications, 
while Figure 10 shows the results in terms of absolute errors. The results obtained are 
within the acceptable tolerances. 

 

 

Fig. 10. Absolute errors (mm) between design specific and optimized results (for each section) 

 

Fig. 11. Comparison between optimized results and design specifics 

In order to assess the validity of the FEM model for the FG, specific measurements 
were done on the constructed prototype. For each size, the position of each section was 
measured and compared to the value obtained from the model. The absolute errors 
computed are shown in Figure 12. The results show a very good alignment between the 
experimental data and the model, with errors bounded within a 1mm tolerance, indicat-
ing a good level of adequacy of the model to the problem in consideration. Preliminary 
wearability tests conducted with the users confirm that those differences are not per-
ceived in terms of comfort. Thus, it can be concluded that the prototype obtained per-
forms well in terms both of geometrical specifications and wearability.     

3.3 “Net” and “width Mechanisms” Description 

As mentioned in the §3.1 the device is composed by several rigid metal parts (body) 
linked with deformable rubber elements. The metal parts have the function to provide  
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Fig. 12. Errors between FEM and measurements on the prototype 

a solid support to the foot in the area where it applies the maximum pressure during 
the standing or the walking. These parts also contain the mechanisms to set up the 
“Net” and to regulate the width of the device in each section. For each section, as 
shown in Figure 13, the metal parts have been machined in the upper side in order to 
simulate the shape of the insole of the shoes family used as case study. 

 

Fig. 13.  The FootGlove metal parts (in orange) are machined following the insole shape (red 
line) of the reference last  

The mechanism for the “growing in width” is composed by two elements moved 
by a screw with both the left and the right thread (Figure 14 a). By screwing or un-
screwing the two elements become closer or farther until the right displacement is 
reached. The left and right thread have different pitches because during the grading 
the internal part of the insole grows less than the external one, this choice has permit-
ted to maintain the outer parts at the proper distance with respect to the longitudinal 
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the screw (figure 14 b) are also involved in the managing of the net: on the element in 
yellow two threaded holes have been created, having the task to fix one of the ends of 
the net while the parts in green present a hole guiding the net. The dimension of the 
hole allows the net to slide without friction. 

 

 

Fig. 14. “Growing in width” mechanism: (a) schematic description, (b) zoom on the compo-
nents  

A semi-rigid rubber constitutes the “Net” (figure 15). It is linked at one end to the 
slider for the “growing in width” mechanism and, at the other end, to another slider, 
driven by a screw, mounted in the lower part of the body. The choice of a semi-rigid 
rubber is dictated by the requirement that the net cannot collapse on itself when the 
device is not worn and to prevent tilt modifications due to the foot insertion in the 
device. This rubber has elastic properties similar to the material used for the upper of 
the shoes of the case study thus enhancing the feeling of wearing real shoes. 

Drive acting on a screw regulates the mechanism; by screwing or unscrewing, the 
length is modified.  
 

 

Fig. 15. Pictures of the FootGlove highlighting the “Net” during the no wear phase 
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The last aspect to be described is the insertion of a lace in the heel area, which is 
shown Figure 16 by the red circle. The lace has the double function to improve the 
perception of wearing a real shoe and to maintain the FG tied to the foot during the 
walk. 

 
 

 

Fig. 16. The particular of the lace seat in the heel area 

4 Conclusion 

The choices made during the design phase of the FG have allowed to reach all the 
requirements described in the §3. Tests have been performed both on the wearability 
and on the walkability of the device, obtaining the results that were expected. 
Through the compilation of a questionnaire, the testers have also validated that the FG 
provides the proper dimensional feeling about the shoe dimensions and that the FG is 
feasible to be used for finding the best fitting shoes. 

5 Further Work 

In order to improve the feeling perception, a solution has to be studied to link the net 
with a cover providing continuity to the upper surface that now is more similar to a 
sandal than to a closed shoe. The possibility of coupling the FG and the MagicMirror 
socks has already been tested [4]. 

In order to provide a continuous surface for the foot-rest, the sole will be re-
designed as a single object made by a mixture of aluminium and rubber which will 
mount on board the stepper motor.  

Furthermore, the prototype will be equipped with a new mechanism for the heel 
height simulation to increase the FG capability to simulate real heels shoes. 
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Abstract. During upper-limb prosthesis use, proprioception is not available so
visual cues are used to identify the location of the artificial limb. We investigate
the efficacy of a skin stretch device for artificially relaying proprioception during
a spring discrimination task, with the goal of enabling the task to be achieved in
the absence of vision. In this study, intact users perceive the location of a virtual
prosthetic limb using each of four sensory conditions: Vision, Proprioception,
Skin Stretch, and Skin Stretch with Vision. For the conditions with skin stretch,
a haptic device stretches the forearm skin by an amount proportional to the an-
gular rotation of a virtual prosthetic limb. Sensory condition was not found to
significantly influence task performance, exploration methods, or perceived use-
fulness. We conclude that, in the absence of vision, artificial skin stretch could
be used by prosthesis wearers to obtain position/motion information and identify
the behavior of a spring.

Keywords: Proprioception, Compliance, Sensory Substitution, Prosthetics.

1 Introduction

Proprioception, the perception of the location of one’s limbs in space and how they
are moving, is necessary for intuitive and fluid motor control [5,24]. Trained move-
ments can be performed with minimal or no proprioception, possibly using internal
models, low-level controllers (an open-loop control strategy), and/or visual cues. How-
ever, when users interact with new environments, particularly in the absence of sight,
proprioception is necessary to close the feedback loop and provide real-time haptic in-
formation about the limb.

Currently when an upper-extremity amputee controls an artificial limb, propriocep-
tive information is primarily relayed through sight (Figure 1). However, for scenar-
ios such as when lights are turned off in a room or at night, vision is not available.
Also, upper-limb amputees desire that the visual demand of a prosthesis be reduced [1].
State-of-the-art in commercially available upper-extremity prostheses enables only min-
imal non-visual position feedback, via auditory cues and socket force/torque cues. Sev-
eral groups are investigating methods for relaying proprioceptive information neurally

P. Isokoski and J. Springare (Eds.): EuroHaptics 2012, Part I, LNCS 7282, pp. 160–172, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Fig. 1. Description of how users of myoelectric upper-limb prostheses and our system may per-
ceive the location of the artificial limb

[8,14], but decades may pass before such technology is available to safely convey infor-
mation to humans. Researchers are also investigating methods for relaying propriocep-
tive information noninvasively using sensory substitution [2,4,20,21,22]. For example,
Bark, et al. developed a novel skin stretching device for this purpose [2,29].

Here, we test the feasibility of the skin stretch device [2,29] to artificially convey
proprioception during an object interaction task: pressing on a linear spring. This sim-
ple task characterizes the effect of proprioception during activities such as identifying
the ripeness of a piece of fruit or the air pressure in a tire. The stiffness of a spring is
defined by the relationship between the amount the object compresses and the applied
force, or from the human’s perspective, the relationship between the amount a body part
travels and the force the human applies. Prior work showed that when position/motion
cues were perceived proprioceptively, spring discrimination performance did not signif-
icantly differ from when position/motion cues were perceived visually [12]. This study
is the first to compare task performance in a scenario relaying artificial proprioception
(via skin stretch feedback), natural proprioception, and visual feedback. Our goal is to
determine whether the skin stretch device is suitable for relaying positional cues to an
upper-extremity amputee using an artificial limb, so that a prosthetic arm can be used
in the absence of sight.

2 Background

2.1 Spring Perception

Proprioceptive, force, cutaneous, and/or visual cues combine to define an object’s stiff-
ness [15,19,25,27,28] by integrating information from sources such as muscle spindle
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fibers, Golgi tendon organs, joint angle receptors, cutaneous mechanoreceptors, and
corollary discharges (a copy of the efferent command that is sent to the sensory per-
ception area of the brain) [6,7,9,10,17]. To discriminate springs, humans use both force
and position cues when the distance the limb travels is variable, whereas humans use
only force cues when the distance the limb travels is fixed [18,23,26]. Position cues are
always sensed to identify the distance traveled. Spring discrimination capabilities may
improve if visual cues are relayed in addition to proprioception [28]; however, the visual
cues may dominate over kinesthetic cues when a visual-haptic mismatch exists [25].

2.2 Sensory Substitution for Upper-Limb Prosthesis Users

To relay proprioceptive information artificially, it is necessary to consider which sensory
modality to stimulate (e.g., audio, visual, haptic) and the location to stimulate (e.g., foot,
arm). Additionally, the sensory display should be unobtrusive and provide background
information that does not interfere with one’s daily activities [16]. We aim to provide
haptic feedback on a part of the body that is not actively used, and provide noninvasive
stimulation for reasons of safety and user comfort.

Electrocutaneous and vibrotactile stimulation have been explored for haptically and
noninvasively relaying information during upper-limb prosthesis use [2,4,13,20,21,22].
A major concern for electrocutaneous feedback is that the cues may be uncomfortable,
or even painful, if the stimulus is not properly designed. For vibratory feedback, a major
concern is that the stimulation may be uncomfortable and/or ignored if the signal is con-
tinuous. More recently, skin stretching devices were designed for artificially relaying
information [2,11]. These devices can relay positional cues by giving a direct mapping
between skin stretch amount and the artificial limb’s location. Skin stretch feedback was
shown to give superior targeting capabilities to vibratory feedback and no feedback [2].

3 Experimental Setup

3.1 Hardware

A custom user interface and skin stretch device, as shown in Figure 2, are used for
testing. Haptic and visual rendering updates occur at 1 kHz and 33 Hz, respectively.

Custom User Interface. The apparatus was first described in [12] and was slightly
modified for this study. It is a one-degree-of-freedom, impedance-controlled haptic de-
vice that allows control of a virtual spring by rotating one’s right index finger. The me-
chanical workspace of the device is approximately −10◦ to 60◦ of rotation. The user’s
right index finger attaches to the finger plate by a velcro strap, and the user grasps the
cylindrical tube, with outside diameter of 3.2 cm, so that motion is solely about the
metacarphophalangeal (MCP) joint. Visual feedback is provided on a Dell 1908WFPt
flat panel monitor (Texas, United States) with resolution of 0.2 mm/pixel. The horizon-
tal placement of the monitor was chosen by visual inspection so that the real finger is
aligned with the virtual finger, and the vertical placement was chosen so that the real
finger is offset from the virtual finger by approximately 0.09 m.
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Fig. 2. Setup for spring discrimination experiment on a custom haptic interface using skin stretch
feedback to the ipsilateral arm

An ATI Nano-17 6-axis force/torque sensor (North Carolina, United States), with
resolution of 0.0017 N along the testing axis, measures applied finger force. It is affixed
to the finger plate at an adjustable distance of l f −0.015 m, where l f is the distance be-
tween the MCP joint and finger tip. The finger plate is connected to a capstan drive with
a ratio of 10:1, which is driven by a non-geared, backdrivable Maxon RE 40 DC motor
(Sachseln, Switzerland). The capstan drive minimizes effects of friction and backlash
in the system, and increases the maximum torque output to 1.8 N·m. A HEDS 5540
encoder, with resolution of 0.018◦, is attached to the motor.

Skin Stretch Device. A characterization of the skin stretch device and results on its
performance during a targeting task are given in [29]. Here, the device conveys proprio-
ception by stretching the skin clockwise and counterclockwise. The maximum comfort-
able range-of-motion in each direction is 40◦. A Shinsei USR30-B3 non-backdriveable
ultrasonic motor (Himeji, Japan), with a capstan/cable transmission that has a speed
ratio of 6:1, applies a torque to the end-effector, and an optical encoder measures the
angular rotation. The end-effector is comprised of two cylindrical disks with diame-
ter of 1.4 cm spaced 2.6 cm apart. The body of the device was created using Shape
Deposition Manufacturing [3] and is fastened to the arm with velcro straps.

3.2 Sensory Conditions

The angular rotation of the virtual prosthetic limb is relayed by Vision, Proprioception,
Skin Stretch, or Skin Stretch with Vision. For each condition, 11 virtual springs are
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rendered, displaying stiffnesses of approximately kdes1,...,11 = 250 N/m to 330 N/m in
increments of 8 N/m. For all conditions, aside from Vision, the stiffnesses commanded
to the motor, kcmd1,...,11 , were offset from kdes1,...,11 to compensate for friction and in-
ertial forces in the system. Additionally, for all conditions the low-pass-filtered force
measurement, F̂f p,meas, is used in the controllers.

Proprioception. The user’s finger is permitted to rotate (Proprioception On), or it is
held stationary by mechanically locking the finger plate at 0◦ (Proprioception Off). The
former motion is elastic and the latter is isometric. The user presses on the finger plate
and feels a rotation of the finger about the MCP joint by an amount, θ f , as measured by
the encoder, and a resistive torque from the finger plate. The desired torque output by
the motor to the finger plate, τ f p,out put , is:

τ f p,out put =
π(l f − 0.015)

180◦
· kcmdiθ f (l f − 0.015), (1)

where the commanded stiffnesses are kcmd1,...,11 = (kdes1,...,11 + 5) N/m. A low-level pro-
portional controller with error gain of kp = 5.0 enforces the desired haptic response;
thus, the commanded motor torque, τ f p, is:

τ f p = τ f p,out put + kp[τ f p,out put − F̂f p,meas(l f − 0.015)]. (2)

Skin Stretch. The skin stretch device rotates on the user’s forearm to indicate the
location of the virtual finger (Skin Stretch On), or it is held stationary (Skin Stretch Off).
When Skin Stretch is On, the user’s real finger is fixed in place by mechanically locking
the finger plate at 0◦. The desired rotation amount for the skin stretch device, θssdes ,
is defined by the user-selected maximum force, Fmax, and the commanded stiffnesses,
kcmd1,...,11 = (kdes1,...,11 − 7) N/m, giving:

θssdes =

⎧⎨
⎩

40◦F̂f p,meas
Fmax

kcmd1
kcmdi

, if F̂f p,meas ≤ Fmax

40◦, if F̂f p,meas > Fmax

. (3)

The rotation amount of the device, θssmeas , is obtained from encoder measurements,
and a low-level proportional controller with error gain of kpss = 2.0 s−1 commands the
rotational speed, ωsscom , as:

ωsscom =

{
0, if

∣∣θssdes −θssmeas

∣∣< 0.08◦

ωsscom = kpss(θssdes −θssmeas), otherwise
, (4)

where a deadband of 0.08◦ was implemented to eliminate chatter.
For the Skin Stretch with Vision condition, angular rotation of the virtual finger, θv f ,

on the monitor is displayed as:

θv f =
θssmeas Fmax

40◦kcmd1

180◦

π l f
. (5)
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Vision. A graphical representation of the virtual finger is either displayed on the mon-
itor (Vision On), or it is not displayed (Vision Off). The virtual finger is rendered as
a vertical line the length of the user’s real finger, l f . The lower endpoint of the vir-
tual finger is connected to a stationary vertical line that represents the subject’s hand,
and both lines are solid black with a thickness of 2.0 mm. The commanded stiffnesses
are kcmd1,...,11 = kdes1,...,11 N/m, and the amount the virtual finger rotates about its lower
endpoint in the counter-clockwise direction from the 0◦ vertical positions, θv f , is:

θv f =
F̂f p,meas

kcmdi

180◦

π(l f − 0.015)
. (6)

3.3 Relationship to Myoelectrically Controlled Upper-Limb Prosthesis Use

The goal of this study was to assess the feasibility of using skin stretch for relaying
proprioceptive information under idealized control conditions. The primary application
we focus on is myoelectrically controlled upper-limb prosthesis use; however, this study
can extend to the role of artificially relaying proprioception for other scenarios including
teleoperating a system. Figure 1 displays how a myoelectrically controlled upper-limb
prosthesis user and a user of our experimental setup perceive the location of the artificial
limb. The efferent commands are similar for all scenarios – for our study, the force
sensor measures the user’s intentions and for upper-limb prosthesis use, EMG sensors
measure the user’s intentions. Measurements of the user’s intended motion are cleaner
and clearer with our system than with myoelectric sensing, and the ability to control the
virtual limb with our system is less variable to real-world effects of friction and inertia
that are witnessed when using a real artificial limb. For this reason, we conduct testing
with intact individuals and not upper-extremity amputees.

Differences in sensing occur in the afferent pathways, specifically how motion is re-
layed. For all scenarios, corollary discharges convey position/motion information. Ad-
ditionally, forces convey location; for our study, forces are perceived at the right index
finger and palm of the hand, which is grasping the cylindrical tube, and for artificial
limbs, forces are perceived throughout the socket, or the location where the prosthesis
attaches to the user. Motion is also relayed visually, proprioceptively, and/or through
skin stretch. During upper-limb prosthesis use and our Vision condition, the motion
of the artificial limb and of the virtual line are respectively perceived through sight.
During Proprioception, motion is perceived through the movement of the real finger.
During Skin Stretch, motion is perceived through the stretching of the user’s skin. And
last, during Skin Stretch with Vision, motion is perceived through both skin stretching
and sight. For this study, the real finger is fixed in space, and for upper-limb prosthesis
use, the phantom limb may be at a fixed location. Thus, for all scenarios, aside from Pro-
prioception, stationary positional cues are relayed and sensory integration likely occurs.

4 Methods

4.1 Task

The method of constant stimuli was used to quantify perceptual performance. Partic-
ipants completed a two-alternative, forced-choice task by pressing on two springs – a
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comparison (kcmd1,··· ,5,7,··· ,11) and standard (kcmd6 ) – and indicating which is more com-
pliant. Pilot testing indicated that discriminating compliance was more intuitive than
stiffness (the more compliant the spring, the more the skin stretch device rotates).

To begin a trial, the participant presses a specified key on the keyboard. All keyboard
presses were made using the left hand. The participant uses the right index finger to
press on the finger plate, rotating about the MCP joint only. To switch between springs,
he or she applies less than a threshold force and then presses the space bar. The thresh-
old force ensures that when the springs change, the participant does not perceive a
visual and/or haptic change. The speed of rotation of the natural and artificial fingers is
limited to less than 100◦/sec to ensure that linear virtual springs with comparable stiff-
nesses are rendered across all conditions. Also, the maximum applied force allowed
is set to Fmax to ensure that the whole workspace of the skin stretch device is used. If
the participant’s speed or applied force exceeds a limit, a visual indicator is posted on
the monitor and is only removed by pressing the space bar. Once finished exploring the
springs, the participant presses the ‘1’ or ‘2’ key on the keyboard to identify the spring
that is more compliant; this marks the end of the trial. The participant is limited to 30 s
of exploration time for each trial, excluding time during which error messages are dis-
played. This was shown to be a reasonable length of time to comfortably explore the
springs and respond [12].

4.2 Procedures

The experiment was conducted in two sessions to minimize fatigue and boredom. Ses-
sions were held on consecutive days and each lasted approximately 90 min. During each
session, the participant was presented with two of the four conditions. Presentation or-
der of conditions, presentation order of comparison springs, and placement location
of the comparison spring (i.e., Spring 1 versus 2) was randomized for all participants
across all conditions.

The first session began by adjusting the haptic interface for the participant’s com-
fort and use. The participant was outfitted with the skin stretch device, which was to
be worn throughout the entire experiment, on the right upper forearm. Red-e TapeTM ,
a strong skin-safe adhesive, maintained contact between the participant’s arm and the
device’s end-effector. Next, the participant calibrated the device by pressing the force
sensor, which was locked in place, with a moderately high force, Fmax, that could be
sustained throughout the session. Then the skin-stretch controller was turned On, and
the participant pressed on the force sensor to learn the mapping between the input force
and the output device rotation. Four trials were performed for each condition, for a total
of 16 trials, with the softest spring presented twice followed by the stiffest spring. Pre-
sentation order of the conditions during this learning phase was always Proprioception,
Vision, Skin Stretch, and Skin Stretch with Vision. During Skin Stretch with Vision,
the participant was instructed to attend to both sensory modalities equally so that the
weighting of each would be equal.

At this time, the participant began the practice trials. His/her hand was concealed so
that visual feedback from the real finger’s motion was not possible. The participant’s
measured finger speed was indicated by a visual display. The discrimination task was
performed once for each comparison spring for a total of ten trials, and feedback was
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Fig. 3. Psychometric curve for an example condition of an example participant. Proportion of
“stiffer than” responses for each comparison spring (a) as data was originally collected, and (b)
in the flipped- and folded-over condition.

given on whether the response was correct so that the range of stiffnesses was learned.
The participant then began the testing trials. Headphones playing white noise were worn
to mask auditory cues from the apparatus and distractions in the room. The discrimination
task was performed 10 times for each of the 10 comparison springs, for a total of 100 tri-
als, with a 90 s rest break after every block of 25 trials. Feedback was not provided as
to whether the participant responded correctly so that learning no longer occurred. Last,
the participant completed a questionnaire, commenting on methods used to discriminate
between springs (e.g., pressing the spring and holding at a constant force, pressing con-
tinuously) and rating the difficulty of the task. After completing the questionnaire for
the first condition, the participant then completed the practice, testing, and questionnaire
phases for the second condition. This marked the completion of the first session.

The second session was nearly identical to the first, with the participant completing
the practice, testing, and questionnaire phases for the two remaining conditions. Then
the participant filled out an additional questionnaire, giving his/her age, gender, ex-
perience with haptic virtual environments, health concerns, experience using the right
finger in dexterous motions, ranking of the usefulness of each condition for discrimi-
nating, and additional comments.

4.3 Subjects

Approval was obtained from the Johns Hopkins University Homewood Institutional Re-
view Board to collect data from human subjects. Six female and two male volunteers,
who were all healthy with no neurological illnesses or right hand impairments, partic-
ipated with informed consent. They ranged in age from 19 to 27 years, in right index
finger length from 7.8 cm to 9.4 cm, and in self-reported virtual environment experience
from ‘None’ to ‘Some’. Participants were monetarily compensated for their time.

4.4 Data Analysis

Participant responses were first converted from compliance to stiffness to be consis-
tent with prior work in which the study is discussed using stiffness. The proportion of
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responses in which the user states that the ith comparison spring is stiffer than the stan-
dard spring, PSi, was then calculated. The average stiffness of all springs, k1,...,11, was
estimated using the method of total least squares, in which a best-fit line quantified the
relationship between the force and position data acquired when pushed the spring [19].
Figure 3(a) plots the psychometric curve of PSi versus ki for an example participant.
Next, we quantified perceptual performance by calculating Area Under the Normalized
Curve (AUNC), since it gives a cumulative description of discrimination capabilities
and allows perceptual performance to be compared across conditions. The more tradi-
tional estimation of Weber fraction to compare perceptual performance was not used
since we were not able to a get a goodness-of-fit for a number of the conditions and
subjects with this analysis method.
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Fig. 4. Mean and standard error of AUNC across all sensory conditions for all subjects

To obtain AUNC, the psychometric curve, e.g., Figure 3(a), was flipped- and folded-
over (FFO), e.g., Figure 3(b), to account for perceptual biases about the standard spring.
Thus, kFFO1,...,5,7,...,11 and PSFFO1,...,5,7,...,11 were obtained respectively by:

kFFOi =

{
k6 +(k6 − ki), for i = 1, . . . ,5

ki+1, for i = 6, . . . ,10
, and (7)

PSFFOi =

{
1
2 +( 1

2 −PSi), for i = 1, . . . ,5

PSi+1, for i = 6, . . . ,10
. (8)

Then kFFO1,...,10 and the corresponding PSFFO1,...,10 were sorted from lowest to highest
stiffness, and AUNC, AUNC , was estimated by:

ARectangle j = PSFFOj (kFFOj+1 − kFFOj ) (9)

ATriangle j =
1
2
(PSFFOj+1 −PSFFOj )(kFFOj+1 − kFFOj ) (10)

AUNC =
9

∑
j=1

(ARectangle j +ATriangle j). (11)
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5 Results

5.1 Task Performance

A within-subjects one-way analysis of variance (ANOVA) with a Geisser-Greenhouse
epsilon-hat adjustment to correct for violations of sphericity evaluated the effect of
condition on task performance and exploration methods. AUNC results for all subjects
across all conditions are summarized in Figure 4; sensory condition was not found to
significantly affect perceptual performance [F(3,21) = 0.84, ε̂ = 0.5134, p = 0.43].
This finding indicates that the spring discrimination task may be achieved using posi-
tion/motion feedback from the skin stretch device. Sensory type was also not found to
affect number of spring presses [F(3,21) = 0.42, ε̂ = 0.5800, p = 0.64], total time spent
pressing springs [F(3,21) = 1.54, ε̂ = 0.6964, p = 0.25], or maximum penetration depth
[F(3,21) = 1.18, ε̂ = 0.5191, p = 0.33]. This suggests that the manner in which the dis-
crimination task is performed may not significantly change if the skin stretch device is
used to convey positional cues.
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Fig. 5. Median, lower, and upper quartiles across all sensory conditions and subjects for (a) use-
fulness rankings and (b) task difficulty ratings

5.2 Questionnaire

The Friedman test, a nonparametric version of the within-subjects one-way ANOVA,
identified the effect of condition on perceived task difficulty and usefulness rankings.
User ratings for task difficulty across all subjects and conditions are given in Figure 5(a).
Sensory condition was found to have a significant effect [χ2(3) = 9.64, p = 0.022],
however a post-hoc analysis using the Wilcoxon Signed-Rank Test and a Bonferroni
correction (significance level of p < 0.008), did not find any pairs to significantly dif-
fer. Usefulness rankings across all conditions and subjects are shown in Figure 5(b);
sensory condition was not found to have an effect [χ2(3) = 4.95, p = 0.176].

6 Discussion

The feasibility of using a skin stretch device to replace visual cues during upper-limb
prosthesis use was investigated. The skin stretch device was not found to alter task
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performance or exploration method when compared to natural vision or propriocep-
tion. A possible reason for why statistical significance was not observed is because of
the limited number of subjects tested. However, the means in AUNC differ by such a
small amount across the conditions, that practically, in the absence of sight, the force
cues felt at the right index finger and hand along with the positional cues relayed by
the skin stretch device provide sufficient information for discriminating springs. Thus,
the results indicate that the device is suitable for relaying position information during
the tested object manipulation task.

Subjective responses gave similar results to the quantitative findings. Usefulness
rankings for each condition were not found to significantly differ. The lack of significant
differences may be because of the limited information conveyed from the data collected;
the more informative ratings (e.g., 1 through 10), rather than rankings, may have been
more descriptive. A statistically significant difference was found for task difficulty, but
the post-hoc test used for nonparametric data is very conservative and did not find any
significantly different pairs. Based on the median values in Figure 5, it seems that the
task is perceived as more difficult when using the skin stretch device than when using
sight or proprioception; additional subject testing will illuminate whether this is true.

The addition of vision to skin stretch was not found to enhance perceptual perfor-
mance or the subjective experience over skin stretch alone. Even though a goal is to
reduce the visual demand while using a prosthesis [1], based on our results we do not
recommend the skin stretch device for use in addition to sight during similar manipu-
lation tasks. Obtaining positional cues from the skin stretch device may make the task
feel more difficult than using sight alone.

Future research could test the effect of longer training time with the device on task
performance and subjective ratings. Also, additional studies could investigate the feasi-
bility of using several skin stretch devices simultaneously to convey a richer and higher
dimensionality of hand configuration.
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Abstract. We present a new haptic augmented reality system that modulates the 
perceived stiffness of a real object by changing the perceived material with vi-
bratory subtraction and addition. Our system consists of a stick with a vibrotac-
tile actuator and a pad with an elastic sheet. When a user taps the pad, the innate 
vibration resulting from the tapping is absorbed by the elastic surface. Simulta-
neously, the vibrotactile actuator provides the intended vibration, which 
represents a modulated perceived material property such as rubber, wood, or 
aluminum. The experimental results showed that the participants were able to 
discern the three materials by tapping. 

Keywords: haptic augmented reality, material, stick-type interface, stiffness 
modulation, vibrotactile sensation. 

1 Introduction 

Haptic augmented reality (haptic AR) is an emerging haptic research area where a 
user can touch an augmented or untouchable environment [1, 2]. The system 
generally consists of a haptic display and a sensor to measure the environment. 

Stiffness, which is one of the most fundamental haptic properties, has been suc-
cessfully modulated by a haptic AR system. Nojima et al. proposed SmartTool, which 
is composed of a stylus with an active force feedback device and a sensor attached at 
the tip of the tool [3]. The active force feedback provides a reactive force according to 
the information detected by the sensor, which lets the user touch and know an un-
touchable boundary, such as the interface between oil and water, as if the interface got 
a stiff wall. Jeon and Choi proposed a haptic AR system that modulates the stiffness 
of a real object [2]. The system is composed of an active force feedback device and 
force sensor to measure the reaction force from the surface of the real object and con-
trol the device. 

However, both systems require an active force feedback device, which is generally 
expensive and complicated. Therefore, in contrast to visual and audio AR systems, it 
is difficult to apply their systems to daily life, such as for entertainment. 
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This paper thus proposes a new haptic AR system to modulate the perceived stiff-
ness of a real object, but with a simple implementation that focuses on a “tapping by a 
stick” situation. The paper first begins with a review of previous work on stiffness 
representation by simulation of material vibrations resulting from tapping and stylus-
type haptic AR devices. Next, we describe our proposal, which modulates the per-
ceived stiffness of a real object by changing the perceived material via vibratory  
subtraction and addition. We then present a material identification experiment to 
demonstrate the efficacy of our proposal. Finally, the paper ends with the conclusion 
and a description of potential applications. 

2 Previous Work 

2.1 Haptic Simulation of Tapping Object 

When tapping the surface of a hard object, we can discern the material by using haptic 
cues without requiring visual or acoustic ones. The haptic sensation consists of a 
kinesthetic sensation (i.e., reactive force from the surface of the object) and 
vibrotactile sensation (i.e., cutaneous mechanical deformations and vibrations).  

Various methods have been proposed to present kinesthetic and vibrotactile sensa-
tions. Wellman and Howe proposed mounting of a vibrator on an active force feed-
back device [4]. Okamura et al. presented both kinesthetic and vibrotactile stimuli 
solely through an active-force feedback device [5]. Both groups employed the follow-
ing decaying sinusoidal waveform to simulate the vibration resulting from tapping:  

 Q(t) = A(v)exp(-Bt)sin(2πft) (1) 

The vibratory acceleration Q is determined by the amplitude A as a function of the 
impact velocity v, decay rate of sinusoid B, and sinusoid frequency f, where A, B, and 
f are dependent on the type of material. Okamura et al. used their vibration model to 
simulate three materials (rubber, wood, and aluminum) and demonstrated that users 
could successfully discern the materials. However, both proposals require an 
expensive haptic display. 

Hachisu et al. proposed a technique using pseudo-haptic feedback to provide kines-
thetic sensation instead of an active-force feedback device [6, 7]. Pseudo-haptic feed-
back is a haptic illusion where visual cues create a haptic sensation without a physical 
haptic stimulus [8]. However, full substitution of kinesthetic sensation by this illusion 
is still not possible. 

2.2    Stylus-Type Haptic AR Devices 

The Haptic Pen [9] and Ubi-Pen [10] are both stylus-type devices with embedded 
vibrators and tactile actuators. In these devices, the kinesthetic sensation is naturally 
presented by real contact, whereas the vibrotactile sensation is added to present the 
geometrical properties on the touch panel. 



 Augmentation of Material Property by Modulating Vibration Resulting from Tapping 175 

 

3 Proposal 

3.1 Concept 

To deal with the high cost issue of kinesthetic feedback, we apply the real reactive 
force generated by contact with a real object like previous stylus-type haptic AR 
devices. We also modulate the perceived stiffness by adding a decaying sinusoid 
vibration at the moment of contact. However, the addition of the vibration is not 
enough for modulation because the innate vibration still exists. 

We previously proposed the idea of subtracting the vibrotactile sensation by simply 
using an elastic sheet and then presenting the intended vibration through a vibrotactile 
actuator embedded in the stick (details are described in the following section) [11]. 

Furthermore, to achieve real-time superposition of the vibrotactile actuation on the 
real contact, we use conduction to detect contact between the stick and the surface of 
a real object; this is simply implemented by using an I/O port on a microcontroller. 

3.2 Implementation 

Stick. The stick and its internal configuration are shown in Fig. 1. The head is made 
of acrylonitrile butadiene styrene (ABS) resin, and its surface is covered with conduc-
tive coating material; it is connected to a power-supply voltage from the microcon-
troller. The handle is made of aluminum and has an embedded voice-coil type  
vibrotactile actuator (Tactile Labs Inc., Haptuator [12]). The length and weight of the 
stick are 200 mm and 90 g, respectively. 

Fig. 2 shows the frequency response of the stick. The data was collected by provid-
ing a sinusoidal input (1 Vrms; from 10 Hz to 500 Hz in increments of 10 Hz) to the 
actuator and measuring the acceleration at the handle using an acceleration sensor 
(Kinonix Inc., KXM52-1050). 

 

Fig. 1. Stick: The left image shows the exterior, and the right shows the internal configuration. 
The voice-coil type actuator is embedded. 

Pad. The pad is composed of an elastic sheet and a thin conductive sheet on top. The 
conductive sheet is made of aluminum, and its thickness is less than 0.05 mm. The con-
ductive sheet is connected to an I/O port of a microcontroller (NXP Semiconductors,  
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Fig. 2. Frequency response of the stick to various input frequencies 

mbed NCP LPC1768) and to a signal ground through a pull-down resistor. The elastic 
sheet is made of styrene elastomer, which is generally used for impact and vibration 
absorption. The thickness of the elastic sheet is 3 mm. 

System and Principle. Our proposed devices are implemented in a system consisting 
of the microcontroller, an audio amplifier (Rasteme Systems Co., Ltd., RSDA202), 
the stick, and the pad (Fig. 3). 

 

Fig. 3. System configuration 

When the head of the stick contacts the surface of the pad, the pad first absorbs the 
vibration resulting from the collision. At the same time, the voltage of the I/O port 
changes from low to high. This allows the microcontroller to detect the collision 
instantly. Then, the microcontroller outputs the decaying sinusoid waveform from its 
D/A port to the actuator in the stick through the audio amplifier. Finally, the user feels 
the stiffness modulated by subtracting and adding vibrations. The refresh rate of the 
D/A port is 10 kHz. 
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Note that our system employs the decaying sinusoid model as described in equa-
tion 1. However, at present, the strength of the impact is not considered, i.e., the ini-
tial amplitude is set to be constant. 

4 Experiment 

We verified the efficacy of our proposal by testing whether participants could discern 
the materials. 

4.1 Experimental Setup and Procedure 

In this experiment, we used three pads on an acrylic board, as shown in Fig. 4. Three 
vibration models (rubber, wood, and aluminum) were applied to each pad in random 
order. We also prepared real samples of each material for comparison. The size of the 
pads and real samples was 50 mm × 50 mm × 3 mm. We employed Okamura’s 
parameters [5] as the vibration models, as shown in Table 1. As mentioned in the 
previous section, our current system fixes the initial amplitude. 

The participants were asked to select the perceived materials for each pad from 
three candidates (rubber, wood, and aluminum). They were informed that there was 
no overlap. They were allowed to tap the pads and the real samples freely during trials 
but were asked to do so lightly; this was because our current system cannot handle 
intense vibrations, and we wanted them to discern the materials via vibrotactile rather 
than kinesthetic cues. The participants were unaware of the correct answer. There was 
no limit on the time taken to respond. Each participant performed this identification 
experiment three times. 

Twelve participants—eleven men and one woman—aged between 20 and 35 
(mean = 24.4; SD = 3.8) took part in the experiment. All participants were right-
handed. None of them was familiar with the research. 

 

Fig. 4. Setup for the experiment 
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Table 1. Vibration parameters 

 A [m/s2] B [s-1] f [Hz] 
Rubber 1.0 60 30 
Wood 0.7 80 100 

Aluminum 1.3 90 300 

4.2 Results 

One participant’s data was eliminated due to his comment that he tried to identify the 
material by the reactive force (kinesthetic sensation) and ignored the vibrotactile 
sensation. 

The answer rates for three vibration models on the pads are listed in Table 2. The 
correct answer rates (cells highlighted in yellow) were higher than 70%. In particular, 
aluminum was successfully identified in most of the trials (90.9%). Most errors oc-
curred by confusion between rubber and wood. 

As shown in Table 3, the correct identification rate (i.e., the correct identification 
of all three materials by a participant) was 72.7%. The rates increased as the trials 
progressed, and most of the participants correctly identified all three materials by the 
third trial (90.9%). 

Table 2. Results of the experiment: Answer rates for three vibration models. Yellow cells 
represent the correct answer rates. 

 Vibration models 
Answer Rubber Wood Aluminum 
Rubber 81.8% 18.2% 0.0% 
Wood 18.2% 72.7% 9.1% 

Aluminum 0.0% 9.1% 90.9% 

Table 3. Rates for the correct identification of materials (i.e., correct identification of all three 
materials by a participant) 

Fist trial only Second trial only Third trial only Overall 
54.5% 72.7% 90.9% 72.7% 

4.3 Discussion 

The overall correct rate for material identification was lower than the results from 
Okamura’s experiment (83.3%) [5], which employed an active-force feedback device. 
On the other hand, the rate of the third trial was similar to Okamura’s result (85.7%). 
The tendency for errors owing to confusion between rubber and wood was also 
reported by Okamura. These observations show that it is possible to represent 
perceived material properties by employing the decaying sinusoid model in a haptic 
AR environment as well as a virtual one. 
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After the experiment, three of the participants reported that they were able to iden-
tify the materials through a vibrotactile cue, but the absence of a repulsive sensation 
induced an uncomfortable sensation. This was because the elastic sheet of the pad 
absorbed the impact as well as vibration. Employing an elastic sheet with a high coef-
ficient of restitution might be one solution to providing a repulsive force. However, 
this solution may induce a similar uncomfortable sensation when the user taps the pad 
for the rubber model. To deal with this difficulty, as future work, we would like to 
vibrate the pad as well as the stick in order to control the repulsive force. 

In addition, we must consider the materials of the conductive sheet and head of the 
stick because they are also related to the default haptic cue. Thus, it is necessary to 
adopt the optimal materials for the stick and pad. 

Interestingly, two of the participants reported that they felt a magnet-like force that 
attracted or repelled the stick when tapping the pad. This phenomenon was only ob-
served when the rubber model was adopted. Currently, we cannot explain why this 
force sensation was generated. Future work will involve investigation of the behavior 
between the stick and pad using a high-speed camera. 

5 Conclusion 

This paper describes a haptic AR system that focuses on tapping, which modulates the 
perceived stiffness of a material by subtracting and adding vibrations. The system 
consists of a microcontroller, audio amplifier, stick, and pad. We carried out an 
experiment to demonstrate the efficacy of our proposal. The experimental results 
showed that the participants were able to discern the three materials that we 
simulated. Notably, almost all of the participants correctly identified all three 
materials in the third (final) trial (90.9%). 

 

Fig. 5. Example application. Enhancing the touch interface enables haptic interaction with 
musical instruments (xylophone and glockenspiel) on a tablet PC [11]. 
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The current system employs Okamura’s parameters for the decaying sinusoidal 
waveform [5], which was obtained with a different haptic device. Therefore, the pa-
rameters should be obtained with our system for optimization. Furthermore, as de-
scribed in the previous section, optimization of the materials (elastic sheet, head of the 
stick, etc.) is another part of future work. 

We have considered several applications for the stick-type haptic AR system. 
Touching and feeling the image of a visual AR is one possibility, which can be 
achieved by superimposing the visual image on the conductive sheet with a projector 
(in this case, the aluminum sheet should be replaced by another sheet that will work 
both as a screen and as a conductive sheet). Enhancing the touch interface with tactile 
feedback is another possibility. This can be achieved by employing a transparent elec-
trode sheet as the conductive sheet on top of the multitouch interface. This can be 
applied to musical instruments, especially chromatic percussions such as the xylo-
phone and glockenspiel, as proposed in [11] (Fig. 5). 
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Abstract. Multimodal simulations augment the presentation of abstract con-
cepts facilitating theoretical models understanding and learning. Most simula-
tions only engage two of our five senses: sight and hearing. If we employ  
additional sensory communication channels in simulations, we may gain a dee-
per understanding of illustrated concepts by increasing the communication 
bandwidth and providing alternative perspectives. 

We implemented the sense of touch in 3D simulations to teach important 
concepts in introductory physics. Specifically, we developed a visuo-haptic si-
mulation for friction. We prove that interactive 3D haptic simulations – if care-
fully developed and deployed – are useful in engaging students and allowing 
them to understand concepts faster. We hypothesize that large scale deployment 
of such haptic-based simulators in science laboratories is now possible due to 
the advancements in haptic software and hardware technology.  

Keywords: Haptics, Friction, Physics, e-Learning. 

1 Introduction 

Simulators are often used to illustrate abstract concepts that are generally difficult to 
grasp.  Students may gain a deeper understanding of these concepts when using simu-
lators that provide one or many accurate contexts for them [1]. Due to the flexibility 
of simulators in terms of configuration and range of options, they are sometimes supe-
rior to traditional laboratory experiments. For instance, simulators can be used to 
illustrate concepts that would otherwise require expensive equipment. Even in cases 
where the equipment itself is inexpensive, such as the wooden blocks and inclined 
planes commonly used in laboratory exercises studying friction, there is a limit to the 
number of different physical realizations of the block and board that can be either 
purchased or stored. Students can also manipulate components of a simulated  
environment in ways that are impossible in some traditional experiments. In the 
aforementioned case of the wooden block and inclined plane, the values of the fric-
tional coefficients can be varied smoothly and over an arbitrary range at will within a 
simulator. Furthermore, one of the problems with the physical study of friction is the 
relative lack of reproducibility; a student who places the block in a slightly different 
location on the plane (or who happens to put the block down on a different side) may 



182 F.G. Hamza-Lup and W.H. Baird 

 

get significantly different results between trials. In this case, the laboratory exercise 
may cause confusion rather than enhance concept understanding. 

Haptics is the science of applying the tactile sense to computer applications, enabl-
ing users to receive tangible feedback, in addition to receiving other cues (e.g., audito-
ry and/or visual). The tactile sense is frequently employed to understand the world 
around us [2]. With haptic devices, students are able to experience tactile sensations 
in the simulated environment, enabling a potentially deeper understanding of concepts 
and phenomena.  

The paper is structured as follows. In Section 2 we present research and develop-
ment work related to our visuo-haptic simulator. In Section 3 we focus on the user 
interaction from the visual and haptic perspective. In Section 4 we present the expe-
rimental setup deployed in a classroom environment and provide an analysis of the 
results. We conclude with a few remarks regarding the development of the visuo-
haptic simulator and assessment in Section 5. 

2 Related Work 

Interest in the field of haptics has increased in recent years, mainly due to the poten-
tial applications in entertainment (e.g., games) and medical training. Our current focus 
is to develop and assess the efficiency of haptic applications in education. 

There are several research programs focusing on applications of haptics into higher 
education. Stanford University has developed a low-cost haptic device, the haptic 
paddle, to augment teaching undergraduate dynamic systems courses [3]. The system 
was adopted and modified by Rice University researchers to fit their undergraduate 
course needs [4]. A group from Ohio University has developed several haptics-based 
activities to demonstrate concepts from physics to undergraduate engineering students 
[5]. At the University of Michigan, two haptics interfaces, the iTouch Motor and the 
Box, were designed for use in a system dynamics course and an embedded control 
systems course [6]. 

Haptics use has also expanded into K-12 education. For example, an atomic force 
microscope allows middle and high school students to physically manipulate live 
viruses over the Internet, enhancing their understanding of virus morphology [7] and 
significantly increasing their interest in science. Haptic Virtual Manipulatives [8] 
have been developed to help teach mathematics to students with learning disabilities. 
The group at the Ohio University pushed haptics even further by developing a set of 
downloadable tutorials for high school physics students [9].  

An interesting haptics-based system for modeling complex molecular structures 
has been developed, which allows students to study molecules that are too difficult to 
represent in a textbook using the traditional ball-and-stick method [10]. Users are able 
to feel forces at the molecular level using the Interactive Molecular Dynamics system 
by manipulating molecules in a haptic simulation [11]. Johns Hopkins University has 
promoted the incorporation of haptics into all levels of education. For instance, they 
suggested the installation of haptic interfaces in museums to help demonstrate scien-
tific and mathematical phenomena [12]. The University of Patras in Greece developed 
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simulators to provide instruction to children in various areas of science, including 
space exploration and Newton’s laws [13]. What all these simulations have in com-
mon is a framework of forces that can be simulated using haptics to emphasize and 
enhance abstract concept understanding. In the following section we draw the spot-
light on the static and kinetic friction model.    

3 Simulating Friction 

When developing visuo-haptic simulators, we look for concepts that involve forces, 
so we can present these concepts from a novel perspective. We chose friction since 
we observed that students have difficulty applying the theoretical concepts to prob-
lems. To provide a different perspective on the forces that act on a block on an in-
clined plane, we developed a 3D visuo-haptic simulator. 

The theoretical framework defines three types of friction forces: static, which pre-
vents the initial movement of an object along a surface; kinetic, which replaces static 
friction once the object is in motion; and rolling, which acts on a rolling object. 

Static friction is defined by the inequality Fs ≤ μs N, where Fs is the force of static 
friction, μs is the coefficient of static friction, and N is the normal force. The maxi-
mum value of the static friction Fs

max is equal to μs N. Fig. 1 illustrates the forces that 
act on an object being pushed up an inclined plane. We can visualize the normal force 
N (vector pointing up perpendicular to the plane), the user-applied force F (pointing 
right), static friction Fs (pointing in the opposite direction of F in this case), and the 
force of gravity G. 

 

   
Fig. 1. Forces acting on a block pushed up on an inclined plane 

The fact that the static frictional force is described by an inequality is the ultimate 
source of difficulty for many students. Since all forces they have seen before are de-
scribed by ordinary equalities, they tend to set Fs = Fs

max. Depending on the problem, 
students may not be able to realize their mistake (e.g., when an object is pushed with a 
force greater than Fs

max). If the force applied to an object is less than Fs
max, the use of 

the incorrect equality Fs = Fs
max  yields the nonphysical result that an object will move 

in the opposite direction of the force being applied. This dynamic component neces-
sary to understand this phenomenon, however, cannot be illustrated in a textbook. 
Assume a student is given a problem like the one illustrated in Fig. 2, where the she 
must determine if and which way the blocks will move, and with what acceleration. 

G

F

Fs 

N
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Because – for the right values of each mass, angle of inclination, and coefficient of 
static friction  – the system can move in either direction or be in equilibrium, looking 
only in a textbook figure, there is nothing to help the student realize that she is mak-
ing an error by setting Fs = Fsmax. An interactive haptic simulation where she could 
feel and see the forces, however, could complement the in-classroom teaching materi-
al.  This would be especially beneficial while the concepts are fresh in memory, be-
fore experimenting in the laboratory. 

 

 

Fig. 2. A typical friction problem – traditional laboratory experiments 

In the following sections provide a description of the visual component (the graph-
ical user interface) and the haptic component (the haptic user interface – HUI). The 
complexity of the system comes from the requirement to obtain an ideal perceptual 
integration of the visual and haptic cues while maintaining high levels of interactivity. 

3.1 The Visual Component 

We employed the H3D API [14], Extensible 3D (X3D) [15], and the Python scripting 
language [16] to develop the simulator. 

As illustrated in Fig. 3, the visual component of the simulator consists of an in-
clined plane, a set of floating menus for the configuration of the experiment, and the 
visual pointer of the haptic device (shown as a small dot). 

 

   

Fig. 3. Force magnitudes represented as arrows, as the user pushes the block up. The dot on the 
leftmost image near the block represents the position of the haptic pointer. 

By using the menus in the heads-up display, the students can control parameters 
such as the block’s mass, the coefficients of friction, and the slope of the plane. Such 
configuration changes allow students to see and feel the effects each parameter has on 
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the forces. The magnitude of the force vectors are displayed in the other menu, enabl-
ing students to observe how these forces vary in response to configuration changes. 
Furthermore, the force vectors are displayed dynamically as small arrows of varying 
length during the interaction with the block. To obtain a different perspective of the 
scene, the student may change the viewpoint by rotating a disk at the bottom of the 
screen. The interaction can be recorded in a sequence of screenshots or small movies 
and used later to complement course material or laboratory sessions. 

3.2 The Haptic Component 

The HUI relies on the Novint hardware. We employed the Novint Falcon haptic de-
vice [17] because of its compatibility with the H3D API, its haptic resolution charac-
teristics, and its affordability. The cost becomes an important aspect, as we intend to 
equip classrooms of thirty to forty students with one haptic interface per computer. 
Most physics laboratories can also be enhanced by connecting these devices to avail-
able computers (using a plug-n-play USB connection). Students can now use the No-
vint Falcon to interact with the virtual block and plane, and feel the resulting forces, 
as illustrated in Fig. 4.  
 

  

Fig. 4. Student using the haptic friction simulator: room view (left) and screen snapshot (right) 

There are several challenges to implementing these haptic components. Because the 
Falcon device has a limited range of movement (i.e., physical working volume), it is 
possible to push the virtual block to an unreachable physical area if enough force is 
applied. Since the H3D API does not provide any tools for boundary implementation, 
we impose special boundary conditions on the virtual objects in the scene. We ac-
complished this by monitoring the block’s momentum and position, and defining a 
range for the block movement in either direction. If the student attempts to push the 
block beyond these limits, a net force of zero is sent to the block to keep it stationary. 
If, however, enough force is applied, the block will continue moving according to its 
momentum and may go beyond the set boundaries. To deal with this case, we invert 
the block’s momentum. The user will interpret this as the cube running into an invisi-
ble wall when the boundaries are reached. To simplify user interaction, we also  
constrained the movement of the block to one axis, movement up and down on the 
inclined plane. 
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4 Experimental Design and Results 

The main goals of the simulator are to enhance student learning, capture student atten-
tion, and involve undergraduates in interdisciplinary research. We also want to pro-
mote the widespread educational use of this simulator, so we carefully considered the 
cost factor. A detailed discussion regarding cost will be presented in the conclusion 
section. In what follows, we describe the experimental framework used to objectively 
and subjectively measure the simulator’s efficiency.  

4.1 Simulator Efficiency Assessment 

In the spring and summer of 2011, we performed several sets of experiments to de-
termine the impact of the simulator in an introductory college level Physics course. 
We had a total of 86 participants in the experiments. 

Before participating in the learning activity, the students took a pre-test, which 
aimed to evaluate their prior knowledge for learning the subject unit.  The pre-test 
showed that most students had only a rudimentary knowledge of static and kinetic 
friction, with the average score being 36.7% (random chance would yield a score of 
19.7%). 

After the pre-test, the students received a 50-minute conventional lecture about 
static and kinetic friction. The lecture was followed by a post-test about static and 
kinetic friction.  

Post-test results were used to divide the students into two groups (A and B, illu-
strated in Fig.5) such that each group had equivalent post-test performance. A t-test 
on the post-test scores of the two groups showed no significant difference (t=1.49, 
p>.05), implying that the groups had equivalent theoretical knowledge before partici-
pating in the laboratory activity.  
 
 

 

 

Fig. 5. Assessment – groups and tests 

After the division into groups, group A performed lab experiments using the visuo-
haptic simulator while students in group B performed similar experiments in a tradi-
tional laboratory setup (see Fig. 2). 

Both the traditional physics laboratory and the visuo-haptic lab had a paper labora-
tory handout which provided the students with explanations on how to set up and 
interact with the blocks on an inclined plane. 
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Traditional  

Laboratory 
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Visuo-Haptic 
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 Test 1: Pre-test 

 Test 3: Final-test 

 Test 2: Post-test
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Fig. 6. Students in group A, experimenting with the simulator 

Each student had 15 minutes of hands-on work with the simulation (as illustrated 
in Fig. 6) and 15 minutes of observation.  A final test was administered to all students 
at the same time.  The final test results are provided in Fig. 7. 

 

Fig. 7. The average test scores for group A and B 

For each group, the normalized gain between the second and third tests was calcu-
lated as (Test 3 – Test 2)/(100-Test 2). This metric, therefore, provides the gain as a 
fraction of the maximum possible gain that could have been achieved between the two 
tests. 

When averaged across all participants, the normalized gain for students using the 
haptic simulation was 0.182. For students in the traditional physics group, the norma-
lized gain was actually slightly negative at -0.011. Through the use of a t-test, we 
determined that the chance of an outcome like this occurring if the null hypothesis 
were correct is 1.2%. 

4.2 Attitude Surveys and Student Attention Stimulation  

An important side-effect of the simulator is student attention. The unfamiliarity with 
the haptic user interface stirs the students’ curiosity and stimulates their attention.  

In spring and summer of 2011, we performed an attitude survey with group A, the 
one involved in the haptic simulation. To better understand the students’ perception of 
the use of the haptic learning system, this study also collected the students’ feedback 
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in terms of perceived usefulness and perceived usability (i.e. ease of use and learnabil-
ity) of the simulator. 

The physics students interviewed enjoyed the simulator’s capability to provide 
novel perspectives on friction. Most students agreed that the simulator effectively 
demonstrated both static and kinetic friction from a novel perspective. 

The attitude surveys were very helpful in improving the simulator’s user interface. 
From the survey, we concluded that navigating the 3D environment was the main 
problem students had. At first, many students had trouble aligning the Falcon’s virtual 
pointer with the side of the block in order to push it up or down the plane. Some of 
the students suggested that the color of the pointer should change when it comes in 
contact with the block, providing additional visual cues in parallel with the haptic 
ones. 

 
 

 

Fig. 8.   Attitude surveys from Spring (top) and Summer (bottom) 

A copy of the attitude surveys is available in the Appendix. While these surveys 
are heavily subjective, we observed an increase in the students’ interest in haptics. 

4.3 Interdisciplinary Research and Development 

Students in Computer Science and Physics were involved in the project from the de-
sign to the implementation and testing stages. Since the specific focus of our physics 
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program is Applied Physics and the department has only four full-time physics pro-
fessors, opportunities for interdisciplinary research efforts with allied departments 
(e.g., computer science) are especially valuable for the students. Involvement in this 
project provided the students with a deeper understanding of the illustrated concepts. 
One of the primary areas of instructional focus in our program is the growing impor-
tance of interaction between the physical and virtual worlds. Collection, processing, 
and analysis of data are the key components of this project as well as modern Applied 
Physics in general. 

5 Conclusions 

The current cohort of students, known as Millennials or Generation Y, has grown up 
around technology that is far more sophisticated and abundant than that of their pre-
decessors.  Expectations of multimedia entertainment coupled with low attention 
spans increase the challenge of engaging a student in learning activities by conven-
tional pedagogical methods. Cognitive studies have shown that students are more apt 
to learn when engaged by the method of exposure. If students could apply their fami-
liarity with modern technology to their learning objectives, they could more easily 
understand abstract and/or difficult concepts to better relate new information to what 
they already understand. 

Research in psychology demonstrates that learning styles vary from student to stu-
dent, and that students have diverse learning needs depending on their cognitive styles 
and abilities. Various brain regions involved in spatial tasks are activated by the syn-
thesis of multiple sensory inputs. Kinesthetic learners make up about 15% of the pop-
ulation and struggle to learn by just reading or listening [18]. We strongly believe that 
the application of haptic technology to enhance learning of difficult or abstract con-
cepts in science will improve not only the student’s laboratory experience, but also a 
student’s attention and retention in the field. Visuo-haptic applications can improve 
student learning if simulations are carefully chosen by interdisciplinary teams.  
Moreover, haptics may provide a medium to learn by doing, through first-person  
experience.  

5.1 The Cost Factor 

The cost of haptic devices is now significantly lower than a few years ago, which 
makes them affordable augmentations to existing science laboratories. Since the ma-
jority of these laboratories are already equipped with computers, the addition of a 
haptic hardware interface is often as trivial as installing a mouse would be. We chose 
the Novint Falcon due to its low cost and device characteristics (small working vo-
lume and maximum force values) sufficient for simulating friction. In terms of hard-
ware for visualization, one solution is inexpensive 3D red-and-blue or polarized 
glasses. The software components are also attainable due to their low cost. The X3D 
standard, supported by several plug-ins, allows for rapid development of 3D virtual 
scenes in a Web browser and keeps the graphical user interface and 3D environment 
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navigation intuitive since most students are already experts at Web browsing. The 
H3D API developed by SenseGraphics is a freely available library for developing 
haptic applications and is closely related to the X3D standard, thus providing  
interoperability. 

5.2 Goals 

It is important to remember that our goal is not the replacement of traditional learning 
tools that work well. We explore concepts and paradigms for which a visuo-haptic 
simulation will enable a better understanding. We envision such environments aug-
menting rather than replacing existing teaching methods. We are strongly convinced 
that there are many abstract ideas in science which cannot be cheaply or easily rea-
lized physically in a pedagogically useful manner, but that would be well-illustrated 
through the visuo-haptic approach. 

An efficient learning environment must provide excellent perceptual integration, 
which is not only task-dependent, but might be even more difficult to attain than the 
technical integration. Discovering and defining simulators and training tools that 
would benefit from the haptic feedback are also challenging tasks. One must identify 
the concepts that lend themselves best to such simulation, and then design a learning 
experience rather than merely a simulation.  

While the technical integration of the haptic sensation is important, so is the mea-
surement of its impact on learning. After two years of experimentation we have iden-
tified several problems in the practical and objective assessment of the simulator. A 
balanced group composition in terms of test scores is required, and sufficient warm-
up trials with the haptic devices are also necessary.  

We experienced several setup issues (e.g., time constraints were important as the 
haptic devices had to be attached to laptops and the applications preconfigured to be 
ready during class). Scheduling was complicated by the demands on student and  
instructor time, as well as the large number of other classes using the physics  
classrooms. Regardless of the technical integration issues, we have proven that care-
fully designed and deployed haptic simulators can have a positive role in physics 
education.  
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Appendix: Attitude Survey 

Check one:  

• Freshman  
• Sophomore  
• Junior  
• Senior 

For each question, please select one of the following:  

• SA - Strongly Agree,  
• A - Agree,  
• D - Disagree,  
• SD - Strongly Disagree,  
• NA - Not Applicable. 

1. The Novint Falcon haptic device was easy to use. 

 SA A D SD NA 

2. The simulator was effective in demonstrating the behaviour of static friction. 

 SA A D SD NA 

3. The simulator was effective in demonstrating the behaviour of kinetic friction. 

 SA A D SD NA 

4. The simulator was more effective in illustrating friction than a conventional labora-
tory experiment. 

 SA A D SD NA 

5. The environment was intuitive and easy to understand. 

 SA A D SD NA 

6. It was easy to navigate in the environment. 

 SA A D SD NA 

7. It was easy to adjust the parameters that affect the force of friction. 

 SA A D SD NA 
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Abstract. This paper investigates the mechanical impedance of a hu-
man subject as a potential coupling parameter between force and deflec-
tion perception. Measurements of the force perception threshold of 27
subjects at the fingertip and the mechanical impedance of 29 subject at
the same location in the frequency range of 5 ... 1000 Hz were conducted.
From the results, a model for the impedance was fitted and thresholds
for the perception of deflections were calculated. These were compared
to already published thresholds from other research groups. The results
show a good fit of both data sets, therefore confirming the mechani-
cal impedance as coupling parameter between these two dimensions of
perception.

Keywords: force perception, deflection perception, mechanical
impedance.

1 Motivation

While many haptic applications rely on commercial off-the-shelf haptic displays,
more and more systems with task-specific haptic interfaces emerge in research
and industry. Example applications range from surgical procedures [20,21] to
communication means [23] and many more. In the design of these task-specific
haptic interfaces, human haptic perception is one of the most important sources
for system requirements [24]. To obtain requirements for system components like
actuators, sensors and kinematics, a variety of studies which are investigating
psychophysical parameters is available.

Looking closer at these studies and the apparatuses used, two aspects attract
attention: Firstly, the majority investigates the perception of stimuli that are
defined by the deflection of the stimulus-presenting part of the setup [6,11,12].
Secondly, most studies dealing with forces investigate kinesthetic [13,22] and/or
forces with frequencies less than 10 Hz [1]. This is probably due to the fact,
that the measurement setups for dynamic deflections are easier to design than
setups that use stimuli defined by the dynamic force that is coupled into the
subject’s skin. In this case, additional safety measures have to be provided to
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prevent physical injuries for the subjects. Furthermore, force displaying systems
are prone to load changes at near-threshold levels and dynamic properties like
inertia of the measurement setup have to be considered in data processing [8],
all increasing cost and complexity.

Nevertheless, force perception data can be very useful in designing and eval-
uating systems, it is essential for compression algorithms [10] and admittance-
controlled (displacement-feedback) systems. To fill this gap,more force perception
measurements would be needed, depending on body locus, reference forces and
several other parameters. On the other hand, a large number of measurements
of deflection perception parameters is available. The use of this data could sup-
ply many force perception parameters without any further subject tests, when a
defined coupling parameter between the two perceptual dimensions of force and
deflection can be asserted. It would reduce the complexity of obtaining new pa-
rameters and allow for new perception-inspired approaches.

From a pure mechanical point of view, the relation between a force defined
and a deflection defined stimulus coupled into the same structure is pretty simple
and commonly known as the mechanical impedance zm

1 of this structure. This
impedance is defined as the ratio between forces (F ) and motion parameters like
deflections (x) or velocity (v) as shown in eq. (1)

zm =
F

v
=

F

jω · x (1)

From an engineering point of view, it seems obvious, that this ratio between
physical dimensions should also be valid for psychophysical dimensions. This
would mean that mechanical properties of skin and the tissue surrounding the
tactile receptors could describe the relation between the perception of forces and
the perception of deflections alone, despite of sensory and decision processes.

This relation is already used in several publications [11,12], but not yet inves-
tigated thoroughly enough. All data presented until now is based on deflection-
defined stimuli, calculating force perception thresholds based on impedance
measurements and deflection thresholds.

To fully verify this relation, the opposite direction, calculating deflection per-
ception thresholds from impedance measurements and force perception thresh-
olds, should to be verified. Under the assumption, that all psychophysical and
mechanical parameters are measured at the same body location, this formulates
the main hypothesis of this work. With xth and F th as absolute thresholds for
deflection and force perception respectively and zm as mechanical impedance,
the hypothesis can be formulated as in eq. 2.

xth
?
=

F th

jωzm
(2)

The evaluation of this hypothesis is the scope of the study presented here. In
the following section, measurement results of the mechanical impedance and

1 Underlined characters denote complex parameter according to DIN 5483-3 / ISO
31-2.
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absolute force perception thresholds are reported and the absolute threshold of
deflection perception is predicted according to eq. 2. Additionally, a network
theory model is calculated for the measured mechanical impedance.

The values of the predicted thresholds are compared to deflection perception
thresholds determined in well-known publications (see sec. 2.3) of another re-
search group. Results are analyzed using an error propagation approach and
discussed.

2 Measurements

The tip of the index finger was chosen as investigation body site, because of its
importance in haptic interaction. Measurements of the mechanical impedance
and of force perception thresholds were made at the frequencies 5, 10, 20, 40, 80,
160, 320, 500 and 1000 Hz. As a contact situation, the grip shown in fig. 1 was
used. A circular, concave contactor (Ø 19 mm) embedded in a rigid surrounding
with a 1 mm gap was chosen to ensure the excitation of Pacinian corpuscles, that
exhibit a large receptive field and are sensitive for high frequency vibrations [5].
The contactor size ensures stimulation of most of the tactile receptors in the
subjects’ skin regardless of actual size of the finger. Contactor and rigid sur-
rounding were made from aluminum because of small material density (leading
to lightweight structures and higher dynamics) and good thermal conductiv-
ity. The contactor and the surrounding were incorporated in the two different

b)
contactor
movementa)

contactor
gap

rigid surrounding

Fig. 1. Contact situation used in the experiments, test persons used the index finger
of the dominant hand, a) top view, b) sectional side view

measurement setups used in this study - one for the measurement for the me-
chanical impedance and one for the measurement of force perception thresholds.
The same contactor is also used in the measurement setup detection threshold
(see sec. 2.3).

2.1 Mechanical Impedance

To verify the hypothesis given in eq. (2), mechanical impedances of the fingertip
of 29 subjects (21 male, 8 female, aged 24.0 ± 2.8 years) were measured. Because
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of the non-negligible influence of contact situation and contact force on the
impedance measurements [15], an explicit measurement was chosen over the use
of a model or previous recorded data, since existing publications [11,12,16] do
not incorporate the contact situation as shown in fig. 1.

Apparatus. Impedance measurements were conducted using an impedance
head (model 8001, Brüel&Kjær, Nærum, Denmark) mounted on a shaker (model
4810, power amplifier model 2706, both Brüel&Kjær) as shown in fig. 2. The
impedance head measures acceleration and force simultaneously using two piezo-
electric sensors. A signal conditioner (model nexus 2692, Brüel&Kjær) was used
for integration of the acceleration signal, delivering force and velocity measures
to a signal analyzer (model 35670A, Santa Clara, CA, USA), which calculates
the impedance according to eq. (1). The movement of the shaker was controlled
by the built-in source of the signal analyzer in such a way, that a constant force
amplitude of 0.316 N was coupled into the test persons finger.

Procedure. Measurements were made at 51 logarithmically distributed points
in the frequency range between 3 and 5000 Hz. Frequencies were swept upwards,
three sweeps were measured for each subject. An initial calibration measurement
of the impedance of the measurement setup was used to eliminate the impedance
parts of the setup in the measured data and the results of the three data sets of
each subject were averaged.

During the test, subjects were required to maintain a constant contact force of
1 N, measured with a force sensor (model 85075, Burster, Gernsbach, Germany)
mounted under the shaker. The force output was shown on an oscilloscope dis-
play, and subjects were asked to keep it inside a given tolerance band of ± 10 %.

shaker

impedance head

contact force
sensor

contactor

Fig. 2. Impedance measurement setup. Signal analyzer, signal conditioning and power
amplifier are not shown. For size reference, a 1 euro coin is placed next to the contactor.
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Results. The results are shown in fig. 3. For each frequency, the median and
the 0.95 and 0.05 percentiles of the measured impedances are given, since re-
sults exhibit a large variance between test persons. Plotted graphs therefore do
not show the results from one individual subject. The measured impedances
exhibit a compliance characteristic in the lower frequency range up to about
50 ... 80 Hz. A viscous damping characteristic is dominant from these frequen-
cies up to about 1000 Hz, where a mass characteristic becomes prevalent for
higher frequencies. The viscous damping part also exhibits several resonances,
most distinct a parallel resonance around 250 Hz and a serial resonance in the
bandwidth of 600 ... 700 Hz.
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Fig. 3. Mechanical impedance of the index finger of 29 test persons. Shown are the
0.05, the 0.5 and the 0.95 percentile and the values of the calculated impedance model.

Modelling. From the given data, the parameters for a network model with
concentrated elements [18] were fitted. A general network model with eight in-
dependent elements for human fingers was introduced in [15]. This model is
capable to incorporate different contact forces and grasp situations over a larger
frequency range [16] than simpler models based on second-order models [7]. Fur-
thermore it can be directly used for frequency-domain-based modeling of haptic
systems with concentrated network parameters [14].

Since no parameter set for the above given contact situation (see fig. 1) is
reported, a new set was fitted to the model based on the data measured in
this study. Each subject’s data set was fitted to the model using a least-square-
algorithm. This results in 29 different parameter sets for the network model
shown in fig. 4, one for each subject. To obtain a general model, the average for
each parameter over the 29 subjects was calculated. The such obtained model
parameters are given in fig. 4 and the resulting mechanical impedance is depicted
in fig. 3.
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Fig. 4. Network theory model of the mechanical impedance of a human finger with
concentrated elements, a) network representation taken from [16], b) model parameters
for the model shown in fig. 3

2.2 Perception of Forces

The absolute perception thresholds for forces were determined for 27 subjects
(20 male, 7 female, aged 24.8 ± 2.61 years). These test persons were not iden-
tical with the test persons taking part in the measurement of the mechanical
impedance as described above. This approach was chosen to obtain a higher sta-
tistical independence between the data sets for force perception and mechanical
impedance. Instructions how to do the test were given in written form.

Apparatus. The apparatus used consists of a electrodynamic force source based
on the magnetic system of a commercial loudspeaker (model TIW-300, Visaton,
Haan, Germany). Forces were measured by a 6 DoF force sensor (model nano17,
ATI Industrial Automation, Apex, NC, USA) that was equipped with custom-
made secondary electronics to reduce latency and to provide an external offset
correction of the force signal. To ensure high accuracy and to adapt the system
to different loads, an analog PID-controller was used to establish a closed-loop
force control.

Displacement and velocity were recorded using a laser triangulation system
(model LK-G32, Keyence, Osaka, Japan) and a custom-made voice-coil assem-
bly. The force source was driven by a high-bandwidth linear amplifier (model
BAA-1000, BEAK electronic, Mengersgereuth-Hämmern, Germany). The mea-
surement system was controlled by a data acquisition board (model PCI-7833R,
National Instruments, Austin, TX, USA). Force, velocity and displacement data
were recorded with 16-bit resolution at a sampling rate of 10 kHz. Additional
information about the measurement system can be found in [8]. The setup was
already used in a preliminary study of absolute force perception thresholds [9]
and is depicted in fig. 5.

Procedure. An adaptive staircase method [17] with a 2 down-1 up progression
rule combined with a 3 interval forced choice answer paradigm (3IFC) was used
[2]. This procedure converges at a detection probability of 70.7 % [19]. Step sizes
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force source 
(inside housing)

input console

cover (opened) to
block view on contactor

air temperature control
arm rest

contactor

Fig. 5. Force perception measurement setup. Control PC, secondary electronics and
power amplifier are not shown. For size reference, a 20 euro note is placed in front of
the housing.

were set to 3 dB for the first four reversals and to 1 dB for all the following.
To determine the starting values of the staircases, a prior measurement run
with a Method of Limits [17] was conducted for all nine frequencies. Runs were
terminated after 12 reversals.

With a 3IFC paradigm, subjects are required to identify in which one out
of three intervals a stimulus was present. Intervals lasted 2 seconds each. Force
stimuli were presented after a random intermission (500 ms at longest) for a
duration of 1 second. The first and the last 100 ms of the stimulus were su-
perimposed with a linear rise resp. fall to avoid transient effects. Subjects wore
earplugs (model Howard Leight Max, Sperian Protection, Lübeck, Germany) and
headphones, latter delivering white noise during the three presentation intervals.
After the three intervals, a 1 second brake preceded the answering period of 2 sec-
onds. Answers were given by choosing the corresponding key to an interval on
a small console. No feedback was given, whether the answer was correct. The
whole procedure lasted about 2 h per subject with required intermissions of at
least 1 minute between the runs.

Results. Staircases were inspected visually by the experimenter after termi-
nation and repeated if no convergence was shown. Thresholds were calculated
individually for each subject and for each frequency as the arithmetic mean of
the stimulus sizes at the last eight reversals. The results are shown in fig. 6 as a
boxplot, since this kind of display provides more data about the thresholds. The
large data variances are due to general different perception capabilities of the
test persons. Since a χ2-test confirmed normal distribution of the thresholds for
each frequency, descriptions using mean and standard deviation could also be
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used. This is especially important for further statistical analysis, since common
methods like analysis of variances (ANOVA) or confidence interval tests (i.e.
F-test) assume normal distribution of analyzed data.
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Fig. 6. Results of the force perception measurement shown as a boxplot indicating
median (horizontal lines), marker for median differences (medians are significantly dif-
ferent at a 0.95 confidence level, if notches do not overlap), interquartile range (IQR,
distance between 0.25 and 0.75 percentile of data, denoted by the outline of the box),
data range (lines) and outliers (defined by a distance of more than 1.5 IQR lower or
higher than the 0.25 or 0.75 percentile respectively, denoted by crosses)

2.3 Reference Deflection Perception Thresholds

Data about the perception of vibrations defined by deflections were taken from
the studies of Gescheider et al.. The studies are considered very reliable,
since they are based on a large number of test persons and major scientific
experience of the research group. Two studies were considered as relevant for
the above described contact situation: The first study investigates displacement
thresholds at the thenar eminence [3] with the same contactor as described above,
the second study investigates displacement thresholds at the fingertip with a
smaller contactor, but obtaining similar values for the detection thresholds [4].
Both studies use procedures that converge at 75 % detection probability.

Since the studies originally address topics like frequency-dependence of chan-
nels and spatial and temporal summation, only the thresholds are given in the
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publications with no further information about variances. Since no other data
with similar contact situation could be found, data from [4] was used to in-
vestigate the main hypothesis of this study, although no information about the
standard deviation of the measurements is given in the publications.

3 Results

To assess the hypothesis, predicted perception thresholds for deflections were
calculated according to eq. (2) for the frequencies 5, 10, 20, 40, 80, 160, 320
and 500 Hz. Since no deflection thresholds for 1000 Hz could be found, this
data was omitted. For force thresholds, mean values F th,mean were used and the
standard deviation σF was considered as a description of the stochastic errors
of the measurement. Values for the mechanical impedance were taken from the
model obtained in sec. 2.1, since this will probably be the common approach in
the application of the hypothesis.

Based on this data, the predicted deflection detection threshold x
′

th was calcu-
lated based on eq. (2). According to the error propagation of measurement results
with stochastic description of the data, the mean x

′

th,mean and the standard de-
viation σx′ of the assumed deflection thresholds can be calculated according to
eqs. (3) and (4). The standard deviation of the impedance model was neglected
in eq. (4), assuming σ2

z = 0. This was done for practical reasons, since it is
probably the most common use of models like this. Additionally, this reduces
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Fig. 7. Comparison of the predicted deflection thresholds according to the hypoth-
esis (circles with error bars) and directly measured deflection thresholds (squares).
Most measured deflection thresholds are inside the error bar region of the predicted
thresholds, confirming the hypothesis of mechanical impedance as coupling parameter
between force and deflection perception.
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the standard deviation σx′ and is therefore a stronger criterion on the main
hypothesis.

x
′

th,mean =

∣∣∣∣Fth,mean

jωzm

∣∣∣∣ (3)

σx′ =

√√√√∣∣∣∣∣ ∂x
′
th,mean

∂Fth,mean

∣∣∣∣∣ ·σ2
F +

∣∣∣∣∣∂x
′
th,mean

∂zm

∣∣∣∣∣ ·σ2
z

=

√
1

|z2m|
· σ2

F =
1

|zm|
· σF (4)

The such calculated predicted deflection x
′

th = x
′

th,mean ± σx′ is shown in fig. 7
together with the values for the directly measured deflection perception thresh-
olds according to sec. 2.3. The predicted range for deflection perception thresh-
olds shows large variances inherited from the force perception measurement, but
includes all directly measured threshold values except an outlier at 500 Hz. How-
ever, predicted thresholds seem to be slightly higher than the directly measured
thresholds.

4 Conclusion

The above presented data suggests the validity of the initial hypothesis, that
mechanical impedance can be considered as coupling parameter between force
and deflection perception in the range of the standard deviation of measure-
ments. Two reasons for the slight mis-estimation of higher calculated deflection
perception thresholds are likely: First the mechanical impedance could be un-
derestimated by the model used, secondly force perception thresholds could be
over-estimated. While the impedance model could be improved by including
more measurement data quite easily, the acquisition of more force perception
data is considerably more time-consuming. Another approach could be the in-
clusion of statistical variance parameters of the measured deflection thresholds,
which would allow the declaration of a confidence interval for the hypothesis.

Further Work. The above mentioned measurements of force perception thresh-
olds and mechanical impedances were made with different subjects, aiming at
a statistical independence of both data sets. Therefore the calculations of the
predicted deflection perception is an inter-dataset calculation, using statistical
descriptions of both data sets. This leads to large standard deviations of the
predicted deflection perception according to eq. (4).

If both parameters (force perception and mechanical impedance) of the same
persons were known, inter-person deflection thresholds could be calculated, which
could result in clearer evidence of the hypothesis with less errors. In this case,
only the measurement errors for force thresholds and impedances have to be
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considered in the calculation of the predicted deflection thresholds. This results
in smaller errors for the individually predicted threshold, probably leading to a
narrower distribution of the predicted deflection thresholds as in fig. 7.

Another approach would be the investigation of other psychophysical param-
eters like differential thresholds (JND) or masking parameters with similar mea-
surements. These parameters can be investigated based on deflection or force
defined stimuli as well, hence mechanical impedance could be investigated as a
coupling parameter, too.

Practical Aspects. For the practical application of the hypothesis, i.e. the cal-
culation of force perception parameters from deflection parameters and models
for the mechanical impedance, the above discussed mis-estimation leads to a con-
servative estimation. Assuming the same contact situation (contactor size and
shape, contact force, temperature, etc.) force perception thresholds can be cal-
culated using the relations in eq. (1). The resulting force perception parameters
based on this calculation will be lower than the actual force perception threshold,
such giving a conservative estimation of these thresholds for the development of
haptic devices.

The presented study therefore confirms the validity and the feasibility of the
usage of the mechanical impedance as a coupling parameter for the percep-
tion dimensions of force and deflection. This result will reduce the amount of
psychophysical studies about force perception and open up new applications of
deflection perception data.

Acknowledgments. This work was funded by Deutsche Forschungsgemein-
schaft (DFG) under grant WE2308/7-1. The authors greatly appreciate the work
of Ms. Siran Cao in conducting the experiments and the helpful discussions with
Ms. Tina Felber of the statistics department of Technische Universität Darm-
stadt.

References

1. Abbink, D.A., van der Helm, F.C.: Force Perception Measurements at the Foot.
In: IEEE Conf. on Systems, Man and Cybernetics (2004)

2. Buus, S.: Psychophysical methods and other factors that affect the outcome of
psychoacoustic measurements Genetics and the Function of the Auditory System.
In: Proceedings of the 19th Danavox Symposium (2002)

3. Gescheider, G.A., Bolanowski, S.J., Hardick, K.R.: The frequency selectivity of
information-processing channels in the tactile sensory system. Somatosensory and
Motor Research 18 (2001)

4. Gescheider, G.A., Bolanowski, S.J., Pope, J.V., Verillo, R.T.: A four-channel analy-
sis of the tactile sensitivity of the fingertip: frequency selectivity, spatial summation
and temporal summation. Somatosensory and Motor Research (2002)

5. Gescheider, G.A.: Psychophysics. Lawrence Erlbaum Associates (1997)
6. Gescheider, G.A., Wright, J.H., Verillo, R.T.: Information-Processing Channels in

the Tactile Sensory System. Psychology Press (2009)



204 C. Hatzfeld and R. Werthschützky
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Abstract. This paper describes an approach to acquiring impulse response de-
formation model (IRDM) through measurement on a real deformable object. A 
step-wise input force is applied onto a node by an air jet; the responding defor-
mation is recorded by measuring the node’s motion using a stereo camera. In 
addition, the impulse response is computed from the step response. Measure-
ment of actual object in the shape of dome and rectangular prism was per-
formed. Also, an experiment that evaluates stiffness and temporal deformation 
of the obtained model was carried out, and similarity of the model to the real 
object was confirmed.  

Keywords: deformation model, deformable object, impulse response. 

1 Introduction 

This paper discusses an approach to construct a deformable object model using the 
measurements of a real object based on the impulse response deformation model 
(IRDM) which has been investigated in our previous studies [1]. IRDM is a model 
that represents dynamic behavior of an object using deformation in response to im-
pulse force. Hence, the process of making this model is measuring the impulse re-
sponse of the object. An advantage of this approach is that it can deal with dynamic 
characteristic of deformation without the process of seeking for parameters such as 
damping. 

2 Related Research 

Haptic feedback has been regarded as an essential factor of VR systems from an early 
stage. A lot of research has been carried out from both the perspective of hardware 
and software [2]. Methods of computing force in interactions or haptic rendering algo-
rithms have been recognized as an important part of haptic research [3]. Also, the 
presentation of deformable objects is an important area of versatile interactions in 
haptic rendering. 
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2.1 Model-Based Deformation 

Most research on the model-based approach employs the FEM and the spring network 
model to represent the force-deformation relationship and realize interaction based on 
simulation. Although the computation time and precision of the model is in a trade-off 
relationship, the computation cost of this approach is relatively high. Also, it is still 
not easy on currently prevalent personal computers to perform real-time simulation. 
Many approaches to accelerate the computation have been investigated from both 
algorithms and computation hardware. There is some research that investigates the 
reduction of computation cost of FEM by modeling St.Venant-Kirchhoff Material 
using second- or fourth- order springs. Thus the redundancy in FEM computation is 
eliminated [4,5]. The authors proposed an algorithm that reduces the cost of compu-
ting the interaction force in linear elastic model [6]. Also there is some research that 
utilizes FPGA [7] and GPU [8] for computation acceleration.  

Another approach to acceleration is changing the topology of the mesh dynamical-
ly in the progress of simulation; cells are divided or unified depending on the distribu-
tion of stress in the object. An interesting method is investigated by Tanaka et al. 
where the process of mesh generation is accelerated by taking advantage of the simi-
larity in recursive division/unification of tetrahedral cells [9]. 

2.2 Measurement-Based Modeling 

MacLean et al. proposed the idea of measuring and recording the force-deformation 
relationship which they termed 'haptic camera' [10]. Pai et al. presented the concept of 
creating a virtual object model based on measurement [11]; models of stiffness and 
texture were included in the subject of measurement, however, the dynamic aspect of 
deformation was not dealt with. Ueda et al. have investigated the identification of the 
viscoelastic model which is composed of a spring and a damper based on experimen-
tal distortion on actual material [12]. The aim of the research was acquiring parame-
ters for a model-based presentation. Hoever et al. have investigated the identification 
and presentation of elasticity based on the Maxwell model [13]. Although this ap-
proach is expected to provide precise modeling of force at an action point, it is not 
immediately applicable to the implementation of a deformable object. Weir et al. 
proposed a method of visualizing the haptic feature in interaction by plotting the rela-
tionship among displacement, velocity and force [14]. This research was focusing on 
understanding the feature of deformation rather than presenting it. Bickel et al. pro-
posed a method of modeling non-linear heterogeneous object based on measurement 
[15]; material parameters for FEM simulation were computed by interpolation among 
parameters from deformation examples. However, the method was not dealing with 
the dynamic aspect of deformation. 

2.3 Recording and Reproducing Vibration 

Vibration on the surface of an object is difficult to simulate in real time because of the 
high frequency of the phenomenon; hence a recording-and-reproducing approach has 
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been investigated to improve reality. Pioneering research has been carried out by 
Wellman et al. who have revealed that reality of the sensation is improved by adding 
vibration in the virtual tapping operation [16]. Okamura et al. applied this approach to 
the presentation of texture and rupture of membranes [17]. Later, they proposed the 
concept of Reality-Based Modeling [18]. Niemeyer et al. have brought progress in the 
tapping operation [19]; they developed a library of transient profiles and computed 
the force and vibration by interpolating profiles from the library; they also evaluated 
the efficacy of the approach. 

2.4 Recording / Pre-computing Deformation 

Presentation of a deformable object is different from the presentation of vibration in 
that it usually deals with the shape in addition to reacting force. Also, the degree of 
freedom of interaction tends to be large in the sense that the user is allowed to interact 
at any point on the surface. Therefore, different approaches have been investigated. 
James et al. proposed the representation of dynamic deformation using state space; the 
sequence of deformation which was termed 'impulse palette' is computed beforehand 
and activated in the interaction [20]. Although the state space model is generic, the 
degree of freedom of actual interaction is restricted by the variety of the impulse pa-
lette. Fong presented the method of modeling deformation by actively probing on the 
surface of object [21]; a force-filed model was employed for the haptic interaction.  

The authors have also studied the recording-and-reproducing approach and pro-
posed a model termed impulse response deformation model (IRDM) [1]. The model 
defines the relationship between force and deformation using impulse response as-
suming linearity. This assumption is significantly effective in expanding degrees of 
freedom and reducing the order of computational complexity. 

The idea of the recording-and-reproducing approach has been applied to interac-
tions other than deformation which is in some sense specific to application. Chial et 
al. investigated the profile of cutting force while using scissors [22]. Dobashi et al. 
presented paddling force in a canoe simulator using a pre-computed result [23]; table 
of force depending on water velocity and attack angle are created by pre-computation 
and the interaction force in the simulator is determined by looking up the table. 

2.5 Model-Based Approach vs. Measurement-Based Approach 

In the presentation of virtual deformable objects the degree of freedom of interaction 
is a critical issue. In the model-based approach interaction with the object is dealt with 
by changes of boundary conditions and there is no need to change the model itself. In 
the measurement-based approach change of interaction means the change of refe-
renced data, hence higher freedom of interaction requires a larger set of data that  
covers the interaction. Difficulty of modeling is another point of view. In the model-
based approach, if the material and structure of the object is known, dominant equa-
tions and parameters in the model are determined relatively easily. A problem occurs 
when the material is unknown or difficult to model. The measurement-based approach 
is advantageous in that it does not require knowledge on the material and the  
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structure, however, there were few investigations on interaction with large number of 
degree of freedom using the measurement-based approach. Considering this back-
ground and related research, our research focused on the construction of an IRDM 
using measurement of a real object.  

3 Method of Measurement 

IRDM is a model that defines the relationship between force input and displacement 
output as impulse response. It comprises impulse response data of all combinations of 
force input and displacement output nodes where nodes are the representative points 
of computation on the surface of an object. Hence creation of IRDM based on mea-
surement means acquisition of entire impulse response data. Precisely this means each 
node has 3 degrees of freedom for force input and also 3 degrees of freedom for dis-
placement output, and 9 impulse responses are defined for each combination. 

This feature of the model suggests that it is inefficient to measure the impulse re-
sponse of one pair of input/output nodes at a time; it requires actions of ܱሺ݊ଶሻ where 
n is the number of nodes. Our study investigated measuring the response of multiple 
nodes at the action of force on one node by using cameras for the measurement of 
displacement. This approach is expected to reduce the order of actions to ܱሺ݊ሻ [1]. In 
the implementation that is stated below, markers are put on the nodes locations and 
their motion is obtained by stereo measurement. 

An air jet was used to apply force to the object; air is invisible and can keep the 
marker visible for the cameras. A straight forward method of acquiring impulse re-
sponse is measuring displacement in response to impulse force. Actually it is difficult 
to measure the intensity of impulse force, because the object is in dynamic state, 
hence the inertial force is superimposed onto the measured value. Our alternative is 
measuring step response and computing impulse response by deconvolution; step 
force is measured while the air is blowing stably and displacement transition is meas-
ured after shutting the air off. A disadvantage of using air jet is that information on 
contact including friction is not obtained. 

3.1 Measurement System 

The structure of the measurement system is shown in Figure 1. Two high-speed cam-
eras (MotionScope M5, IDT and Ai Nikkor 50mm f/1.2S, Nikon) were used as shoot-
ing markers on the surface of the object. Each camera was connected to a PC (Intel 
Core i7, 8GB of memory, Windows XP 64bit) that is equipped with a frame grabber 
card (Xcelera-CL PX4, Dalsa) by camera-link, and controlled by capturing software 
(Motion Studio, IDT). The two cameras are operated synchronously by connecting 
sync and trigger signals. LED lights (LEL-RB9N-F, Toshiba, equivalent to 100W 
incandescent lamp) were used for illumination. Approximate configuration of the 
cameras and the object is illustrated in Figure 2. Precise geometry among them  
is (elaborated below) determined based on camera parameters that are obtained by 
calibration. 
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(a) Approximate geometry (b) Implementation 

Fig. 1. Measurement System Fig. 2. Camera Configuration 

Since the configuration is fixed, measurement of the marker position is possible 
only on markers that are visible from both of these two cameras, hence it is impossi-
ble to acquire impulse response data on the entire combination of all nodes. In the 
experiment that is stated below, the entire set of impulse response is obtained from 
measurable data by taking advantage of the symmetry of the target object. In a future 
study, relative motion of the cameras to the object should be enabled in order for an 
asymmetric object to be dealt with. 

The control of force by the air jet and sending the trigger signal to cameras were 
performed by a controller PC (AMD Athlon 64X2, Windows XP). Compressed air 
from the air source is sent to the nozzle (KN-Q06-100, SMC) through an air valve 
(VY1B, SMC). The valve controls output pressure proportionally to its input signal 
voltage and actual pressure before and after the valve is measured by pressure sensors 
(PSE540, SMC). As will be explained below, the nozzle is combined with a laser 
range finder (ZX-SD104, Omron). Analog inputs from those sensors and output to the 
valve are connected to an analog interface card (PCI-360116, Interface). The trigger 
signal for the cameras is also outputted from the card. Force that is caused by the air 
jet is measured by a six-axis force sensor (IFS-67M25A15-I40, Nitta) installed at the 
base of object and read by the PC through a dedicated interface card (PCI-2184T, 
Nitta). 

3.2 Method of Acting Force 

In our current implementation, the air nozzle is manipulated by a human operator. In 
the operation, it is necessary to precisely locate the center of the air jet on the marker. 
Since the air is invisible some guiding interface for the operator must be provided. 
This system employed a laser range finder. The laser spot indicates the intersection 
point of the beam line with the object and it gives the distance from the spot. The 
operator moves the nozzle set and the range finder (denoted nozzle set below) to take 
the distance while keeping the spot on a target point. Configuration of the nozzle set 
is shown in Figure 3, where the laser spot is located at the center of the air flow when 
the distance is kept at 100 mm. 

The force vector has 3 degrees of freedom therefore the measurement operation 
must be performed three times per node by applying force of different orientations. 
Ideally these three forces should be orthogonal or at least they must not be dependent. 
As a rough guideline, operator was instructed to keep the nozzle set so that the laser 
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beam was roughly perpendicular to the surface of object, and to rotate the nozzle set 
around the beam by an angle of approximately 120 degree. This guideline helps to 
keep the forces independent each other. In the following experiment, however, there 
were some cases where the guideline could not be complied because of the problem 
of occluding markers by the nozzle set. 

The distribution of pressure on a plane surface caused by the air is plotted in Figure 4. 
The laser beam was kept perpendicular to the surface and the air jet was applied obliquely 
upward at 45 degrees of the x axis. The pressure was measured in a small hole on the 
plane surface using a pressure sensor (ASDXL10D44R, Honeywell). The measurement 
was performed at an air pressure of 0.1 MPa because of the limitation of the range of pres-
sure sensor even though the air pressure was set to 0.4 MPa in the actual experiment, 
which can cause some difference in the area of distribution.  

 

 

Fig. 3. Configuration of the Nozzle Set Fig. 4. Pressure Distribution on Plane Surface 

It should be noted that the impulse response comprehends the characteristic of con-
tact; for example, in the case where the model is expected to present interaction using 
a fingertip then impulse response must be measured using a contactor that has similar 
characteristic to the finger. The distribution of pressure by air differs from that of a 
finger and it can cause difference in the interaction. The evaluation of the effect is one 
of our future works and will not be discussed in this paper. 

3.3 Measurement of Displacement 

Intrinsic and extrinsic camera parameters were obtained by camera calibration. The 
process was supported by camera calibration functions of OpenCV where a checker 
board pattern is used as for reference [24]. The calibration was performed once before 
the experiments because the parameters are valid provided the geometry of the cam-
eras and the object is not changed. During the entire experiment the shutter speed and 
the aperture were kept to 1900 μs and F5.6 respectively considering the depth of field. 

The spatial position of each marker is obtained by stereo matching. The region of 
each marker in the image is extracted by adaptive threshold processing and its posi-
tion on the image is computed at the barycenter of the region. The process of match-
ing markers on left and right images was automated by tracking each marker over the 
sequence of images. Since the image of the final frame of all measurements should be 
identical to each non-deformed image by manually identifying markers on non-
deformed image, it becomes possible to track them back from the final frame. Using 
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the position of markers on the left and the right images and the camera parameters 
spatial position is computed. Finally, the sequence of displacement is obtained by 
removing the undeformed position of each node which is obtained from the final 
frame. 

3.4 Deconvolution 

Deconvolution was performed assuming that the transition of force by the air is step-
wise. Actually some delay and ramp is expected, however it was not possible to 
measure the precise transition because the responsiveness of the pressure sensor was 
not sufficient. Also the experimental computation of deconvolution assuming ramp 
transition of force tends to cause the resulting response to be unstable or divergent. 
Hence, in this paper, step transition was assumed. Finally, the response to orthogonal 
unit impulse force was obtained by decomposing the impulse response assuming li-
near relationship among force and displacement. 

4 Measurement and Modeling 

Measurement on an actual object was carried out, and IRDM was created based on the 
process discussed in the previous section. 

4.1 Measurement 

The duration of impulse response was assumed to be 1000 ms based on preliminary 
experiment on deformation therefore the operator was instructed to keep the nozzle 
set as stationary for 1000 ms before shutoff. Since the force sensor causes drift over 
time, force was measured for 500 ms both before shutoff and after attenuation of ob-
ject motion; step height of force input was obtained as the remainder of the average of 
those forces. Images from the cameras were recorded at every 2 ms for 1000 ms, or 
500 frames. 

Two models were created for experiments; both of them were made of silicon rub-
ber (KE-1308, Shinetsu silicone) and markers (3mm, black) were arranged at the 
position of the nodes. The arrangement of the markers and appearance of the objects 
are presented in Figure 5. In ‘dome’ shape, 121 nodes after excluding nodes in the 
lower part were subject to action of force and 31 nodes that are visible from two cam-
eras were used for measurement of displacement. In the ‘rectangle prism’ shape simi-
larly 145 and 55 nodes were used. Air pressure of the valve output was set to 0.4MPa, 
room temperature was approximately 30 degrees Celsius.  

Figure 6(a) shows an example of measured displacement of a node that is located 
on the side of the dome (marked red in Figure 5) in the case when force was applied 
on the same node; three plots indicate the response to three forces respectively. 

As stated above, measurement was performed manually. In the first round, mea-
surements for 363 (121×3) times for the dome model and 435 (145×3) times for the 
rectangle prism model were performed. Re-measurement rounds were carried out on 
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some nodes; because of the lack of independency in forces mainly by occlusion of a 
marker by the nozzle set. In both models, the first round measurement took approx-
imately 5 hours, and re-measurement rounds also took similar time in total. 

 

 
(a) Dome (b) Rectangle Prism 

Fig. 5. Models used in the experimentsModeling 

 

 

 
(a) Displacement (measured value) (b) Impulse response 

 

 

 
(c) Averaging by symmetry (d) Smoothing by low-pass filter 

Fig. 6. Process of computing IRDM 

Firstly, with the deconvolution process as stated in section 3.4, 3 ൈ 3 impulse re-
sponse data is obtained for all combinations of force and displacement nodes. Figure 
6(b) shows the impulse responses obtained after the process. Higher noise level on y 
and z axes compared to the x axis is considered to be due to the configuration of the 
cameras.  

Next, impulse responses for all node combinations were computed from the limited 
combination of force and displacement nodes assuming symmetry. Let us consider of 
an impulse response from force node ݅ and displacement node ݆. It is possible to find 
a set of nodes ሺ݅Ԣ, ݆Ԣሻ by rotating ሺ݅, ݆ሻ around the symmetrical axis, and ሺ݅ԢԢ, ݆ԢԢሻ by 
reflecting ሺ݅Ԣ, ݆Ԣሻ by a symmetry plane. If the impulse response for ሺ݅Ԣ, ݆Ԣሻ or ሺ݅ԢԢ, ݆ԢԢሻ 
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are given as measured data, then it can be transformed into the impulse response for ሺ݅, ݆ሻ by applying transformations of rotation and reflection. This approach also has 
the effect of averaging the equivalent impulse responses in the measured data. There-
fore, the effect of stabilizing the data by averaging multiple data is attained. 

In the case of the dome, equivalent combinations were sought by rotation at 22.5 
degree steps and reflection and data of 4 to 16 were averaged depending on the com-
bination of nodes. In the case of a rectangle prism, rotation was performed at 90 de-
gree steps, and 2 to 8 equivalent combinations were found. Figure 6(c) shows the 
impulse response after the symmetry is taken into account. Regarding the combina-
tion, four equivalent impulse response data were averaged and the noise level of the 
wave was reduced. 

Finally, smoothing in temporal variation was performed. A low-pass filter based on 
FTT and inverse FFT was used. Cut-off frequency was determined empirically consi-
dering the stability of the resulting IRDM; 19.6Hz for the dome model and 4.9 Hz for 
the rectangle prism model. Figure 6(d) shows the smoothed impulse response. 

The process of tracking markers on the images required approximately 30 hours for 
the dome model, and also similar time was required for the rectangle prism model, 
using a PC (AMD Athlon 64X2, Windows XP). The process of deconvolution, con-
struction of entire model by symmetry, and smoothing took relatively negligible time. 

5 Interaction and Evaluation 

The acquired IRDM was evaluated through interaction in a virtual environment. 
IRDM gives displacement in response to force, and haptic device (PHANToM Omni, 
Sensable Technologies) output force depending on stylus position, hence a virtual 
coupling [25] was used to integrate the model and the device; constant for the coupl-
ing was set to 0.7 N/mm, which is relatively much stiffer compared with usual contact 
with the object. 

5.1 Interaction Algorithm 

Firstly, the position of interaction point ௧  is obtained from the device. The contact 
point of the interaction point with the surface of the non-deformed shape of the object, 
denoted by  , is obtained by collision detection computation. It is supposed here 
that the contact point is on a patch that has vertices on node ݅ଵ, ݅ଶ, ݅ଷ, and area coordi-
nate of the contact point is ሺ݇ଵ, ݇ଶ, ݇ଷሻ. 

Next, the interaction force is computed. Current displacement on node ݅ଵ, ݅ଶ, ݅ଷ are 
computed by convolution of past force with the impulse response which are denoted 
by ෩ܷభ, ෩ܷమ , ෩ܷయ , respectively. Current displacement at the contact point is assumed to 
be a weighted average of these displacements by the area coordinate: ෩ܷ ൌ ݇ଵ ෩ܷభ ݇ଶ ෩ܷమ  ݇ଷ ෩ܷయ . In the virtual coupling, it was assumed that the interaction force is 
proportional to the intrusion depth, hence, the force on the contact point is computed ܨ ൌ ௧ሺܭ െ  െ ෩ܷሻ where ܭ is the stiffness constant of the coupling.  
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Finally, forces on nodes are computed. Since IRDM has impulse response data 
from a node to another node, forces for convolution must be defined on nodes. In our 
current implementation, the forces are determined by distributing ܨ to node ݅ଵ, ݅ଶ, ݅ଷ 
proportionally to the value of the area coordinate as follows: ܨభ ൌ ݇ଵܨ, ܨమ ൌ ݇ଶܨ, 
and ܨయ ൌ ݇ଷܨ . 

5.2 Deforming Operation 

Difference in deformation between a real object and the IRDM model was visually 
observed by overlaying graphic image of IRDM on the video image of the real object. 
The real object was deformed by pushing it using a rod. The motion of the rod was 
recorded by stereo cameras and the identical operation was performed on the model 
by simulation. Since the friction model has not been introduced into the simulation, 
the operation was performed carefully not to cause tangential force. Figure 7 shows 
some frames from the result; the simulation result is superimposed on the camera 
image using camera parameters. The result suggests similarity in deformed shapes in 
general. The simulation of the dome is showing shrinking behavior which is not ob-
served in the real object. The difference is considered to be derived from the linearity 
of the IRDM model. 
 

 

Fig. 7. Comparison of Deformation 

5.3 Subjective Evaluation 

The similarity of the model to the real object was evaluated by an experiment. The 
characteristic of force and deformation is changed by scaling the impulse response in 
both time and intensity, and haptic interaction with the scaled model is compared with 
the real object (see Figure 8(a)). The temporal and intensity scales were changed in 
0.5, 0.57, 0.65, 0.75, 0.87, 1.0, 1.14, 1.31, 1.51, 1.74, 2.0, respectively; a larger value 
means quicker object deformation in temporal scale, and more rigid object in intensity 
scale. In the experiment system, scales were changed by pressing keys that step up 
and down the scales. Both graphic and haptic feedback is provided to the user. The 
real object was deformed using another stylus; tip of the stylus was sphere whose 
radius was 20 mm. Subjects were asked to tune the scales so that the interaction with 
the object is most similar to the real object. Each subject performed the task 30 times 
for both the dome and rectangle prism models respectively. Initial scales of each task 
were randomly determined. Participants of the experiment were 8 persons (3 female 
and 5 male) from 22 to 47 years old. 

non-deformed deformed non-deformed deformed
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The result of the experiment is shown in Figure 8(b)(c) where distribution of the 
frequency of answer is plotted over the scales. The distribution was rather spread 
especially regarding in the scale of intensity. One reason is considered to be that fric-
tion of the force feedback device was confused with the resistance of deformation. 
Averages of time- and intensity-scales were 1.15 and 1.11 for dome and 1.24 and 1.17 
for rectangle prism. The result suggests that the non-scaled IRDM is slightly slow in 
response and soft in deformation. Although the reason is not clear, it is provable that 
difference of temperature has affected the stiffness of real object; the experiment was 
carried out under room temperature of 18-22 degree Celsius, which is lower than the 
temperature of measurement. 

 

  
(a) Environment (b) Dome (c) Rectangle Prism 

Fig. 8. Experiment on Similarity to Real Object 

6 Conclusion 

This paper discussed an approach to generating IRDM through measurement of force-
displacement relationship. The measurement system that consists of a force acting 
mechanism using an air jet and also displacement sensing using stereo cameras were 
proposed, and feasibility of the approach was proved through evaluation of the result-
ing model. The result of the experiment proved that both static and dynamic (or, in-
tensity and temporal) aspects of the object were reflected onto the model. 

There are some works to be done regarding evaluation of our approach; accuracy 
of deformed shape must be qualitatively evaluated, and reason for the difference must 
be made clear. Also, there are some problems to be investigated. Transition of force 
by air jet must be examined for more precise measurement of impulse response. Since 
workload and time of measurement is relatively high, automation of the process needs 
be studied before our approach can be practically useful. 
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Charles Hudin1, José Lozada1, Michael Wiertlewski1,2, and Vincent Hayward2

1 CEA, LIST, Sensorial and Ambient Interfaces Laboratory, 91191, Gif-sur-Yvette
Cedex, France

2 UPMC Univ. Paris 6, ISIR, Institut des Systèmes Intelligents et de Robotique,
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Abstract. The creation of active tactile surfaces through electrome-
chanical actuation is an important problem. We describe here the appli-
cation of time-reversed acoustics to the creation of deformations localized
in time and in space in a stretched membrane that can be touched. We
discuss the basic physical and engineering tradeoffs of this approach and
describe the results obtained from an experimental mock-up device.

Keywords: Surface Haptics, Time-Reversed Acoustics.

1 Introduction

The electromechanical stimulation of the fingertip has attracted the interest of
researchers since the early works of Gault [1,2]. Recently there has been a lot of
interest in providing active surfaces that can stimulate the fingertips mechani-
cally, while permitting free exploration.

This question has been approached by vibrating the entire surface being
touched, in the normal or tangential directions, as is commonly done is con-
sumer devices. Another approach is to modulate the interaction force between a
finger and a surface during sliding. Surface acoustic waves can be employed to
this end, but require the use of an thin intermediary sheet between the finger
and the surface [3,4]. Nonlinear acoustic pumping applied to tactile stimulation
was pioneered by Watanabe and Fukui [5]. This approach, which modifies the
finger-surface interaction in a controlled manner, and without intermediary, has
been recently further developed [6,7,8,9]. Electro-vibration, where the interac-
tion force modulation is achieved by electrostatic attraction between the surface
and the skin, originally demonstrated by Strong and Troxel [10], remains popular
today owing to its implementation simplicity [11], despite its inherent weakness
and sensitivity to physiological and environmental factors [12]. Another direction
of investigation is the transport of mechanical energy through waves. Acoustic
phase arrays can create significant non-contact stimulation from remotized trans-
ducers, as shown by Iwamoto et al. [13]. They were also further developed to
create specific tactile patterns [14].

P. Isokoski and J. Springare (Eds.): EuroHaptics 2012, Part I, LNCS 7282, pp. 218–226, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Here, we describe a new surface actuation mode, which combines the remoti-
zation of the actuators with an active tactile surface delivering the stimulation. It
is based on the concept of ‘computational time reversal’ and is able to stimulate
to one or several regions, and hence several fingers, independently with a high
temporal and spatial resolution, using a membrane as an acoustic propagation
medium. We discuss in this article the basic physical and realization tradeoffs
and report on a proof-of-concept device that can displace a surface out-of-plane
by 200 micro-meters in a 1 cm2 region.

2 Time Reversal

2.1 Principle

Time-reversal is a computational technique that takes advantage of a basic prop-
erty of waves which, at first sight, seems to run counter to the principle of irre-
versibility [15]. For instance, owing to the irreversibility of certain processes, it
is not possible to reconstruct the exact configuration of a broken glass from scat-
tered pieces, even if each single atom on each side of the cracks can be brought
back its original place. Macroscopic waves, however, obey a fundamental symme-
try arising from the wave equation ∂2u/∂t2 = c2∇2u. The equation is invariant
under substitution of t by −t, which means that the initial and final conditions
can be interchanged. This property holds even with complex, anisotropic, inho-
mogenous, nonlinear media, where the right-hand-side, involving the Laplacian
operator, can be arbitrarily complicated, provided that it has no memory and
does not depend on time. If the medium is dissipative, with terms involving
∂u/∂t, the symmetry is broken, but the losses can be corrected for [16].

Computational time-reversal was originally developed to focus ultrasound
waves in inhomogeneous, scattering media such as tissues [17]. Since then, it
has been applied to surface waves in water, electromagnetic waves, sound waves
within the audible range, and other cases. It has applications in medical imag-
ing, lithotripsy, non-destructive testing, communications as well as many other
areas.

2.2 Basic Theory

In a bounded domain,Ω, let hAB(t) represent the measured velocity of a material
point, B, resulting from the application of an impulse of force applied at time
t = 0 at point A. The reciprocity principle lets us interchange the sensor and
the actuator, so that the signal recorded at A due to an impulse of force applied
at B is the same, that is, hAB(t) = hBA(t). Suppose now that the force applied
at B is the response at A to an impulse applied at B, but inverted and shifted
in time by T , that is, fB(t) = hAB(T − t), the velocity at a point C is given by

vC(t) = fB(t)⊗ hBC(t) = hAB(T − t)⊗ hBC(t)

=

∫ t

0

hAB(T − ξ)hBC(t− ξ) dξ, (1)
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Fig. 1. Time-reversal applied to a reverberant cavity. a) The velocity response at B
of a force impulse applied at A is recorded and the initial portion of the signal length
T is cropped. b) The signal is time-reversed and used an actuator signal in B. Waves
propagate and reverberate to eventually refocus in A. Perfect reconstruction would
entail an infinitely long window and the absence of transducer noise. In practice, the
response separates into a signal, as in A, and a background noise, as in A and C.

where ⊗ denotes the convolution operation. If hAB and hBC are not correlated,
waves interfere non-constructively, giving a background noise that can be mod-
eled by a random signal with zero-mean velocity and standard deviation σ [18].
Applying the reciprocity principle, setting C = A, and time t = T in (1) gives,

vA(T ) =

∫ T

0

h2
AB(T − ξ) dξ. (2)

The interference is now constructive, yielding a peak of signal localized in space
and in time. This process is graphically represented in Fig. 1 for a two dimen-
sional domain.

3 Physical and Engineering Tradeoffs

A time-reversal set-up typically involves an array of transducers located at the
periphery of the domain of interest. The number of transducers can even be
reduced to one when the domain has reverberant properties and if the transducer
has sufficient bandwidth. The reduction of the number of transducers, which
comes with possible gains in implementation complexity, also comes with a cost
in performance as illustrated in Fig. 2a. Sets, connected or not, and of any
measure, can theoretically be reconstructed. Multi-digit, whole hand stimulation,
etc, thus does not differ in principle from the single region example illustrated in
Fig. 2b. Repetitions in time are easily achieved by convolution of the signals by a
Dirac comb. All these possibilities are crucially dependent on achieving sufficient
resolution in time, space, and signal magnitude. It is therefore important to
develop, from first principles, the basic tradeoffs involved.
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t = 0 t = Tt = T

a b

actuators
t = 17T t = 0.5T

Fig. 2. a) A highly reverberant cavity with a single actuator can yield good recon-
struction quality in short time, but with a long tail of noise. b) Example of a triangle
reconstructed from eight impulse responses.

3.1 Contrast Ratio

The ratio C = vA(T )/σ is called contrast, or signal-to-noise ratio, at point A.
Intuitively, this ratio increases with the introduction of higher modes that have
smaller wavelengths. According to the time-frequency uncertainty principle, the
time needed to resolve two frequencies Δt, is inversely proportional to their dif-
ference, Δf , that is, ΔtΔf ∼ 1. A longer time-reversed window, T , makes it
possible to resolve mode separated by smaller Δf ’s, thus increasing contrast.
With one actuator in a chaotic cavity [19], or in a scattering medium [18], con-
trast increases with

√
T . Higher modes become impossible to resolve with the

consequence that, when T approaches their decay characteristic time, τ , con-
trast no longer follows a square root law and reaches a limit. With N actuators,
however, simultaneously reproducing inverted impulse responses sum their con-
tributions at any point. Contrast, then, follows the trend C ∝

√
NT , as long as

T < τ , which is equivalent to increasing the length of the time-reversed window.

3.2 Cavity Reverberation

Cavity having the longest characteristic time possible would seem to be advan-
tageous at first sight. During the reconstruction process, waves converge toward
the reconstructed set and then diverge once t > T . The time during which di-
verging waves reverberate before dying out is determined by τ . Repetition of the
process at rate faster than 1/τ , will cause noise to accumulate, lowering con-
trast. The reverberation characteristic time, τ , should therefore be of the same
order than T/N to achieve good contrast ratio while raising the reconstruction
frequency. A larger number of actuators makes it possible to design the cavity
with a shorter reverberation characteristic time.

3.3 Spatial Resolution

A factor which must be considered when applying the time-reversal approach
to tactile stimulation is that of spatial resolution. It is driven by the smallest
reconstructed spot of diameter, ε, which is bounded by the smallest wavelength,
λ− = c/f+, where c is the medium’s wave propagation celerity, and f+ the
frequency used in the re-focusing process. For a same displacement amplitude,
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smaller wavelengths can be achieved either by increasing the range of frequencies
or by lowering propagation celerity. The focused impulse duration, ζ, corresponds
to the inverse of the largest frequency used in the re-focusing process giving,
ζ < ε/c. A low celerity has an additional benefit. A given amplitude can be
achieved with lower frequencies and hence with less power.

3.4 Medium Deformation

The focused point size is given by the smallest wavelength used in the recon-
struction process and amplitude must be sufficient to fall into the range tactile
sensibility. The propagation medium must therefore be able sufficient displace-
ment gradients, that is, deformation. As exemplified in Section 4, the Young’s
modulus of a material and the smallest achievable bending radius of a membrane
are not independent quantities, suggesting that more elastic materials employed
in manufacturing of the propagation medium are favorable, lowering propagation
velocity, shortening wavelengths, and achieving higher deformations.

3.5 Power Transmission to a Finger

Stimulation techniques must transfer power into the load. Here, the stimulated
finger perturbs wave propagation when it is coupled to the medium, causing
phase shifts and wave front attenuation. To gauge these effects, we developed
a simple model of interaction between a finger and flexural waves, see Fig. 3.
The finger is lumped into a mass-spring-damper system and waves propagate in
an infinite strip of width, l, representing the width of the contact. An incident
wave of wavelength, λ = 2π/k, amplitude, AI , propagates at celerity, c = ω/k,
along the x-axis, uI(x, t) = AI e

j(ωt−kx). There are two other waves, uR(x, t) =
AR ej(ωt−kx) and uT (x, t) = AT ej(ωt−kx), the reflected wave and the transmitted
wave, respectively. The power transported by uI is PI = c2k2ZS|AI |2, where
ZS = fact/vI is impedance of the strip at the point of actuation and vI = ∂uI/∂t
is the out-of-plane velocity [20].

uTuRuI

x
l

u

Fig. 3. Model of wave-finger interaction

At x = 0, finger displacement has the amplitude of the transmitted wave,
uF(t) = uT (0, t). Enforcing continuity of displacement and conservation of mo-
mentum at x = 0 gives,

AF = AT = AI
2ZS

ZF + 2ZS
, AR = −AI

ZF

ZF + 2ZS
, (3)
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Table 1. Strip material properties and power needed to displace a fingertip by 10 μm

Properties E h ρl Rl P

GPa mm kg/m3 N W

Glass 69.0 1.0 2300 0.0 500
bopet 4.0 0.125 1400 2.0 1.5

where ZS is the lumped impedance of the strip at the contact and ZF = β +
j [μ (ck) − κ/(ck)] is the impedance of the finger where, μ, β, and κ are mass,
damping, and stiffness respectively. Expressing the power of the incident wave
as a function of the finger displacement gives,

PI =
c2k2

4

|ZF + 2ZS|2
|ZS|

|AF |2, (4)

showing that slow propagation celerity achieves the same displacement for less
power. It shows also that ZS should be larger than ZF to prevent muffling. On
the other hand, as is well known, optimal transmission is when ZF = ZS. For an
isotropic thin strip under uniform traction,

Zs =
√
ρl (Rl +Dlk2), and c =

√
1/ρl (Rl +Dlk2), (5)

where the lineic bending stiffness is, Dl =
1
12Eh3l, and where, E, is the strip

Young’s Modulus, l, the width, h, the thickness, ρl, the lineic mass density, and
Rl, the lineic tension. This simple model, while ignoring scattering and finite
contact size effects, indicates that if a membrane is used as transmission medium,
its material should have high density and low stiffness. Assuming reasonable
values for a fingertip impedance, μ = 0.2 g, β = 1.0 N·s/m and κ = 1.0 N/mm,
see [21], λ = 15 mm, l = 10 mm, we can evaluate the appropriateness of some
materials for the application of time-reversed acoustics to tactile stimulation in
terms of the power needed to displace the skin of a finger, see Table 1.

4 Preliminary Validation

A 150 × 150 × 0.125 mm sheet of bopet (biaxially-oriented polyethylene tereph-
thalate) was stretched and glued to a rigid frame with a surfacic tension of Rs =
30 N/m. For a membrane, Dl must be replaced in (5) by Ds =

1
12Eh3/(1− ν2),

where ν is the Poisson’s ratio of the material. Setting E = 4 GPa and ν = 0.3,
we obtain a wave celerity varying from 34 to 43 m/s for wavelengths varying
from ∞ to 15 mm, that is frequencies from 0 to 3 kHz. The first mode was
at 150 Hz and the characteristic time was about 70 ms. Eight custom-made,
miniature, moving-magnet electromagnetic devices (6.2 Ω, 1.9 mH, bl = 6 N/A,
1.5 × 0.5 mm) impinged on the membrane. They were placed in a configuration
that avoided symmetries as indicated in Fig 4. The devices were used as force
transducers in actuation mode and as velocity transducers in sensing mode.
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Fig. 4. Experimental set-up and focusing results, at 5 Hz in E and at 2 Hz in D

A two-dimensional cavity of surface area S, perimeter P and wave celer-
ity c(f), has M mode below a frequency f according to M(f) = πS (f/c)2 +
(Pf)/(2c), see [22]. It follows that the separation, Δf , between two modes is
given by 2c2/(4πSf + Pc) = 2c2/(4πSck + Pc) = 2c/(2Sk + P ). Following
the discussion of Section 3.1, the time reversal window duration was set at
T ∼ (2Skmax + P )/(2Ncmin) � 30 ms.

Waves were re-focused onto two points, E and F at 2 and 5 Hz, respectively to
re-create time-space impulses. Displacements were recorded by a laser vibrometer
and synchronized with the emissions. The results are plotted in Fig 4 for various
locations on the membrane. The pulses in E and F achieved 40 μm in amplitude.
At any other point, background noise was present with same amplitude as in E
and F.

For the same contrast ratio, the peak amplitude could reach 200 μm by scaling
up the signal. When a finger touched the surface the amplitude of the signal
and of the noise was attenuated by a factor 5. It was also possible to scale
down the signals so that the background noise fell below the tactile sensitivity
while keeping the sensation experienced in E and F above threshold. The signal
bandwidth fell within the audible range and could be heard, but since the sound
was a reproduction of an actual impact, it did sound exactly like an impact. The
tactile and auditory experiences were therefore mutually coherent.

5 Conclusion

Computational time reversal was successfully applied to focusing flexural waves
to a spot of similar size to a finger contact, and with amplitudes compatible with
the tactile sensitivity range. Further research will aim at increasing the contrast
ratio to obtain more vivid stimuli, keeping in mind that the stretched membrane
approach is only one among many other options for a propagation medium.
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The ability of reconstructing arbitrary waveforms within arbitrary sets can
be approached either by pre-computing response libraries or in a discrete man-
ner or applying the appropriate interpolation laws, or by the development of
a model which is sufficiently accurate and computationally acceptable to cal-
culate impulse responses offline, or even online, using advanced computational
methods.
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Abstract. We present an error-resilient perceptual haptic data com-
pression scheme based on a probabilistic receiver model. While the pre-
viously proposed perceptual deadband approach successfully addresses
the challenges of high packet and data rates in haptic real-time commu-
nication, packet loss in the network leads to perceivable distortion. To
address this issue, a sender-driven transmission scheme for low-latency
packet loss compensation is proposed. In this scheme, packet transmis-
sions are adaptively triggered only if the reveicer state is likely to de-
viate from the error-free signal by more than the applied perception
thresholds. Conducted experiments validate that the proposed haptic
communication scheme successful compensates for packet loss with low
computational complexity and without the need of acknowledgments.

Keywords: Haptics, Communication, Compression, Error-resiliency.

1 Introduction

Haptic data communication is an emerging research area in the context of telep-
resence and teleaction (TPTA) systems. These systems enable the execution of
remote explorative and manipulative tasks by immersing a user into an envi-
ronment that is distant, inaccessible, scaled to macro- or nano-dimensions or
hazardous for a human being. A TPTA system can be decomposed into three
main subcomponents: the human operator (OP) connected to a human system
interface device (HSI), a teleoperator (TOP) which receives control commands
for the execution of remote operations, and the communication link which bidi-
rectionally transmits the multimodal information over a communication channel
(see Fig. 1). In order to provide physical access to the remote environment, par-
ticularly the exchange of haptic velocity and force feedback signals plays a key
role. In contrast to the transmission of audio and video signals, the haptic signals
are bidirectionally transmitted and thereby close a global control loop between
the human OP and the TOP. To maintain control loop stability and a high de-
gree of system transparency, haptic real-time communication in TPTA systems
is characterized by strict delay constraints. As the communication and process-
ing latency must be kept at an absolute minimum, haptic samples are typically
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Fig. 1. Illustration of a telepresence and teleaction system and its main subcomponents:
the human-system interface (HSI), the communication system and the teleoperator
(TOP). Figure adopted from [1].

transmitted immediately upon their generation. In packet-switched networks,
e.g., the Internet, this transmission behavior leads to high packet rates of up to
the applied haptic sampling rates at the HSI and the TOP (typically 1000 Hz).
Furthermore, modern TPTA systems deploy an increasing number of degrees
of freedom (DoF) to provide intuitive and flexible remote manipulation. As ev-
ery DoF is individually sampled and controlled, the bidirectional exchange of
haptic signals leads to high data rates which are particularly challenging in
large-distance or wireless TPTA scenarios.

Several approaches addressing the challenges of haptic real-time communica-
tion have been presented in literature. Early work on haptic data compression
can be found in [2,3], where adaptive sampling and quantization techniques for
haptic signals are discussed and compared with each other. In [4], predictive cod-
ing for haptic signals based on Differential Pulse Code Modulation (DPCM) and
Adaptive Differential Pulse Code Modulation (ADPCM) combined with Huff-
man coding are used to reduce the load on the haptic channel. First research
explicitely targeting the high packet rates in networked control loops can be
found in [5]. Here, the concept of a deadband-based packet rate reduction is pro-
posed where sensor readings are only transmitted if their magnitude changes by
a fixed threshold. First work specifically exploiting limitations in human haptic
perception can be found in [6,7]. Here, the so-called ”perceptual deadband” (PD)
compression approach (or in short ”deadband approach”) has been presented
which is further investigated in terms of stability criteria in [8,9]. It explicitly
extends the deadband-based packet rate reduction scheme in [5] with a model of
human haptic perception. It reduces the packet rate by detecting and transmit-
ting only perceptually relevant haptic samples over the haptic communication
channel.

Consequently, as transmitted haptic samples are considered to describe per-
ceivable information, packet loss in the network immediately leads to perceiv-
able distortion in the haptic feedback. Research from the field of real-time video
streaming [10,11] proposes a technique for robust low-latency video streaming,
which has been shown to also apply to the challenges of lossy haptic communica-
tion [12,13]. It is based on a Markov decision tree which considers every triggered
network transmission to either successfully arrive at the receiver or to be lost.
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In this way, it allows the consideration of all possible receiver states at any
time. If possible signal disturbances become likely, additional redundancies can
be added to the haptic channel for compensating the network errors. However,
the exponential growth of the tree structure that occurs with every triggered
network transmission limits the applicability due to its expensive memory and
computation requirements. Brandi et. al address this issue [13] and show that the
exponentially growing Markov tree can be significantly simplified to an adaptive
Markov chain model which reduces the complexity to linear time. However, the
constantly growing data structures require techniques to limit their size such as
the transmission of acknowledgment feedback or the detection and removal of
unlikely receiver states.

In this work, a novel probabilistic receiver state model using a multivariate
Gaussian distribution is presented. In contrast to previous approaches, it does
not require any feedback information (ACKs or NACKs) and operates with low
computational complexity. Conducted experiments validate that the proposed
approach can successfully restore the perceived quality of haptic feedback when
operating a TPTA system on a highly erroneous network channel.

This paper is organized as follows. In Section 2, the perceptual deadband
scheme for haptic real-time compression is explained. The novel error-resilient
haptic communication scheme which is based on probabilistic receiver state es-
timation is introduced in Section 3 and experimentally evaluated in Section 4.
Section 5 concludes the paper.

2 Perceptual Haptic Data Compression

The challenges of high packet and high data rates in haptic real-time communi-
cation are successfully addressed by the perceptual deadband (PD) compression
scheme proposed by Hinterseer et al. [6]. It allows a tremendous reduction in
network transmissions, imperceptible to the human. To this end, two key com-
ponents are used: a psychophysical model at the sender, and a signal predictor
deployed both at the sender and the receiver (see Fig. 2). Hinterseer et al. further
show that a simple yet effective psychophysical model of human haptic percep-
tion suitable for haptic real-time communication can be built based on Weber’s
Law of Just Noticeable Differences (JND) [14]. Weber’s research revealed that
over a large dynamic range, the perception of relative changes in stimulus is
linearly proportional to the stimulus intensity itself. This implies a constant ra-
tio between the intensity of a pending stimulus and the maximum change in
intensity that is just not noticeable.

Weber’s Law of the JND can be mathematically described in the following
way:

ΔI

I
= k = const. or ΔI = kI (1)

where I is the stimulus intensity, ΔI is the so called Difference Threshold or
the JND and k is the constant Weber fraction. Integrated into the proposed
perceptual coding scheme, Weber’s Law of JND can be used to estimate haptic
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Fig. 2. Illustration of the perceptual predictive coding scheme for haptic real-time
transmission introduced in [6]

discrimination bounds. As long as the difference between the incoming signal h
and the predicted signal p stays within imperceptible bounds, no network trans-
missions are required and the predicted samples at the receiver can be output.
If the difference between the incoming and the predicted haptic sample exceeds
the applied perception thresholds at the sender, additional signal information is
sent over the network which also updates the predictors. To this end, the haptic
signals are perceptually downsampled while keeping the introduced compression
distortion below human haptic perception thresholds.

For the prediction of haptic signals, typically linear predictors of very low
order (e.g. order one) are deployed to comply to the strict delay constraints
which are required to maintain control loop stability. They successfully model
the low frequency characteristics of haptic signals while still being able to quickly
adapt to transients during contact events due to their low group delay.

Fig. 3 visualizes the process of PD compression using a zeroth-order predictor
(hold-last-sample algorithm) and with perceptual thresholds defined by Weber’s
Law of JND. Samples illustrated with solid vertical lines are considered to be
relevant for transmission. They also define the discrimination thresholds based
on Weber’s Law of JND represented by PDs, illustrated as gray zones. Note
that the size of the applied PD is a function of a deadband parameter k and
the magnitude of the most recently predicted haptic sample value |pi−m|, where
m samples back in time the last violation of the then applicable perception
thresholds occurred. This can be described by

Δi = Δi−1 = . . . = Δi−m = k · |pi−m|. (2)

t

Sender:  

Signal Updates 

Perceptual 
Deadband 

Receiver:  

 
t

Haptic Communication Channel 

Fig. 3. Perceptual deadband compression using a zeroth-order prediction (hold-last-
sample) algorithm
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Once the PD is violated by a new input sample, this input sample is transmit-
ted and redefines the applied perception thresholds. Samples with dotted lines
fall within the currently defined deadband and can be dropped as their change
in signal is too small to be perceptible.

Similarly, the first-order haptic prediction scheme proposed in [6] takes the
two most recently transmitted haptic signal updates hi and hj at time i and j
into account. This allows for the calculation of a gradient gj

gj =
hi − hj

i− j
with i > j > 0 (3)

Accordingly, the haptic signal prediction pi can be calculated by

pi = hj + gj · (i − j) (4)

3 Error-resilient Perceptual Haptic Compression

As the perceptual haptic data compression approach transmits only perceptually
relevant haptic samples, lost network packets consequently lead to noticeable
disturbances. Furthermore, failed haptic data transmission leads to inconsistent
predictor states which also results in disturbing artefacts in the decoded haptic
signal.

A common strategy for detecting and compensating for packet loss in a net-
work is to acknowledge successfully transmitted packets to the sender. If the
sender does not receive an acknowledgment message from the receiver within a
fixed period of time, it assumes the packet was lost and triggers retransmissions
until a successful transmission is achieved. In haptic real-time communication,
however, the strict latency constraints prevent any acknowledgment-based wait-
ing strategy. Furthermore, since the transmission of compressed haptic packets
is temporally irregular, the receiver does not know when it is supposed to re-
ceive a network packet. This poses a serious challenge for the detection and
corresponding concealment of network errors on the haptic channel.

Brandi et al. [12,13] address this challenge (inspired by [11]) and show that ro-
bust low-latency streaming of compressed haptic signals can be achieved with the
help of a binary Markov decision tree, which reflects all possible receiver states
after n packet transmissions. Whenever a network transmission is triggered, the
corresponding data packet either successfully updates the receiver or it is lost
due to packet loss. If the actual sender state and possible receiver states deviate
by more than the applied perception thresholds, additional data transmissions
can be adaptively triggered in order to compensate for the packet loss at the cost
of increased packet rates on the haptic channel. As the Markov tree structure
grows exponentially with every transmitted haptic packet, the corresponding
computational complexity and memory requirements are limiting its applica-
tion. To address this issue, acknowledgments with receiver state information are
typically signaled from the receiver back to the sender (see [12,13,10,11]).
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In the following, a novel receiver state estimation technique is presented which
does not require the transmission of acknowledgment feedback, and is charac-
terized by low computational complexity.

3.1 Probabilistic Receiver State Estimation

Experiments reveal that the distribution of the signal error in the PD compres-
sion scheme originating from packet loss exhibits a Gaussian-like distribution
(see Fig. 4). This motivates us to probabilistically model the uncertainty of the
receiver state with a multivariate normal distribution (see Fig. 5).

Initially, the sender and the receiver are initialized with state h0. From then
on, a successful transmission of packet hn+1 updates the receiver state (ĥn+1 =
hn+1) with probability p. Otherwise, the receiver holds its most recently success-

fully received update at time i ≤ n, hence ĥn+1 = ĥi with probability (1 − p).
Hence,

Pr{ĥn+1 = hi} =

{
Pr{ĥn = hi} · (1− p) : 0 ≤ i ≤ n

p : i = n+ 1
(5)

By using (5), we can iteratively calculate the sample mean hn+1 of all possible
receiver states after n+ 1 transmissions which then serves as an estimate of the
expected mean of the receiver state.

hn+1 =
n+1∑
i=0

Pr{ĥn+1 = hi} ·hi (6)

=

n∑
i=0

Pr{ĥn+1 = hi}︸ ︷︷ ︸
Pr{ĥn=hi} · (1−p)

·hi + Pr{ĥn+1 = hn+1}︸ ︷︷ ︸
p

·hn+1 (7)

= (1− p) ·hn + p ·hn+1 (8)
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(b) Force error when using a first-
order PD compression.

Fig. 4. Distribution of haptic signal errors originating from packet loss. In this exper-
iment, a uniform packet loss with probability 0.5 and PD compression with k = 10%
is used.
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Fig. 5. Illustration of a multivariate Gaussian distribution describing the receiver state

Hence, the sample mean hn+1 can be successively updated by only taking the
previous sample mean hn and the current haptic input sample hn+1 into ac-
count. Similarly, the sample mean of all vector products hihi

ᵀ can be iteratively
updated with every triggered network transmission:

hn+1h
ᵀ
n+1 =

n+1∑
i=0

Pr{ĥn+1 = hi} ·hih
ᵀ
i (9)

=

n∑
i=0

Pr{ĥn+1 = hi} ·hih
ᵀ
i + Pr{ĥn+1 = hn+1} ·hn+1h

ᵀ
n+1 (10)

= (1− p) ·hnh
ᵀ
n + p ·hn+1h

ᵀ
n+1 (11)

With the help of the sample mean values hn+1 and hn+1h
ᵀ
n+1, an estimate of

the covariance matrix Ĉn+1 can be determined which expresses the uncertainty
of the current receiver state estimation. It is defined by:

Ĉ(hn+1) = hn+1h
ᵀ
n+1 − hn+1 ·hn+1

ᵀ
(12)

=
[
(1− p) ·hnh

ᵀ
n + p ·hn+1h

ᵀ
n+1

]
− (13)[

(1− p) ·hn + p ·hn+1

]
·
[
(1− p) ·hn

ᵀ
+ p ·hᵀ

n+1

]
Hence, the receiver state can be statistically modeled with every network trans-
mission by successively updating the mean and covariance estimates of ĥn+1.
This iterative estimation procedure can be performed with low computational
effort and at high update/transmission rates at the sender.

3.2 Error-resilient Transmission Scheme

The estimated covariance matrix Ĉ incorporates correlations within the trans-
mitted signal h. The principal axes of the recently transmitted haptic samples
hi are reflected by the eigenvectors of the covariance matrix Ĉ(h). Hence, the
uncertainty described by the covariance matrix increases towards the direction
of current signal change and, consequently, stays within smaller bounds along
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an orthogonal direction to the current signal trajectory. If Ĉ is nonsingular and
positive definite (which is usually the case after a few iterations), its deter-
minant det(Ĉ) can be used to obtain a measure of uncertainty of the current
receiver state estimation process. If det(Ĉ) falls below a small threshold ε, the
sample mean hn+1 can be considered to be a precise estimate of the current
receiver state ĥn+1. Consequently, a perceptual evaluation of the sample mean
hn+1 at the sender allows a reliable decision over the transmission of additional
packets (see Section 2). However, if det(Ĉ) exceeds the uncertainty threshold ε,
additional steps are required to decide over possibly required redundancy on the
haptic channel which are discussed in the following (see Fig. 6).

As the exact receiver output is unknown at the sender at time i, the region
in the receiver state space is of interest, within which haptic output samples ĥ
are in PD compliance with the current input sample hi at the sender. If hi falls
into this region, the difference in signal between sender input hi and receiver
output ĥi can be considered to be imperceptible and no additional network
transmissions are required. Interestingly, this PD compliance assuring region is
of circular/spherical shape with center s and radius r, as shown in the following
equations:

|ĥ− h| ≤ k|ĥ|
(ĥx − hx)

2 + (ĥy − hy)
2 + (ĥz − hz)

2 ≤ k2ĥ2
x + k2ĥ2

y + k2ĥ2
z

...(
ĥx−

hx

1−k2︸ ︷︷ ︸
=: sx

)2

+

(
ĥy−

hy

1−k2︸ ︷︷ ︸
=: sy

)2

+

(
ĥz−

hz

1−k2︸ ︷︷ ︸
=: sz

)2

≤ k2

(k2−1)2
(h2

x + h2
y + h2

z)︸ ︷︷ ︸
=: r2

|ĥ− s| ≤ r (14)

Hence, if |ĥ − s| ≤ r, the current haptic input h at the sender is PD compli-

ant with the receiver output ĥ. Consequently, the probability of being in PD
compliance can be calculated by integrating over the PD assuring spherical re-
gion within the probability density function fĥ of the modeled receiver state
distribution

Pr[PD Compliance] =

∫
{x|r≥|x−s|}

fĥ(x) dx (15)

using the probability density function fĥ of a D-dimensional multivariate Gaus-
sian distribution:

fĥ(x) = (2π)−
D
2 det(Ĉ)−

1
2 exp

(
− 1

2 (x− x)ᵀĈ
−1

x (x− x)
)

(16)

As long as the probability of the signal error being in PD compliance with the
input signal h stays below a target probability ψ, additional packet transmissions
need to be triggered until the desired PD compliance probability ψ is retained.
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Fig. 6. Flow diagram at the sender of the error-resilient transmission scheme

3.3 Extension to First-Order PD Compression

In the first-order PD compression scheme (see Section 2), the prediction coeffi-
cient/gradient g is typically jointly transmitted together with the current abso-
lute haptic sample value h [13]. This allows the separate modeling of not only
the statistical distribution of the absolute signal h, but also of the prediction
gradient g. However, transmission errors in predictive coding schemes propagate
over time which requires updating of the sample mean and covariance estimates
of ĥ and ĝ at every sampling instance (and not only when network transmissions
are triggered). According to linear regression theory in statistics, the absolute
sample amplitude and the corresponding gradient can be understood as indepen-
dent random variables. As the sum of normally distributed independent random
variables is again normally distributed, the signal prediction step can be easily
applied to the probabilistic models during periods of network inactivity:

hn+1 = hn + gn (17)

Ĉ(ĥn+1) = Ĉ(ĥn) + Ĉ(ĝn) (18)

Hence, the modeled receiver state and its covariance are linearly modified over
time. However, each triggered update reduces again the uncertainty in the haptic
communication system. Consequently, the presented approach does not require
acknowledgments from the receiver. However, feedback can be optionally used
to support the receiver state estimation process.

4 Experimental Evaluation

A psychophysical study has been conducted to investigate the performance of
the proposed robust haptic data communication scheme. 16 test subjects par-
ticipated in the experiment. The experimental setup consists of a Phantom
Omni HSI device from SensAble and a simulated virtual TPTA environment.
It contains a touchable virtual sphere with a smooth surface which can be ap-
proached and haptically touched from any direction. During contact with the
remote environment, collision detection and contact force rendering are per-
formed by the CHAI3D library at 1000 Hz. In the experiment, a simulation of
a uniform packet loss is applied to the transmission of the force feedback signal.
The position/velocity signals stay unmodified during the experimental study.
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The uncertainty threshold ε applied to the determinant of Ĉ is set to 10−15N2.
The PD parameter k is kept at 10% during the experiment. The integral in
(15) is numerically evaluated with a resolution of 0.01N in every dimension.
The experiment consists of two runs which investigate the performance of the
proposed packet loss concealment scheme applied to zeroth-order and first-order
PD compression, respectively. In each run, ten different system configurations
with varying packet loss and deadband compliance probability ψ are evaluated
which are randomly presented to the subjects. Specifically, the impact of net-
work packet loss of 0%, 20%, 40%, 60% on PD compressed force feedback signals
is investigated. In addition, for each of the test configurations with a packet loss
probability >0%, the influence of the proposed packet loss compensation scheme
using the multivariate Gaussian receiver model on subjective quality and packet
rates are observed. Here, three PD compliance probabilities ψ = 0%, 70%, 95%
are used to configure the sender-driven transmission scheme. The subject can
freely choose between the ten test configurations by pressing the numbers 0–9
on a keyboard. As soon as a different test configuration is selected, the cor-
responding feedback is immediately displayed to the subject which allows for
pairwise comparison of the test items. In addition, a reference configuration is
provided to the subject which deactivates the simulated packet loss on the haptic
channel. This enables the direct comparison and subjective rating of the differ-
ent test configurations against the presented reference. The subjects are asked
to perceptually evaluate any perceived difference in the haptic feedback to the
reference setting in accordance to a predefined subjective rating scale from 0
(strong difference) to 100 (no difference perceivable).

The experimental results are shown in Fig. 7. They demonstrate the strong
performance of the PD compression scheme. Here, the test configurations with-
out applied packet loss achieve a packet rate reduction of > 90% while keeping
introduced coding artefacts below haptic discrimination thresholds. The upper
figures show the mean packet rates and mean subjective ratings for the zeroth-
order PD compression scheme. It can be observed that with increasing packet
loss probability, the subjective quality of the haptic feedback becomes clearly im-
paired. The light and the dark gray bars illustrate the results with applied packet
loss compensation using the multivariate Gaussian receiver model. In order to
conceal the packet loss on the haptic channel, additional packet transmissions are
triggered as soon as disturbing signal distortion at the receiver becomes likely,
which can be seen in Fig. 7(b). The subjective ratings in Fig. 7(a) show that by
adding redundancy to the haptic channel, the disturbing packet loss effects in
the TPTA system can be successfully compensated. Even at a PD compliance
probability of 70%, the transparency of the TPTA system is almost completely
restored. The lower figures illustrate the mean packet rates and the mean sub-
jective rating of the first-order PD compression scheme. The results clearly show
that first-order PD compression is significantly more sensitive to data loss on the
communication channel. Here, already a low packet loss probability significantly
impairs the subjective quality of haptic feedback. This is mainly due to incor-
rect signal predictions which occur as soon as haptic predictor updates are lost
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(d) Mean packet rates (first-order PD
compression).

Fig. 7. Experimental results of perceptually robust haptic communication based on the
multivariate Gaussian receiver state model. In all test configurations, PD compression
with a PD parameter of k = 10% is applied to the force feedback.

during transmission. However, the results in Fig. 7(c) demonstrate that also for
the first-order PD compression scheme, the sender-driven transmission scheme
successfully compensates for the network data loss. Interestingly, the additional
packet rates required for error-resilient haptic communication are similar for the
zeroth-order and first-order PD compression schemes.

5 Conclusion

In telepresence and teleaction systems, the communication of compressed haptic
signals is sensitive to data loss on the communication channel. In this paper, a
novel error-resilient perceptual communication scheme has been proposed which
employs a probabilistic model of the perceptual deadband receiver.Whenever the
actual sender state and the estimated receiver state are expected to deviate by
more than the applied perception thresholds, additional data transmissions are
adaptively triggered in order to compensate for the packet loss. Experimental
results reveal that the novel multivariate Gaussian receiver model is able to
compensate even high packet loss up to a loss probability of 60%. This can be
achieved with low computational complexity and in real time, without the need
of acknowledgment feedback.
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What Feels Parallel Strongly Depends on Hand

Orientation

Astrid M.L. Kappers and Bart J. Liefers

Helmholtz Institute, Physics of Man
Padualaan 8, 3584 CH Utrecht, The Netherlands

Abstract. Parallel in the outside world is not necessarily perceived as
parallel. Previous studies have shown that what is felt as parallel can de-
viate significantly from what is physically parallel. In a new set-up, the
influence of hand/arm orientation is investigated in detail by systemat-
ically varying the angle between the two hands, while the participants
have to make a test bar parallel to a reference bar. Large positive devi-
ations were found of about 32 % of the angle between the hands. The
deviations were always in the direction of the rotation of the right hand
with respect to the left hand. These findings are consistent with the hy-
pothesis that the haptic perception of spatial relations is biased in the
direction of the egocentric reference frame connected to the hand.

Keywords: Reference frames, haptic spatial perception, egocentric, al-
locentric, hand orientation, parallel.

1 Introduction

It has already long been known that our haptic spatial perception of the world
around us is not veridical (e.g. [1], [16]). Extensive recent investigations con-
firmed this finding by using a parallel setting task (e.g. [4], [5], [6], [7], [10], [13]).
In a typical version of this task, blindfolded participants are required to match
the orientation of a reference bar by rotating a test bar at a different location.
Large (up to and above 90◦) but systematic deviations are the result (e.g. [7]).
The right bar always deviates clockwise with respect to the left bar.

Currently, the deviations are understood in terms of biases due to the influence
of egocentric reference frames, such as the hand or body reference frames [8], [9].
An allocentric reference frame is a reference frame external to the body, such as
the reference frame of the experimental room or the table on which the set-up is
placed. For the current discussion, the allocentric reference frame will be equated
to a physical reference frame fixed to the set-up with cardinal directions 0◦ and
90◦ (see Fig. 1). An egocentric reference frame is not fixed to the external world,
but to a body part such as the hand. If the hand rotates, the reference frame
rotates with it (see Fig. 1).

In all versions of the parallel setting task, the participant is required to match
the orientations of two bars in an allocentric reference frame, either unimanually
or bimanually. So if the reference bar has an orientation of 60◦, the test bar also
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Fig. 1. Illustration of different reference frames. Left: allocentric reference frame. The
cardinal orientations are aligned with 0◦ and 90◦. Right: egocentric reference frame
fixed to the hand. The cardinal orientations are aligned with the hand and perpendic-
ular to it. The egocentric reference frame in this example is rotated 20◦ anticlockwise
with respect to the allocentric reference frame.

needs to be orientated in 60◦, irrespective of its location. However, if the loca-
tions of the reference and test bars are far apart, the orientation with respect
to the egocentric reference frame of the hand touching the bars will be quite
different. “Parallel” in the egocentric reference frame could lead to completely
different allocentric orientations. In practice, participants do not completely rely
on an egocentric reference frame, but their deviations are significantly biased in
that direction. Different participants are influenced to a different degree by their
egocentric reference frames, leading to large individual differences in average de-
viation [7], [9]. This explanation of a biasing influence of an egocentric reference
frame has also been proposed by other researchers for other tasks like pointing
and grasping (e.g. [2], [14]). There is also some neurophysiological evidence that
there are two separate pathways for the somaesthetic modalities, one of which
supposedly employs a more allocentric frame of reference, whereas the other is
more egocentric [15].

There is not just one single egocentric reference frame, but for different tasks,
different egocentric reference frames might apply. Think of vision, where both
a retina-centred and a head-centred reference frame might play a role. In the
haptic parallel setting task, a hand-centred reference frame is quite an obvious
candidate, but also a body-centred reference frame could play a role. In a body-
centred reference frame, “parallel” would be defined as having a fixed orientation
with respect to concentric circles around the body midline [5].

In a previous study [12], the influence of the egocentric hand reference frame
was systematically investigated by forcing participants to use a more or less
fixed hand orientation during the parallel setting task. The hands were placed
symmetrically around the midsagittal plane, 60 cm apart on a horizontal set-
up. The hands could either be parallel, converging or diverging with respect



What Feels Parallel Strongly Depends on Hand Orientation 241

to each other. The arm angle between the hands had a significant influence on
performance: when the hands diverged, so that the influence of the egocentric
hand frame would be increased, the deviations indeed increased, whereas in the
converging condition, the deviations decreased. However, also in the parallel
condition there were significant deviations, that could not be attributed to the
egocentric hand influence. These deviations were consistent with an influence of
a body reference frame, so it was concluded that both hand and body reference
frames play a role in the haptic perception of parallelity.

The present study is a sequel to [12], where the aim is to further investigate
the influence of a hand-centred frame, while excluding the possible influence of a
body-centred reference frame. In order to do so, the hands need to be positioned
right in front of the body at the same location. As it has been shown that a
delay between touching the reference and test bars improves performance by
presumably strengthening the influence of the allocentric reference frame [18],
any delay had to be avoided. Therefore, a set-up was designed, where the two
hands would be at the same position in the horizontal plane, but with only a
slight difference in height. The angle between the arms will be controlled and
varied in a systematic way.

2 Methods

2.1 Participants

Twelve participants (6 males and 6 females) took part in the experiment on
a voluntary basis. One male was left-handed, all other participants were right-
handed as assessed by means of a standard questionnaire [3]. Their age was on
average 21 years (age range 19-23). All participants were näıve about the purpose
of the experiment.

2.2 Set-Up

The set-up consisted of two circular iron disks fixed on wooden plates, one 12 cm
above the other (see Fig. 2). The iron plates were covered with a plastic layer on
which protractors with a radius of 10 cm were printed. Aluminium bars (length
20 cm, diameter 1.1 cm) could be placed on the protractors by means of a small
pin that fitted in a hole in the centre. Small magnets attached at the bottom of
the bars caused some resistance against movement, so that the bars could still be
rotated but unintended rotations were avoided. One end of the bars was arrow-
shaped, so that the orientation of the bar could be read off with an accuracy of
0.5◦. By means of a hinge at the back side, the upper wooden plate could be
unfolded, so that the experimenter could adjust the reference bar on the lower
protractor (see Fig. 2 upper right).

To each wooden plate an arm rest was attached, that could be fixed in steps
of 10◦ ranging from -100◦ to 100◦ (0◦ corresponds to the position closest to
the participant’s body). The following arm angles were used: 40◦, 60◦, 100◦,
120◦, 160◦ and 180◦. In the current experiment, these arm angles were always
symmetrical around the midsagittal plane (see Fig. 3).
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Fig. 2. Set-up used in the experiment. Top left: top view. The arm angle of the par-
ticipant is 120◦. Top right: the upper plate could be unfolded to get easy access to the
lower plate. Bottom: side view. The arm angle of the participant is 60◦. Notice in the
top right and bottom pictures the arm rests, that could be adjusted in order to fix
the orientation of the arms of the participant.

Fig. 3. The six different arm angles used in the experiment. The arm orientations are
determined by the arm rests of the set-up, that can be fixed in various orientations
(see Fig. 2).

2.3 Stimuli

The use of different reference orientations was only meant to provide variation in
stimulus presentation. As cardinal (0◦ and 90◦) and “oblique” (45◦ and 135◦) ori-
entations might cause so-called “oblique effects” [7], [8], these orientations were
avoided as much as possible. Four orientations (22.5◦, 67.5◦, 112.5◦ and 157.5◦)
were used as reference, both in allocentric and in egocentric reference frames,
resulting for most arm angle conditions in 8 different reference orientations in
allocentric coordinates. However, for the arm angle of 180◦, the egocentric and
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allocentric reference frames are aligned (see Fig. 3) resulting in just four dif-
ferent reference orientations. The reference orientation was always presented on
the lower protractor. The test bar (always the bar on the upper protractor) was
set by the experimenter in a random orientation between 0◦ and 180◦ (i.e., the
arrow-shaped end of the bar was always pointing to the right side).

The 6 arm angle conditions were presented in random order and within a
condition, the order of the 8 reference orientations was also randomized. The 6
conditions were performed once with the right hand on top of the reference bar
and once with the left hand on top.

2.4 Procedure

Before the experiment started, it was checkedwhether the participants had the cor-
rect notion of the term “parallel”. In order to do so, they were asked a few times to
position two pens in such a way that they were parallel. Next they were blindfolded
and seated on a stool in front of the set-up. The experimenter fixed the arm rests
in the correct orientation, positioned the first reference bar and the participant
would place his/her arms in the arm rests. The participants were asked to keep
their hands more or less aligned with their arm, although small movements were
allowed in order to rotate the test bar to the desired orientation. Their task was
to orientate the test bar in such a way that it felt as being parallel to the reference
bar. In other words, the test bar had to match the direction of the reference bar.
There was no time constraint, but participants were urged not to take more than
a few seconds per trial. Participants did not receive any feedback.

2.5 Data Analysis

Deviations are defined as the orientation difference between the bar touched
by the right hand and that touched by the left hand. A positive deviation cor-
responds to a situation where the bar touched by the right hand is rotated
anticlockwise with respect to the left hand bar.

3 Results

In Fig. 4 (left) the deviations averaged over all reference orientations and arm
angles are shown for each participant. As in all previous studies (e.g.[7]), the
deviations are systematic (all positive) and the size of the deviations is clearly
participant dependent, in the current case ranging from 16◦ to 37◦. A two-sided
t-test did not reveal a significant difference between male and female participants.

Another representation of the same data is given in the right panel of Fig. 4.
Here the deviations are averaged over all reference orientations and all partici-
pants and given for the 6 different arm angles. Clearly, the deviations increase
as a function of arm angle. A linear fit through these data points results in
the following highly significant relation between deviation d and arm angle a:
d = −5.23 + 0.32a (R2 = 0.998, p < 0.00001). The 95 % confidence interval for
the offset is (-7.61, -2.85) and that for the slope is (0.30, 0.34).
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Fig. 4. Deviations. Left: deviations for each participant averaged over the 6 different
arm angles. Black bars indicate male participants, grey bars females. Right: deviations
for each arm angle averaged over participants. Error bars indicate standard deviations.

In Fig. 5 deviations averaged over participants are given as a function of ref-
erence orientation for the 6 arm angle conditions. Egocentric and allocentric
reference orientations (both expressed in allocentric orientations) are indicated
with open and closed circles, respectively. Not surprisingly, the same as in the
right panel of Fig. 4 can be observed: deviations increase with arm angle. How-
ever, these graphs do not show any indication that the deviations depend in a
systematic way on the reference orientations, nor on whether the reference was
egocentric or allocentric, so there was no need for further statistical analyses.
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Fig. 5. Deviations as a function of reference orientation for all arm angles. Open cir-
cles indicate the egocentric reference orientations (expressed in allocentric orientations)
and black disks the allocentric reference orientations. Note that the egocentric reference
orientations vary with arm angle. For an arm angle of 180◦ the egocentric and allocen-
tric orientations coincide, as the hand is aligned with one of the allocentric cardinal
orientations (see Fig. 3). Error bars indicate standard deviations.
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4 Discussion and Conclusions

Also in this new set-up large and systematic deviations were found. All deviations
were positive indicating that the bar touched by the right hand had to be rotated
anticlockwise with respect to the bar touched by the left hand in order to be
haptically perceived as parallel. As in this set-up the right hand itself is always
rotated anticlockwise with respect to the left hand, this finding is consistent
with the hypothesis that the deviations are caused by a biasing influence of
the egocentric reference frame, in this case the hand. Moreover, by presenting
the stimuli right in front of the body midline at exactly the same position in
horizontal space, the influence of a body-centred reference frame can be ruled
out in this case.

Like in all previous studies, the settings are not completely determined by the
egocentric reference frame. If that had been the case, the settings would result
in bars parallel in the hand reference frame and that is not what was found. The
linear relationship between deviation and arm angle had a slope of 0.32, which
means that the deviation is 32 % of the arm angle and not 100 %. This is within
the range of percentages reported in a previous study using a whole field of bars
made parallel on a horizontal plane [9]. In an experimental study where haptic
mental rotation was investigated, the influence of the egocentric reference frame
was even larger, ranging from 40 to 80 % [17].

As in all previous studies (e.g. [8]) the deviations are strongly dependent
on the participant. Apparently, some participants rely more on their egocentric
reference frame than others. Or, alternatively, some participants are less able
to ignore the influence of their biasing egocentric reference frame. However, it
should be stressed that these influences are not necessarily and even not very
likely caused by conscious processing. A study in which participants were given
various kinds of feedback in order to teach them how to correctly set two bars
parallel, showed that this was very hard to learn [11]. Haptic feedback only
was not sufficient as most participants simply did not believe that what the
experimenter told them was parallel was indeed parallel.

In the current study, there was no significant difference between the deviations
of the male and the female participants. In most of the previous studies, female
participants had larger deviations than males (e.g. [7]). As deviations are strongly
dependent on the participant, this is most likely due to the limited number of
participants in this study.

Extrapolation of the data points in the right panel of Fig. 4, predicts a 0-
degree deviation for an arm angle of 16◦. One reviewer remarked that this is
the angle between the arms when the hands are touching as far away from the
body as possible. This is an interesting and intriguing suggestion, as “parallel”
is mathematically also defined as lines that touch in infinity. However, as we did
not measure the deviations with this arm angle in the current set-up, it remains
to be seen whether this extrapolation is indeed allowed.

In conclusion, this study provides once again strong evidence for the hypoth-
esis that the large and systematic deviations found in a haptic parallel setting
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experiment are caused by the combined influence of egocentric and allocentric
reference frames. Because of the current experimental design, the egocentric
reference frame here is that aligned with the hand and/or arm.
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Abstract. We study masking of key-click feedback signals on a flat surface for 
ten-finger touch typing with localized tactile feedback. We hypothesize that 
people will attribute tactile feedback to the key being pressed, even with global 
tactile feedback, provided that the tactile signal on other parts of the surface is 
sufficiently attenuated. To this end, we measure the thresholds at which a tactile 
signal is barely perceptible to a finger that is resting passively on a surface 
while another finger actively presses on the surface and receives a key-click 
feedback signal. Combinations of the index and middle fingers of both hands 
are tested. The results indicate that the thresholds are independent of the signal 
amplitude on the active finger. Larger signal attenuation is needed when the in-
dex fingers of both hands are involved than when two fingers of the same hand 
are involved. Future research will extend the current experimental design to ten 
fingers and typing-based tasks. 

Keywords: touch surface, virtual keyboard, zero-travel keyboard, key-click 
feedback, tactile masking, attenuation threshold. 

1 Introduction 

As touch screens become increasingly pervasive on computing devices, finger typing 
on soft (or virtual) keyboards has become a part of our daily activities. Despite its 
prevalence, typing on a non-reactive glass surface can be challenging due to the need 
to 1) visually place the fingers in the correct “home” locations above the keyboard 
and 2) confirm key entries without the familiar tactile feedback of a mechanical key-
board. The visual search can cause frequent gaze shifts between the keyboard and the 
text display areas on a touch screen, degrading the typing experience and performance 
[1-3]. However, we believe we can alleviate this problem in the case of a large surface 
that supports ten-finger typing by leveraging people’s existing experience of eyes-free 
touch typing on traditional keyboards. Findlater et al. studied unconstrained text entry 
patterns of twenty touch-typists on a flat surface with or without a visual keyboard 
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[4]. They found that even without the reference of a visual keyboard, touch typists 
were still able to make key presses at relatively consistent locations within an individ-
ual typist, even though the “natural” distribution of key-press locations deviated from 
those of a rectangular qwerty keyboard (e.g., the “natural” rows tend to be curved, 
there is a larger gap between hands, etc.). Their finding is promising for developing 
personalized key-press classification systems that support eyes-free touch typing 
without tactile cues for key locations [5, 6], especially for larger form factor displays. 

The other challenge of typing on a flat glass surface is the need for confirmation of 
key entries. Without the tactile feedback that usually accompanies the depression and 
release of keys with moving parts, other forms of feedback (e.g., visual enlargement 
of a key, an auditory ring, or a vibration) are helpful for faster and more accurate key 
entries [7-10]. Many mobile phones and devices have built-in vibrotactile feedback 
for confirming touch-screen virtual-key presses. There is typically one tactor that 
delivers the same tactile signal to the entire device, providing global feedback. How-
ever, such global feedback may not be appropriate for multi-touch interactions on a 
larger screen such as on a tablet or slate, because all contacted fingers might receive 
feedback simultaneously. At any time during ten-finger typing, several fingers rest on 
a touch screen while one finger does the typing. In order for the tactile feedback to 
emulate what happens on a mechanical keyboard, the key-click feedback signal 
should be clearly perceivable to the typing finger but not to any of the fingers that are 
simply resting on the virtual keys. The present study attempts to address this second 
challenge of providing localized key-click feedback to enhance the experience of 
typing on a zero-travel virtual keyboard on large form factor display surfaces. 

There have been numerous inventions for providing localized tactile feedback on a 
touch screen. Instead of vibrating the entire device, actuators can be mounted on the 
display glass plate or to the touch-sensitive glass only [11, 12]. By mechanically iso-
lating the vibrating glasses from the casing, vibrotactile feedback can be directed 
towards the touching finger instead of the hand holding the device. Other mechanisms 
such as ultrasound-based air squeeze film effect [13] and electrovibration [14] can 
also effectively confine haptic effects on a touch surface without vibrating the whole 
unit. These solutions work well as long as only one finger touches the surface at a 
time. However, for multi-touch interactions such as full-size ten-finger touch-typing 
keyboards, the aforementioned solutions cannot offer localized tactile feedback for 
each of the fingers in contact with the screen. One way to achieve localized feedback 
is to restrict tactile feedback to a small area [15] or to construct multiple actuators 
with each actuator affecting only a small part of a screen [16]. The latter approach 
could be applicable to a full-size virtual keyboard (i.e., by mounting one actuator on 
each key of the keyboard), albeit at the cost of increased hardware complexity and 
decreased reconfigurability of the keyboard layout. This motivates us to investigate 
the optimal (and most economical) placement of actuators for delivering localized 
tactile feedback that can support touch typing on a virtual keyboard. 

The present study takes a perception-based approach. Instead of aiming to achieve 
a surface with physically localized tactile feedback, we ask the question of when a 
global tactile feedback is perceived to be local. We hypothesize that with sufficient 
attenuation, a tactile feedback signal “leaked” from the touched location on a surface 
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can become imperceptible to the fingers holding or resting on the device. This way, 
the system can effectively provide localized tactile feedback without instrumenting 
one actuator for every single key of the keyboard. Our hypothesis is based on obser-
vations made during a previous study of key-click feedback using a piezoelectric 
actuator mounted on the bottom half of a cellphone mockup [17]. When the user 
pressed on a virtual key at the center of the piezo, the key-click feedback signal ap-
peared to originate from the virtual key underneath the thumb. However, when the 
user held the phone and let another user press the surface, the user holding the phone 
could perceive key-click feedback on the hand. In both cases, the mechanism of tac-
tile feedback was the same, but the perception of the location of tactile feedback was 
different. This is a classic example of sensory masking which means “the reduced 
ability to detect the target signal in the presence of a background, or masking, stimu-
lus” [18]. In the present study, we assume that the presence of a stronger tactile feed-
back on the finger actively pressing on the surface can make it harder for the passive-
ly resting fingers to feel a weaker version of the same feedback signal. We believe 
that we can take advantage of this phenomenon in constructing a typing surface on 
which a global tactile feedback signal feels local. 

The goal of the present study is to measure the thresholds at which key-click feed-
back signals on passive fingers (the fingers resting on the screen) are masked by the 
signal on an active finger (the finger interacting with the screen). This initial investi-
gation starts with two fingers, one actively pressing on a surface and the other  
passively resting on the surface. As a first step, we limit our study to the index and 
middle fingers of both hands using simple clicks. The results will inform the design of 
follow-up studies in which we plan to extend the experimental design to realistic ten-
finger typing tasks. 

2 Methods 

2.1 Participants 

Twelve volunteers (P1-P12; 6 males and 6 females; average age 27 years old, std. 
dev. 3.4 years old) participated in the experiments. Eight of the participants were 
right-handed and four were left-handed by self-report. The participants were not re-
munerated for their participation. 

2.2 Apparatus and Stimuli 

We constructed two identical stimulators with sensing and actuation capabilities. The 
stimulators resemble keys on a zero-travel virtual keyboard that are common on most 
mobile phones and touch screens. Unlike keys on most virtual keyboards, however, 
these stimulators could emulate the tactile feedback that the user would experience 
with mechanical keys. Each key in our experimental setup consisted of a two-layered 
piezoelectric actuator (a 22-mm ceramic disk mounted concentrically on a 35-mm 
metal disk; Figure 1a) sandwiched between two clear plastic layers with two force-
sensing resistors (Standard 400 FSR with 4 mm diameter active area, Interlink Elec-
tronics, Inc., USA) attached to the bottom of the structure. Figures 1(b) and 1(c) show 
the top and bottom views of one key, respectively. In order to help participants place 
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and maintain the positions of their fingers on the two keys, a red dot was glued on top 
of each flat surface (Figure 1b). Each key was then placed on a thick foam pad that 
served to isolate the vibrations of the key from the tabletop underneath it. The foam 
pads supporting the two stimulators were mechanically isolated with a 3 mm gap 
between them. The distance between the two red dots measured 32 mm. The keys and 
the foam pads were housed inside a clear box measuring 360 mm (length) × 270 mm 
(height) × 270 mm (depth) with an open front for the participant’s hand and forearm. 
During the experiment, the top and the front of the box were covered to prevent the 
participant from viewing the fingers. In addition, the participant listened to pink noise 
and wore noise-reduction circumaural headphones (Peltor H10A Optime105 with 29 
dB attenuation, 3M Corporation, USA) to block any auditory cues from the experi-
mental apparatus. The clear side panels of the box allowed the experimenter to ob-
serve and reinforce the placement of the participant’s fingers on the two red dots. 
Figure 1(d) shows the experimental setup without the visual covers. 
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 1. (a) One side of the piezoelectric actuator showing both the ceramic and metal disks. (b) 
Top view of one stimulator key. (c) Bottom view of one stimulator key. (d) Experimental setup 
without the visual covers. 

When a finger pressed a key, the FSRs were triggered and a waveform was sent to 
the piezoelectric actuator to deliver a key-click feedback signal to the finger. We used 
the two output channels of a sound card (SoundBlaster SB0100, Creative Technology, 
Ltd., Singapore) to independently control the waveforms sent to the two keys. The 
outputs of the sound card went through a voltage amplifier with a gain of 100 (Dual 
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Channel High Voltage Precision Power Amplifier, Model 2350, TEGAM Inc., USA) 
before driving the piezoelectric actuators on the two keys. The experimental applica-
tion was coded in Visual C++ and OpenGL. 

The waveform sent to each piezo consisted of one cycle of a raised sinusoidal pulse 
at 500 Hz. In a previous study, it was found that the piezo response to a single-cycle 
500-Hz input signal felt like a “crisp” key click [17]. Acceleration at the red dot (Fig-
ure 1b) was calibrated using a triaxial accelerometer (8688A50, Kistler Group, Swit-
zerland) under unloaded condition (i.e., without the finger pressing or resting on the 
instrumented key). Note that finger loading was expected to have a negligible effect 
on the piezo response at the relatively high frequency of 500 Hz (e.g., see [19]). The 
peak acceleration (m⋅s−2) changed linearly with the peak-to-peak (ptp) input voltage 
(V) with a gain of 0.0683 (m⋅s−2⋅V−1). At an input voltage of 100 V ptp, this corres-
ponded to a peak acceleration of 6.83 m⋅s−2. The waveform for the finger that passive-
ly rested on the key was similar except that the amplitude changed according to an 
adaptive procedure (see the next section). In the rest of this article, we specify signals 
in terms of the input voltage (ptp) to the piezoelectric actuator. 

2.3 Procedure 

We used a well-established psychophysical method called the “three-interval, one-up 
and one-down method” that adapts to the participant’s performance level [20, 21]. On 
each trial, the participant was asked to “press down on the pad as if typing on a key-
board” three times (the three “intervals”). Each time, a tactile feedback signal with 
amplitude Aactive was sent to the active finger as soon as the FSRs detected a key 
strike. During one randomly-selected interval, the passive finger received a tactile 
feedback signal with amplitude Apassive. The passive finger received no feedback sig-
nal during the other two intervals. The participant was asked to indicate during which 
interval (first, second, or third) the passive finger felt a signal by saying “one,” “two” 
or “three”. The experimenter then entered this response on a computer keyboard. It 
was necessary for the experimenter to enter the responses for the participant because 
some of the experimental conditions required the participant to place both hands in-
side the box containing the two keys. This was a forced choice paradigm and the par-
ticipants had to make a guess if they were not sure. 

According to the “one-up, one-down” adaptive rule, Apassive was increased after 
each incorrect response (to make the task easier) and decreased after each correct 
response (to make the task harder). Aactive was kept the same at 228 V ptp after each 
key press. For each series of trials, the initial value of Apassive was always 200 V ptp. It 
changed by 2 dB during the first 4 reversals (a reversal is defined as Apassive changing 
from increasing to decreasing, or vice versa) and by 1 dB during the remaining 12 
reversals. The larger step size (2 dB) allowed the Apassive level to converge to the ex-
pected threshold quickly, and the smaller step size (1 dB) ensured the resolution of the 
estimated threshold. 

There were six experimental conditions that differed in the fingers used and the as-
signment of active and passive fingers (see Table 1). Conditions C1 and C2 involved 
the index and middle fingers of the right hand, C3 and C4 involved the index fingers 
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of both hands, and C5 and C6 involved the index and middle fingers of the left hand. 
At the beginning of each condition, the participant was told which finger was the 
active finger and which was the passive finger. Training was provided so the partici-
pant could become familiar with the task. During the training, the amplitude of Apassive 
was kept constant at 200 V ptp. Correct-answer feedback was provided after each 
trial. The order of conditions was randomized for each participant. The total number 
of trials for each condition was between 25 to 48 trials. It took each participant up to 
50 minutes to complete all six conditions. 

Table 1. Experimental conditions 

Condition C1 

 

C2 

 

C3 

 

C4 

 

C5 

 

C6 

 

Hand Right Both Left 
Active 
finger 

Index Middle Index (L) Index (R) Middle Index 

Passive 
finger 

Middle Index Index (R) Index (L) Index Middle 

Note: Filled and open circles on the fingertips indicate the active and passive fingers, respectively. 

 
Prior to the main experiment, we ran a pilot test to investigate the possible effect of 

feedback signal strength on masking thresholds. Three of the twelve participants took 
part in the pilot study. In addition to the six conditions listed in Table 1 where Aactive 
was kept at 228 V ptp, the three participants were also tested with another set of the 
same six conditions with an Aactive of 100 V ptp. The order of the twelve conditions 
was randomized for each participant. The results indicated that the amplitude Aactive 
did not have a significant effect on the thresholds. Therefore, the remaining nine par-
ticipants were tested using one amplitude value of 228 V ptp. 

2.4 Data Analysis 

Figure 2 shows a series of trials for one participant under condition C2 that is reason-
ably representative of all participants across all conditions. The local maximum val-
ues (peaks) and minimum values (valleys) of the last 12 reversals at the 1-dB step size 
were extracted from the recorded values of Apassive in dB re 1V. The 12 peaks and 
valleys were then averaged to obtain an estimate of the threshold at which the passive 
finger could barely detect the feedback signal. The threshold was then converted to 
the corresponding attenuation from Aactive to Apassive. For example, in the plot shown in 
Figure 2, the threshold for Apassive was 36.3 dB re 1V. Since Aactive was 228 V ptp (i.e., 
47.2 dB re 1V), this corresponded to a minimum attenuation of 10.9 dB in order for 
the feedback signal on the passive finger to be unnoticeable. We report experimental 
results in terms of this attenuation threshold, calculated as 20×log10(Aactive/Apassive). 
We ran an analysis of variance (ANOVA) and post hoc Tukey tests, all with α = .05. 
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Fig. 2. A typical series of trials for condition C2 for one participant. Shown are the levels of 
Apassive (dB re 1V) that changed adaptively to the participant’s responses, while Aactive was kept 
at 228 V ptp (47.2 dB re 1V). 

3 Results 

Figure 3 shows the attenuation thresholds obtained from all twelve participants under 
the six experimental conditions at a feedback signal strength of Aactive = 228 V ptp on 
the active finger. We observe a trend that thresholds for conditions C3 and C4 were 
higher than those from the other four conditions. A one-way ANOVA confirmed that 
condition was indeed a significant factor (F5,426 = 79.34; p < .0001). A post hoc Tukey 
test showed three groups of thresholds: C4 (µ = 19.7) and C3 (µ = 19.2); C1  
(µ = 12.5), C6 (µ = 12.1) and C2 (µ = 11.0); C6, C2 and C5 (µ = 10.2). The fact that 
C2 and C6 belong to both of the latter two groups indicates that the main difference 
among the six experimental conditions has to do with whether one hand or both hands 
were tested. This was further confirmed with a one-way ANOVA with the factor  
hand combination (right hand alone, both hands, left hand alone). It was found that 
hand combination was a significant factor (F2,429 = 187.61; p < .0001), and a post hoc 
Tukey test showed two groups of thresholds: both hands (µ = 19.4), right hand alone 
(µ = 11.7) and left hand alone (µ = 11.1). Therefore, when both hands are involved, 
the passive finger is more sensitive and larger signal attenuation is needed from the 
active to the passive finger.  

Among the four conditions C1, C2, C5 and C6, there is an apparent trend for atten-
uation thresholds to be higher when the middle finger is passive (C1 and C6) than 
when the index finger is passive (C2 and C5). This suggests a higher sensitivity of the 
middle finger than the index finger when the active finger is on the same hand. Could 
this trend reflect a bias in the way the participants allocated their attention to the two 
fingers? Note that we did not explicitly instruct the participants to focus more on an 
active vs. a passive finger or an index vs. a middle finger. To gain insight into atten-
tion allocation, the participants were debriefed after the experiment. They were asked 
to describe the strategies they used to perform the experimental task. The participants 
reported that they tried to maximize the focus on the passive finger while ignoring the 
sensations on the active finger. They also commented that the task appeared more 
difficult when one hand instead of both hands were involved.  These anecdotal notes 
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support the general trend of the data, but do not explain the apparent higher sensitivity 
of the middle finger as suggested by the data in Figure 3. 

There were significant inter-participant differences, as confirmed by a one-way 
ANOVA (F11,420 = 11.59; p < .0001). A post hoc Tukey test showed mainly two 
groups of thresholds: P2 and P3 (µ = 8.3 and 9.8, respectively); P1 and P4-12  
(µ = 12.8–17.8). Note that ten of the twelve participants required a higher attenuation 
threshold in order for the key-click feedback signal not to be noticed by the passive 
finger. If we can develop a virtual keyboard that can satisfy the more demanding re-
quirements of this majority, then it will be guaranteed that the key-click feedback 
signals will feel localized to the remaining two participants (P2 and P3).  

 

Fig. 3. Attenuation thresholds for all twelve participants from the main experiment. Shown are 
the average attenuation thresholds and the standard errors. 

4 Discussion and Conclusions 

In this initial study on global vs. local tactile feedback on a large form factor soft 
keyboard, we asked the question of whether it is necessary to instrument the individu-
al areas occupied by each key in order to achieve localized tactile feedback. We hypo-
thesize that people will attribute tactile feedback to the key being pressed, even with 
global tactile feedback, provided that the tactile signal on other parts of the surface is 
sufficiently attenuated. To this end, we measure the thresholds at which a tactile sig-
nal is barely perceptible to a finger that is resting passively on a surface while another 
finger actively presses on the surface and receives a key-click feedback signal. We 
report this threshold in terms of 20×log10(Aactive/Apassive), called the attenuation thre-
shold, that specifies the difference in signal strength between the active and passive 
fingers, for two reasons. We chose to use a log scale instead of a linear scale to report 
signal amplitude because it is well established that perceived magnitude of vibrations 
grows linearly with the log of vibration amplitude [18]. We also chose to report atten-
uation threshold, instead of 20×log10(Apassive), because the former appears to be  
independent of the overall signal strength, based on the results of a pilot study (see 
below). 
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Before the main experiment, we conducted the pilot study with three participants to 
investigate the effect of feedback signal strength using two Aactive levels: 100 V ptp 
and 228 V ptp. For a 7.2 dB [i.e., 20×log10(228/100)] change of reference signal 
strength, the average difference in attenuation threshold across all six experimental 
conditions changed by only 0.1 dB. The same average difference specified in 
20×log10(Apassive) would have been 7.1 dB. In other words, when Aactive increased by 
7.2 dB, the measured threshold 20×log10(Apassive) increased by almost the same 
amount (7.1 dB), whereas the corresponding attenuation threshold 
20×log10(Aactive/Apassive) remained almost constant. This finding supports the use of the 
relative measure, attenuation threshold, as a more parsimonious way to specify the 
conditions under which a tactile feedback signal on the passive finger can be effec-
tively masked by the signal on the active finger. Based on the results of the pilot 
study, we were also able to decide that subsequent data collection could proceed at 
one feedback signal level on the active finger.  

From the results of the main experiment, the attenuation threshold averaged over 
all experimental conditions was about 14.1 dB, corresponding to an Aactive over Apassive 
ratio of roughly 5. That such a threshold exists, as opposed to an Apassive value of 0 
before the key-click feedback on the passive finger could no longer be detected, con-
firms that people can indeed attribute a global tactile feedback to the key being 
pressed by the active finger, provided that the intensity of the signal “leaked” to the 
passive fingers are below the measured thresholds. 

Another major finding of the present study is that larger signal attenuation is 
needed when the index fingers of both hands are involved (average of C3 and  
C4 = 19.5 dB) than when the index and middle fingers of the same hand are involved 
(average of C1, C2, C5 and C6 = 11.5 dB). This finding is consistent with the optical 
imaging data reported in [22]. Li et al. studied the neuromechanism for the tactile 
funneling illusion, where stimulation to two locations on the skin (e.g., index and 
middle fingertips) can be felt at a point between the two locations (e.g., a point in 
space between the two fingers) where no physical stimulus exists. They showed that 
stimulation to two adjacent fingers on squirrel monkeys resulted in one fused activa-
tion area between the known topographic locations for the two fingers on the primary 
somatosensory cortex, but stimulation to two non-adjacent fingers resulted in two 
distinct activation areas at the expected topographic locations. The stimulation me-
thod used in our present study was not conducive to eliciting the tactile funneling 
illusion because of the key-pressing action required of the active finger. However, it is 
conceivable that, for conditions C1, C2, C5 and C6 where two adjacent fingers re-
ceived tactile feedback, the neural representation might have been less distinct in their 
locations on the somatosensory cortex than those for conditions C3 and C4 where two 
non-adjacent fingers were stimulated. This would help to explain why masking of 
tactile feedback signal is less effective for fingers of different hands.  

In light of Li et al.’s (2003) findings, it may be predicted that the attenuation thresholds 
for two non-adjacent fingers on the same hand (e.g., index and ring fingers) should be 
similar to those of conditions C3 and C4 (index fingers of both hands) rather than those of 
the remaining four conditions (adjacent fingers of the same hand). This however turned 
out not to be the case. A follow-up experiment was conducted with three of the twelve 
participants under four conditions that were almost the same as C1, C2, C5 and C6 in the 
main experiment except that the middle finger was replaced with the ring finger. The at-
tenuation thresholds involving the index and ring fingers were very similar among the four 
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conditions tested and averaged 13.1 dB, which was similar to the average of 11.5 dB ob-
tained with the index and middle fingers under four similar conditions in the main experi-
ment. Therefore, whereas Li et al.’s study predicts a marked difference in perception 
based on whether the stimulated fingers are adjacent, our results show a difference in 
masking thresholds based on whether the stimulated fingers are on the same hand. With-
out further investigation, it is not exactly clear why the results of our follow-up experiment 
do not follow the prediction of Li et al.’s study. The discrepancy may be attributed to the 
fact that Li et al. used a passive perception task whereas our present study required the 
participants to actively press on a key. 

The present study examined only one passive finger, but touch typing on a full-size soft 
keyboard may involve up to nine passive fingers. In the future, we will investigate how 
attenuation thresholds may change when, for example, the index finger is active and any 
combination of the rest of the fingers of the two hands are passive. An increase in the 
number of passive fingers to be monitored may enhance the masking effect (i.e., lower 
attenuation thresholds). Furthermore, the simple click task used in the present study may 
not reflect the differential attention allocation to different fingers during a real typing task. 
It is conceivable that when people are asked to type a pre-specified passage of text, they 
will focus their attention mostly on the active finger for the typing task, making the pas-
sive fingers less sensitive to “leaked” tactile feedback signals, further lowering attenuation 
thresholds. Any decrease in attenuation thresholds is welcomed news because it will de-
crease the amount of signal attenuation needed for tactile feedback on a virtual keyboard. 

Ultimately, the results of the present and future studies will provide quantitative 
engineering specifications for the development of a tactile feedback system that sup-
ports faster and more enjoyable touch typing experience on flat surfaces with strategi-
cally placed actuators. For example, based on the result that people are more sensitive 
to leaked tactile feedback when the active and passive fingers are on different hands, 
we can propose the use of two actuators with maximum mechanical isolation, one for 
each hand, to be placed under the left and right halves of a soft keyboard. The atten-
uation thresholds obtained from the present and future studies can provide the quan-
titative specifications for how much signals can “leak” on each half of the proposed 
virtual keyboard before they become noticeable. Additional actuators and mechanical 
isolation among them can be deployed if sufficient signal attention cannot be realized 
with one actuator per hand. We believe that in the near future, we can take advantage 
of sensory masking and use human perception threshold data to construct a typing 
surface on which a global tactile feedback signal feels local, thereby supporting a 
more natural and pleasant typing experience on slate surfaces. 
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Abstract. New-generation media such as the 4D film have appeared
lately to deliver immersive physical experiences, yet the authoring has
relied on content artists, impeding the popularization of such media.
An automated approach for the authoring becomes increasingly crucial
in lowering production costs and saving user interruption. This paper
presents a fully automated framework of authoring tactile effects from
existing video images to render synchronized visuotactile stimuli in real
time. The spatiotemporal features of video images are analyzed in terms
of visual saliency and translated into tactile cues that are rendered on
tactors installed on a chair. A user study was conducted to evaluate the
usability of visuotactile rendering against visual-only presentation. The
result indicated that the visuotactile rendering can improve the movie
to be more interesting, immersive, appealing, and understandable.

Keywords: Tactile Effect, Visual Saliency, 4D Film, Multimedia.

1 Introduction and Background

Recent advances in haptics technologies have proven its worth as an effective
communicative source in a wide variety of applications. While the majority of
multimedia contents are being mediated through visual and auditory channels,
recent research and industrial applications, such as 4D films, are extending be-
yond the bimodal interaction to encompass diverse physical experiences including
vibration, breeze, smell, mist, or tickler [6,13]. Such new-generation films pro-
vide better experiences in terms not only of immersion and entertainment, but
also of better content delivery through unallocated haptic sensory channels. As
the commercialization of stereoscopic TV was perceived as a particularly suc-
cessful occasion, it is not far away to feel physical movies in everyday life. In
creating such immersive experiences, the haptic sensation is one of the crucial
components to bring about pervasive changes in multimedia.

Generating a haptic film requires the haptic contents that are coordinated
with the existing semantics presented audiovisually; otherwise, they cause con-
fusions in understanding the director’s intention. If there exists an explicit com-
putational model that can be used to reproduce the audiovisual signals, the
authoring of haptic contents becomes easier to a greater extent. However, most
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of real-world contents are directly captured without recognizing their sources.
This poses a challenge in new media creation. A straightforward approach is to
rely on the insights of content designers, but non-trivial efforts are necessary
to be put for the coordination with other modalities. For instance, in the early
1970s, a static black-and-white picture was used to generate tactile cues for 400-
points tactile stimulator mounted on the chair [3]. Recently, 3D videos with depth
videos were used to produce force feedback synchronized with visual signals [1].
Kim et al. used a manual line-drawing interface to author tactile motion seg-
ments in a video for their tactile glove system [9]. Intuitive GUIs have often been
helpful for pre-encoding lengthy haptic media with a number of actuators [12,9].
However, such manual authoring are laborious and time-consuming tasks, or do
not account for what is important in the content. Also, it is obviously not the
case in the situations that require complex scenarios and a tremendous amount
in real time. This challenge inspired us to explore an automated approach for
haptic film authoring, while being in accordance with the visual media.

While some of the 4D media are already popular in a limited extent, it is not
clear how to derive and involve haptic cues into the existing media. It is partic-
ularly challenging in an automated approach, without being aware of semantics
and spatiotemporal structure of a scene—object recognition is still ongoing re-
search in the computer vision community. In the absence of particular context
information, one of the mainstreams in vision study attempting to find visual
importance suggests to use visual saliency as a key aspect to generate tactile
stimuli. Salient inhomogeneous structures of visual features are prioritized and
perceived first to humans. Various features including color, brightness, and edge
were reported as significant in such perception [7,14,4]. Such visual saliency is
the basis of our approach for extracting tactile contents from visual informa-
tion. This computational autonomy is enabled by the feature integration theory,
one of the most influential theories on bottom-up (feature-driven) visual percep-
tion [15,10,5]. Using the theory, the streaming media are processed spatiotem-
porally, and its corresponding saliency map can be generated. In this work, we
note the possibility of automatic translation of the saliency map to a tactile map
that can drive an array of tactors.

This paper reports our research on algorithms to transform streaming visual
signals to tactile cues using the visual saliency, a real-time tactile display built
upon an array of tactors installed on a chair, and a user study that evaluated
the usability of our system. Furthermore, our system is aimed at a real-time
interaction system unlike the previous researches, having the great benefit of
distributing haptic contents without manual pre-encoding. To our knowledge,
this is the first attempt for an automatic, real-time tactile effect authoring sys-
tem making use of movies. Our system can play synchronized visuotactile effects
in real time directly from a movie source. In addition, it has a potential ad-
vantage for human-aided design. An initial seed can be provided rapidly by
our system, and then designers can take it over and enhance the tactile scenes,
thereby, reducing production costs significantly. This can be a viable alternative
considering no semantics is taken into account in our system. In addition, our
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study uses low-cost vibration motors for tactile rendering. This choice greatly
elevates the practicability of our system, but it comes with a large actuation la-
tency to take care of. For synchronous visuotactile stimulation, our system uses
asynchronous commanding, that is, issues tactile commands earlier than visual
commands by pre-calibrated differences between the display latencies.

2 Overview of Framework

In this section, we provide a brief perspective on our system. Fig. 1 illustrates
the pipeline of our system. In the system, visual and tactile renderings are asyn-
chronously executed using two different threads. For every frame, the thread for
visual display runs as usual, but meanwhile, the thread builds the saliency map
that spatiotemporally abstracts perceptual importance in a visual scene. The
resulting saliency map is translated and stored in tactile buffers, the resolution
of which is identical to that of a physical tactor array. In the other thread for
tactile rendering, the tactile buffers are read into a tactile map at a lower frame
rate, e.g., 5 Hz. This tactile map is mapped to the actuation commands to be
sent to the tactors. In particular, the tactile commands are issued in advance
to the visual commands with compensation of vibration latency. Each step is
detailed in the following sections.

30FPSMovie On Visual Display

RENDERING FLOW

5FPSThread for Tactile Generation 

Read current tactile buffers

Update tactile map

Actuate tactors

Choose the tactors to activate

Compensate vibration latency

Issue tactor command

30FPSThread for Saliency Extraction 

Read a newer image from the movie

Store current tactile buffers 

Build contrast maps
Build spatial saliency maps
Build spatiotemporal saliency map

Build saliency map

Tactile Display

Fig. 1. Rendering flow of our system. Two threads for visual and tactile display run
simultaneously but in different frame rates.

3 Tactile Movie Generation Based on Visual Saliency

First, we briefly review the neuroscientific background on visual saliency and
its implementation. It is well known that attentional allocation involves the re-
flexive (bottom-up) capture of visual stimuli, in the absence of user’s volitional
shifts [14,4]. Albeit humans are generally efficient in searching visual information
from complex scenes, this does not necessarily mean that everything is perceived
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simultaneously. Preattentive primitives such as color and lightness are first de-
tected in parallel and then separately encoded into feature maps. A slow serial
conjunctive search is followed to integrate the feature maps into a single topo-
graphical saliency map [15,5]. Neuronal mechanisms of early vision underlying
bottom-up attention give us an important insight for detecting salient areas. The
periphery of retinal zone (surround) suppresses neuronal activation in narrow re-
ceptive fields of the highest spatial acuity (center). Therefore, visual structures
are particularly well-visible when they occupy a region popping out of its local
neighborhood.

The extraction of visual saliency from an input image basically relies on the
typical computational method proposed by Itti et al. [10,8], which has been
distinguished for its effectiveness and plausible outcome in analyzing gaze be-
haviors. The key idea of their algorithm is finding salient regions by subtracting
a pair of images each other, spatially convolved over different kernel sizes; they
further accelerate this procedure using the image pyramid. The image averaged
with a smaller blur kernel preserves finer structures than that with a larger
blur kernel. Therefore, the image difference between them effectively captures
spatially salient areas differing from local neighborhood, which simulates the
biological process in the human visual system. Such image difference is called
the center-surround difference. We first describe their basic algorithm in more
details, and then describe our extensions on the use of CIE L∗a∗b∗ color space,
temporal saliency, and binary thresholding. See also Fig. 2 for the whole pipeline
of our algorithm.

The basic algorithm of Itti et al. is as follows. Given an input RGB image,
visual feature maps (e.g., color, luminance, and orientation) are first extracted.
The image pyramid of each feature map is built by successively downsampling an
image to the 1/4 size of its predecessor until reaching the coarsest image of 1×1.
For example, for an image with a resolution of 2N × 2N , the levels of its image
pyramid ranges from 0 (the finest image) to N (the coarsest image). For each
image pyramid, six pairs of center (c) and surround (s) levels are defined; we used
the common configuration from the previous studies, c ∈ {2, 3, 4} and s=c+ δ,
δ ∈ {3, 4} [8]. For all the center-surround pairs, cross-scale image differences
(i.e., center-surround differences) are computed (we call the result as contrast
maps). Computationally, the center-surround is realized by upsampling a coarser
surround image to the finer center image and subtracting each other. Finally, the
contrast maps are linearly combined to yield single topographical saliency map.
Further details can be found in [8,11]. We note that the parameters used here are
commonly accepted when using a visual saliency map, and the choice of them
is decoupled from a particular tactile rendering algorithm and hardware. Since
optimal parameters to further enhance tactile sensation are unknown, finding
such parameters would be an interesting direction for future research.

We improve the definition of visual features (e.g, color, luminance, and ori-
entation) using CIE L∗a∗b∗ color space (in short, Lab space), a widely known
perceptual color space [2]. One common challenge in using the saliency map is to
find appropriate weights for linear combination of different contrast maps. One
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Fig. 2. Overall pipeline of the visuotactile mapping algorithm

could use unit weights, but there is no guarantee that this is an optimal selec-
tion. To cope with this, we use the Lab color space wherein a Euclidean distance
between points roughly scales with their perceived color difference. Instead of
multiple feature maps, we only define a single Lab image as a feature map. This
allows us to efficiently evaluate the perceptual color difference at a single step
without the linear combination issue.

Also, we augment the previous definition of the visual saliency along the tem-
poral dimension. Since the saliency map was initially designed for static image
analysis, it only deals with spatial dimension. Therefore, directly applying it to
streaming images with dynamic scenes may not be appropriate. For instance,
salient yet static objects may be less significant than dynamic objects in a scene.
Hence, in order to preclude such static spots and track dynamic motions, we also
use temporal saliency. The principle is the same as that of the spatial saliency,
but the temporal image pyramids are built along the time. In other words, a
level-n image averages the spatial saliency maps of 2n previous frames including
the current frame. We note that the temporal image pyramids have the same
image size as the spatial saliency map has, and are built on the fly. The final tem-
poral saliency map is computed using the temporal center-surround differences,
whereas the temporal center levels {0, 1, 2} were used instead of {2, 3, 4}.

The resulting spatiotemporal saliency map was globally scaled using the non-
linear normalization operator as was done in [8], which uses the ratio between the
mean of local and global maxima. While fine details of a saliency map promote
the gaze analysis of a static image, they often inhibit the maximum saliency
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response in an image. To draw more focus on the most salient spots, it is more
effective to discard excessive details. Thus, we applied binary thresholding under
a certain cutoff value (in our case, 50 percentage of the maximum level) [16].

The last step is relating the final saliency map to tactile cues to actuate
tactors. To abstract tactile display hardware, a tactile map such as a 3×3 array is
used. The resolution of the saliency map is usually much higher than tactors, and
hence, we need to define the mapping between the saliency map and tactile map.
In our implementation, we used a simple linear downsampling with Gaussian
prefiltering, leaving room for better mapping that considers scene semantics and
the expectation of user’s volitional factors.

At the tactile rendering stage, the intensities of the tactile map are interpreted
as the levels of vibration, and actuate the tactors whose dimension is the same as
the tactile map. The actuation is performed in a continuous form, since the tactile
map is also streaming along with the source video. The mapping between the
tactile map and commands is straightforward, and thus, software commands for
issuing haptic signals are virtually negligible. However, the mechanical latency
takes longer than time for a single video frame, and thus, it requires to be
compensated and this will be discussed in the next section.

We here report the computational performance of our haptic content genera-
tion algorithm. Our system was implemented on an Intel i5 2.66 GHz with Intel
OpenCV library. For most movie clips, up to the resolution of 1000×1000, our
system performed more than 30 FPS, the common requirement for real-time
rendering. For HD resolutions such as 1080p, parallel GPU processing can be
exploited on demand, as was done in [11].

4 Tactile Rendering

In order to test our saliency-based algorithm for visuotactile mapping, although
it is independent of particular hardware platforms, we have built a test platform
for tactile display. The display is designed to provide vibrotactile stimuli onto
the lower back of a user sitting on a chair. Coin-type eccentric-mass vibration
motors, one of the most popular and inexpensive actuators, are installed on a
chair in a 3×3 array. Each tactor is 10 cm apart from neighboring tactors and
independently connected to a customized control circuit. The maximal voltage
to actuate tactors is 3 V, which can provide the vibration intensity up to 49 G
at a 77-Hz vibration frequency. When tactors are fastened on a solid chair, the
tactor’s vibration may be propagated onto neighboring tactors and be dislocated
when they vibrate. To alleviate this problem, the tactors are installed in the
tactor housings of a chair cushion cover made of thin nylon, and used the cover
to wrap the sponge fabric of the chair cushion (see Fig. 3).

The procedure of tactile rendering is as follows. The tactile map for render-
ing read tactile buffers which store the translated results of the video thread.
Since visual and tactile renderings run at different threads with different re-
fresh rates, latency from vibrotactile actuators requires suitable compensation
to avoid confusions in visuotactile presentation. The lag is mainly caused by
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Fig. 3. Our test platform for tactile display
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Fig. 4. Example of a vibration intensity response for the definition of rising time

the mechanical actuation delay of triggering vibration on the tactors. When a
delay falls short of the duration required to play a single visual frame (e.g., 33
ms), the latency is in an acceptable range in practice and does not need to be
compensated.

A simple remedy for the latency problem is pre-issuing tactile commands a
few frames earlier than the corresponding visual signals. To do so, we measured
the latency values for a number of starting and target vibration voltages. When
a target voltage was smaller than a starting voltage, i.e., when the motor was
decelerated, we observed the maximum latencies were in the acceptable range
and thus, decided not to consider those falling times further. However, the accel-
eration process required for the target voltage larger than the starting voltage
showed a noticeably longer delay. Hence, we defined the rising time of actuation
as the time period required to reach the 90 percent of steady-state vibration
level, as shown in Fig. 4, and compensated it in tactile rendering.

The vibration intensity was noninvasively measured by looking at the tactor’s
vibration displacement using a laser vibrometer (SICK, model: AOD5-N1). Dur-
ing the measurements, the vibration motor was fixed on a flat sponge 30 mm
next to the vibrometer. Staring voltages and offsets to the target voltages were
sampled in the range from 0 to 3.0 V by a step size 0.1 V. The recorded data
were fed to Hilbert transform to reconstruct their signal envelope for accurate
amplitude estimation (Fig. 4).
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Fig. 5. Example of vibration displacement measured using a laser vibrometer

For the rendering purpose, a function of parametric form is more convenient
than interpolating the latency data in real time. Thus, we regressed the rising
time data to a quadratic form (R2=0.98) as, such that:

fr(Vs, Vd) = 241.9− 175.7Vd − 117.7Vs + 38.86V 2
d + 49.59VdVs + 18.07V 2

s , (1)

where fr(Vs, Vd) is the estimated rising time, and Vs and Vd are the starting volt-
age and the voltage offset, respectively. In practice, we do not have to consider all
the target voltages. Weak voltage commands less than a certain threshold (e.g.,
0.5 V) can be discarded. By excluding such inputs, we have a set of rising times
with 150 ms or less, in which the maximum resolution of tactile cues can be up to
five video frames. Accordingly, a single data block for tactile signals is filled out of
five video frames. For instance, when 60 ms is found as the rising time for the next
tactile data block, the first three frames of the data block are written with the pre-
vious input voltage and the remaining two frames are filled with the target voltage
at the next data block. A concern about force discontinuity might arise here in is-
suing discrete force commands within the tactile data block. However, it does not
manifest itself, since the low-bandwidth dynamics of the actuator is likely to inter-
polate the abrupt changes of the vibration intensity. Hence, this simple strategy
can effectively compensate for the motor delay of vibrotactile rendering to syn-
chronize the visual and tactile stimulations, while avoiding torque discontinuity.

5 Evaluation

We conducted a user experiment to assess the usability of our system. Six usabil-
ity items comparing visual-only and visuotactile presentations for different types
of movies were collected via questionnaire. This section reports the methods used
in our evaluation and experimental results.

Twelve paid undergraduate students (6 males and 6 females; 19–30 years old
with average 22.3) participated in the experiment. The participants were asked
to wear a thin T-shirt, leaning back on a chair to directly feel the vibration.
Also, they wore earplugs and a headset to isolate them from tactor noises.
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(a) Static motion (b) Dynamic motion (c) Real-world example

Fig. 6. Examples of 6a static-motion movie (two balls appear in various locations), 6b
dynamic-motion movie (a single ball moves in various speed), and 6c real-world movie
(a documentary film of two bears in a zoo)

The experiment used a two-factor within-subject design. The first factor was
the presence of tactile cues while playing a movie. The other factor was the type
of movies to be presented. Three movies, two synthetic and one natural, were
used in the experiment (see Fig. 6 for each). The video resolution of 1000×1000
at 30 Hz was used commonly. One synthetic movie showed the static motions in
that one or two balls repeatedly appeared at various locations and remained at
the same position more than 1 second. The other synthetic movie contained dy-
namic motions with a ball moving around at various speeds with sudden stalling
motions. The last one was a real-world movie that shows bears in a zoo. By com-
bination, each participant went through the total of six successive experimental
sessions. Their presentation order was balanced using Latin squares.

After each session, a break longer than two minutes was provided to the par-
ticipant to fill out the questionnaire. The questionnaire consisted of six questions.
Four questions were common to all the sessions, and the other two were tactile-
specific questions given only in the conditions where tactile cues were presented.
One additional survey asking a free evaluation of the overall system was fol-
lowed. The common questions included: Q1. How interesting did you find the
system? Q2. How much did you like the whole system? Q3. How much were you
immersed in the movie with the given system? Q4. How well did you understand
the contents of the movie? The tactile-specific questions were: QA. How well
were the vibrations matched with the movie? QB. How much did the vibrations
improve the immersion into the movie? Each question except the survey used
a 100-point continuous scale, where 100 represents the strong agreement to the
question, 50 a neutral opinion, and 1 the strongest disagreement.

The subjective ratings of the participants obtained in the experiment are
plotted with standard errors in Fig. 7. Overall, the presence of tactile stimulation
elicited much positive responses. The participant preferred the tactile-enabled
movies to the original movies. Further, the tactile cue supports significantly
enhanced the immersion and content delivery as well. We applied ANOVA to
see the statistical significances of these differences between the visuotactile and
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Fig. 7. Average subjective ratings measured in the user experiment

visual-only presentations. Statistical significances were found for all the four
common questions; all the p values were less than 0.001 and their F -statistics
were F1,11=39.95, F1,11=33.05, F1,11=30.87, and F1,11=21.79, respectively. In
contrast, none of the responses resulted in statistical significance for the factor of
movie type. The tactile-specific question, QA, examined the system performance
of the motion extraction; as expected, static-motion movie was evaluated as the
most well matched (mean score 89, SE=2.68), while the real-world movie had the
weakest performance (mean score 60, SE=5.48). The question on the absolute
measurement of immersion, QB, showed that the real-world movie was the least
favored over the other two movies.

6 Discussion

The user study proved that the synchronized tactile display system improved
the multimedia presentation; the participants were more engaged and immersed
in the movie experience; tactile cues were effective in improving content delivery.
The positive responses elucidated that the tactile cues were translated relatively
well and it would emphasize the motions of salient spots in images.

More qualitative evaluation, regarding the overall system, was also collected
via additional survey. The participants saw the system innovative and new, while
the tactile cues are fairly well generated according to the salient spots of the
movies. On the other hand, some of them saw the system abnormal or difficult
to follow when they first tried it out. One suggestion for revising the rendering
algorithm was limiting the duration of tactile cues, which makes them more
memorable and avoids excessive tactile events as well.

As seen in the experimental results, the quality of translation in creating
tactile cues is the key in conveying better experiences. The simple configurations
of the synthetic movies were translated almost perfectly and preferred in terms of
immersion with higher ratings, while the real-world movie was evaluated rather
unorganized.
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The visuotactile translation can be enhanced by tweaking our system. For
instance, simple linear mapping between the visual and tactile viewports can
be dynamically adapted. Cinematography commonly tries to locate salient ones
in the middle of the scene to draw attention. However, this may cause tactile
effects occurring in the same location for a long period, and generate an unpleas-
ant concentrated feeling to the user. In addition, the periphery of the screen is
often of less importance, and small movements in the center often require to be
exaggerated. To consider this, region of interests can be dynamically widen and
narrowed down according to the present context, and the provision of tactile cues
can be limited in a short period, solely for important shots in scene semantics.

On the other hand, excessive and wrong translation would be a natural conse-
quence of our system because we do not hold the high-level semantics of objects
present in the scene. Without such scene semantics, the translation is hardly
perfect. One good way to improve this problem is combining automated pro-
cessing and manual authoring in the postprocessing. In the automated step, we
aim at generating rather excessive tactile cues to some extent without filtering.
Given tactile cues automatically generated from the visual information, the tac-
tile content designer tries to prune out redundant cues to provide more focused
feedback or to add some missing semantics during the translation. Also, diverse
tastes from different cultures and favors can be incorporated in this postprocess-
ing stage. We envision the tactile authoring will be automated in this fashion to
provide sophisticated tactile cues.

7 Conclusion

We presented an automated framework of tactile effect authoring to provide
synchronized visuotactile stimuli in real time. The visual saliency served as a
basis for extracting spatiotemporal importance from existing visual media and
translating the visual importance to tactile cues. Vibrotactors installed on a chair
were used to render tactile effects synchronously, along with the compensation
of vibrotactile latency. The user study found that visuotactile rendering were
preferred to visual-only presentation, eliciting more immersion and involvement,
and better understandings of content.

Since our algorithm is independent from particular rendering methods, our
approach has special importance for haptic content creators and interaction de-
signers, who strive to create online or offline physical contents inducing spatially-
present experience. Haptic cues extracted automatically from the existing media
can facilitate the rapid manipulation of a tactile movie in the postproduction
stage. In the future, we are planning to include more sophisticated supports for
the semi-automatic postproduction.
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Abstract. In this paper we present a haptic rendering algorithm for
simulating the interaction of two independently controlled rigid objects
with each other and a rigid environment. Our penalty based approach
is based on a linearization model of occurring forces, and employs, for
the computation of object positions and orientations, an iterative trust-
region-based-optimization method. At this, the combination of a per step
passivity condition and an adaptively controlled maximal object dis-
placement achieves a stable and transparent rendering in free space and
in contact situations.

Keywords: bimanual, six degree-of-freedom haptic rendering, numeri-
cal integration, stability, virtual coupling, passivity.

1 Introduction

The haptic sense is an important feedback channel in humans’ everyday life in-
teraction with objects. To transfer the benefits and possibilities of tactile and
force cues to virtual environments, force and torque feedback has to be synthe-
sized computationally. This process, commonly referred to as haptic rendering,
has many applications; the most common are virtual prototyping, games, and
surgical training simulations.

Two important goals in the development of haptic rendering algorithms are
the creation of a (1) stable and (2) transparent behavior: a haptic interface
should feel free in free space and contacts with virtual rigid objects should feel
stiff. Achieving both at the same time is challenging.

The two main contributions of this paper are:

– The extension of an implicit integration approach for 6-DoF haptic render-
ing based on the concept of virtual coupling and penalty forces [24] to a
bimanual interaction scenario. Thereby, our approach allows the user a sta-
ble simultaneous control of two virtual tools, which can interact with the
environment and each other.

– The adaptation of an iterative optimization method based on trust regions
to the haptic rendering problem. At this, the utilized adaptive control of
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maximal tool movement per time step allows transparent rendering in con-
tact and in free space situations, while the explicitly calculated energy in
the system is used to enforce passivity of each simulation step and thereby
enables a stable simulation.

The remainder of this paper is organized as follows. First we will discuss the
related work and afterwards, in section 2, describe our two main contributions.
Here we will review the idea of implicit integration for haptic rendering, define
the needed formulations of energies, forces and their derivatives, and then ex-
tend them to the bimanual case. In section 2.4 we show how we adapt the trust
region method to our usage scenario and end section 2 by describing the com-
plete haptic rendering algorithm. Afterwards, an analys of the approach is de-
scribed in section 3, and section 4 summarizes our work and gives future research
directions.

1.1 Related Work

One of the most important goals in haptic rendering is stability. Stability analysis
on the problem of rendering a stiff virtual wall has shown that high force update
rates are necessary to maintain a stable system [8]. At this, theoretically sufficient
conditions for stable rendering of such unilateral constraints have been derived.
The assumption for a guaranteed stability is the passivity of each part of the
system. More recently, these criterion has been relaxed to cyclo-passivity by [15],
and [10] proposed the usage of passivity-observers and controllers for an adaptive
damping to achieve net passivity seen over multiple time steps.

Another popular approach to enable a stable rendering is the so-called virtual
coupling, here the state of the controlled virtual tool is separated from the state
of the haptic input point (HIP)[1]. While the latter is controlled directly by the
user, the first is computed and may be constrained in its movements by other
virtual objects, whereas the coupling tries to realign the tool and HIP. For the
computation of a collision response, preventing or minimizing interpenetrations
in the virtual environment, several strategies have been developed and analyzed.
The most common approaches can be categorized into penalty based, impulse
based, or constraint-based methods [12, 19].

In penalty based approaches, a violation of constraints, e.g. object interpene-
tration, induces an according force which tries to restore a state of non penetra-
tion [16]. Often a dynamic simulation based on ordinary differential equations
considering object inertia is used to simulate the behavior of the tool under
the influence of external forces [14, 18, 24]. [7] points out that implicit inte-
gration with penalty based approaches lead to a passive rigid body simulation.
A semi-implicit backward Euler integration was then proposed in [18], allowing
stiff contacts and low tool masses. Another slightly different approach was intro-
duced in [24] and extended in [3], it omits dynamic effects and directly computes
an approximate state of static-equilibrium between coupling and penalty forces,
under consideration of a linearization of the forces.
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Research on the special case of bimanual haptic interaction is rather rare,
much work is either about perceptional or design aspects [5, 22] or haptic device
design [5, 21]. Some work on the topic of bimanual haptic rendering exists but
either only on 3-DoF haptic rendering [9, 17] or cases in which inter-tool collisions
are neglected [9, 23] or both. A reason for the lack of research might be that
some approaches to haptic rendering would not differ significantly when going
from an unimanual to a bimanual scenario, e.g., [14? ]. Other approaches, e.g.
using collision response based on constraints or on penalty methods combined
with implicit integration, would need to be adapted. In this work we will extend
the 6-DoF static-equilibrium approach mentioned above to support bimanual
interaction respecting also inter-tool collisions.

Notation. Throughout the paper we will use lowercase bold-face letters to
represent vectors and quaternions, and upper case bold-face letter for matrices.
Unless explicitly mentioned, all values are defined with respect to the global
coordinate system. The expression u∗ corresponds to the matrix enabling the
representation of a cross product as a matrix-vector product: u∗x = u× x.

2 Methods

Otaduy and Lin give in [19] a possible general definition of the haptic rendering
problem:

Given a configuration of the haptic device H, find a configuration of the
tool that minimizes an objective function f(H, T ), subject to environ-
ment constraints. Display to the user a force F(H, T )dependent on the
configurations of the device and the tool.

In case of the non-dynamic virtual coupling and penalty based approach we are
using, the objective function could be defined as the sum of the potential-energy
stored in the springs of the virtual coupling Evc(H, T ) and the potential energy
of the penetration penalties Ep(T ):

f(H, T ) = Evc(H, T ) + Ep(T ) (1)

In the static virtual coupling approach introduced by [24] and extended by [3],
in each step penalty and coupling forces, as well as their gradients regarding T ,
are computed and used to find a state in which all forces are approximately in
equilibrium. Embedding this method into the rendering problem definition from
above, forces and their gradients correspond to first and second derivative of f .
Solving for a force equilibrium then corresponds to the usage of a single Newton
solver iteration per step to find an approximate local minimum of the objective
function (or to be more precise, a stationary point). At this, in each step, f
is implicitly approximated by L(h), the second order Taylor expansion around
H, T (2), whose minimum is then found with (3):
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f(H, T + h) ≈ L(h) = f(H, T ) + hf ′(H, T ) +
1

2
h2f ′′(H, T ) (2)

h = −f ′(H, T )/f ′′(H, T ) (3)

In our work we want to extend this approach to the bimanual case, by means
of simulating two tools, controlled by two haptic devices, and their interaction
with the virtual environment and each other. Additionally, we exchange the
Newton solver with a different optimization method with the goal to increase the
transparency of the haptic rendering as well as its passivity and stability. We will
start, in the next section, by describing how the energy functions Evc and Ep and
their first and second derivative can be calculated, first for the unimanual and
then for the bimanual case. Finally, in section 2.4 we bring everything together
in a description of our proposed complete haptic rendering algorithm.

We formulate the states H,T of the haptic device and the tool by their posi-
tions xH, xT and their orientations by quaternions qH,qT . Similar to [2, 18, 24]
we use Euler vectors to describe rotations in case of the second derivative.

2.1 Single Static-Virtual Coupling

The Tool and haptic device are connected via a generalized spring inducing forces
and torques which try to them. In this context it has to be considered that haptic
devices are only able to display limited forces and torques to the user. In stiff
environments these are easily saturated, as a result, the user can move the haptic
device deeply into a surface. If linear coupling forces were to be used, this could
lead, in the virtual environment, to unwanted deep penetrations. To circumvent
this problem, non-linear coupling springs could be employed [2, 24]. We use an
approach similar to [2]; a linear force function for deviations below a specified
threshold rlin and above an exponential saturation towards a maximal force
Fvc,max. Virtual coupling force Fvc and torque Tvc are then defined via the
following equations [2]:

Fvc =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

kV C(xH − xT ) : r ≤ rlin

e

⎛
⎜⎝Fvc,max − 1

2 exp

(
kvc(rlin − r)

Fvc,max

)⎞
⎟⎠ : r > rlin

(4)

Tvc = kV Cvec(qH · q−1
T ) (5)

with the coupling deviation r = ‖xH − xT ‖, the coupling force direction e =
(xH − xT )/r, and the stiffness kvc of the linear part. Here, vec(q) is the vector
part of the quaternion q, therefore, also the torque magnitude is a non-linear
function of the rotational deviation: ‖Tvc‖ = sin(α/2). For the according gra-
dients of force and torque we refer the interested reader to [2].

For the trust region method (see sec. 2.4) we need the potential energy stored
in the coupling EV C = Evc,Tr + Evc,Rot as well. Where Evc,Tr and Evc,Rot

respectively correspond to the rotational part and translation parts.
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Evc,Tr=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1
2kV C(xH−xT )

2 : r≤rlin

1
2kV Cr

2
lin − Fvc,max

⎛
⎜⎜⎝2r +

Fvc,max

2kp

⎛
⎜⎜⎝e

⎛
⎝kp(rlin−r)

Fvc,max

⎞
⎠
+1

⎞
⎟⎟⎠
⎞
⎟⎟⎠ : r>rlin

Evc,Rot=2kV C(1−cos(α/2))

2.2 Penalty-Based Collision Response for Environment

From a collision detection we get a set of collision triples, each consists of a
contact normal ni pointing outside the environment, a contact point pc,i, and
the penetration distance di. Additionally, we calculate the according moment
arm rc,i = (p, i−xT ) with respect to the tool. We interpret each collision triple
i as planar constraint and calculate its penalty force Fp,i and torque Tp,i as:

Fp,i = −kpnidi Tp,i = rc,i × Fp,i (6)

where kp is the contact stiffness. As mentioned, also the gradients of the penalty
forces w.r.t the state of the virtual tool have to be derived in each frame. Similar
to [24] we consider that the constraint normal and the moment arm are constant
during one simulation step. Therefore, in (6), the penetration distance di is the
only variable which changes with respect to the movement of the tool. As each
contact is modeled as a planar constraint, we get the penetration depth change
by projecting the movement of the contact point onto the normal ni of the plane.
With ∂di

∂xT
= ni and

∂di

∂ωT
= nir

∗
c,i, the derivatives then look like:

∂Fp

∂xT
= −kpn

T
i ni,

∂Fp

∂ωT
=

∂Fp

∂xT
r∗c ,

∂Tp

∂xT
= r∗c

∂Fp

∂xT
,

∂Tp

∂ωT
= r∗c

∂Fp

∂ωT
. (7)

The potential penalty energy of each contact i is defined as 1
2kpd

2
i . To get the

total values of energy and first and second derivatives, the according values for
all collision triples have to be summed up respectively.

2.3 Extension to Bimanual Interaction

In this section we describe the extension of the static-virtual coupling approach
to the bimanual case We will refer to each haptic device and tool states with
H1, H2, T 1, and T 2. The fundamental idea is to define the objective function
for the bimanual case by taking the unimanual function f twice, once for each
device/tool, and extend it by an additional term reflecting the potential penalty
energy in inter-object collisions Eobj :

fbim(T 1, T 2,H1,H2) = f(H1, T 1) + f(H2, T 2) + Eobj(T 1, T 2) (8)

Now we only have to define the function Eobj and provide its first and second
derivatives with respect to T 1 and T 2. Like in the case of collisions with the
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environment in the unimanual case, we get from the collision detection a set of
contact triples containing penetration depth, contact normal, and contact point.
Like in the unimanual case, the energy is then defined as Eobj =

∑
1
2kpd

2
i . For

derivation of first and second derivative we interpreted collisions again as planar
constraints and will assume that the contact normals point into the inside of
tool one. The according moment arms of a contact with respect to each tool are
defined as: rc,i,T 1 = (p − xT 1) and rc,i,T 2 = (p − xT 2). Forces and torques are
calculated straight forward by:

Fp,i,T 1 = −kpnidi, Tp,i,T 1 = rc,i,T 1 × Fp,i,T 1. (9)

with negative sign for the second tool. For the derivation of the gradients with
respect to the movement of both tools, like before we consider the normals
and moment arms to be constant during one frame. Therefore, again only the
penetration depth di changes with respect to movements of tool one and two:
∂di

∂xT 1
= ni,

∂di

∂ωT 1
= nir

∗
c,T 1,

∂di

∂xT 2
= −ni, and

∂di

∂ωT 2
= −nir

∗
c,T 2. This results in

the same equations for the partial derivatives of forces and torques of each tool
with respect to its own movement as in the unimanual case (7). In case of the
partial derivatives describing the inter tool dependencies, e.g. how the force on
tool one changes with respect to movements of tool two, we get:

∂Fp,i,T 1

∂xT 2
= kpn

T
i ni

∂Fp,i,T 1

∂ωT 2
=

∂Fp,i,T 1

∂xT 2
r∗c,i,T 2 (10)

∂Tp,i,T 1

∂xT 2
= r∗c,i,T 1

∂Fp,i,T 1

∂xT 2

∂Tp,i,T 1

∂ωT 2
= r∗c,i,T 1

∂Fp,i,T 1

∂ωT 2
(11)

and vice versa for the analogous case. Again the first and second derivatives of
all collisions have to be summed up.

2.4 Adaptive Optimization

As described in the beginning of the section, the haptic rendering problem could
be mapped to a minimization problem regarding the objective function f . The
searched minimum corresponds to a state of static-equilibrium of all forces in our
penalty-based approach. The static-virtual coupling, or Newton-method-based
approach, then uses the local approximation L(h) of f , based on the second
Taylor expansion, to iteratively search the root of f ′ (a point with zero net
forces). At this, convergence depends on the quality of the approximation L(h)
with respect to a step size h. Now, L(h) is based on (i) our non-linear coupling
forces and torques, and on (ii) the result of a discrete collision detection. (i)
leads, especially in case of large tool device deviations, to a bad approximation
for large steps due to the exponential relation of deviation and force. (ii) leads
as well to a decrease of the approximation quality, e.g., when a tool hits on
a wall and an already violated constraint has to be minded. If L(h) is a bad
approximation of f it is possible that a chosen step leads to an increase in f .
In our haptic rendering context, this means that the simulation is not passive
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anymore but increases the energy of the system which induces instabilities [8].
To reduce the influence of such cases, [2] introduced a limitation of the step size
and an additional static damping factor to dissipate eventually created energy.
Both values are fixed during simulation, and therefore damping and movement
limitations have to be chosen to fit all possible situations.

We propose a haptic rendering approach to circumvent the problem of hav-
ing fixed damping parameters for all situations. Instead, it uses in each step a
metric to value the quality of the current approximation L(h), and adapt the
taken steps accordingly. Our approach is based on the trust region (TR) opti-
mization method [13]. In this, also a local approximation L(h) of the objective
function is used, but additionally, as L(h) is accurate in only a small but variable
area, the TR method permits only steps within an adaptively specified trusted
region.

In the following we will first describe the basic idea of TR methods and its
adaptation to the haptic rendering scenario. Afterwards, we briefly describe the
so-called dogleg method which we applied to efficiently perform a trust-region-
method step.

Trust Region Method. As already mentioned, trust region methods use in
each step a local approximation L(h) of the objective function to calculate the
next step. Now the fundamental idea behind TR methods is the assumption that
there exist a step size Δ for which the approximation is accurate enough, i.e.
results in a decrease in f [13]. Therefore, instead of computing a step h freely
like in the Newton method, in TR methods a constrained problem is solved in
each step:

htr = argmin‖h‖≤Δ {L(h)} . (12)

Herein, the constraint enforces that the step stays inside a sphere with radius Δ,
the trust region. The TR method starts with an initial value for Δ and updates
it after each iteration. If, for example, after a step has been calculated, it is
noticed that L(h) is not sufficiently accurate inside the current trust region, it
is shrinked for the next step. Furthermore, in case the step would even lead
to an increase in the objective function, it is rejected. In the context of haptic
rendering this means that the passivity of each simulation step can be enforced.

A usual way to define the accuracy of the approximation L regarding the step
h is the so-called gain ratio:

� =
f(T + h)− f(T )

L(h)− L(0)
(13)

describing the relation between actual change in the objective function and the
one predicted by L. Based on this value the following popular update rule could
be used to change the trust region radius in each step [13]:

if (� < 0.25) Δ := Δ/2
else if (� > 0.75) Δ := max(Δ, 3 ∗ ‖h‖)
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The predicted energy increase is always negative, therefore the ratio value
would be smaller than zero if the step increases the objective function. For an
early prevention of such bad steps the trust region radius is already decreased
in case the gain ratio sinks below the threshold of 0.25.

Application to Haptic Rendering. The method described above creates a
situation where each dimension of T is handled equally, i.e. we have the same
trust region bounds for translational and rotational degrees of freedom. This
creates two problems, (first) we are not able to define distinct upper bounds, i.e.
different maximal rotational and translational speeds; (second), as the dimen-
sions have different units and physical meanings, a specific trust region radius
may result e.g. in a responsive behaviour of the tool regarding translations while
at the same time rotational movements are highly damped. To resolve these
problems we integrated a so-called affine scaling formulation, enabling us to de-
fine elliptical trust regions [6]. These allow to define different bounds for each
dimension and respect their different meanings. The basis of the approach is to
exchange the spherical constraint by an elliptical one in (12):

htr = argmin‖Sh‖≤δk {L(h)} (14)

where S is a diagonal matrix specifying the extent of the TR in each dimension.
As we want to be able to define a maximum rotational and translational ve-

locity1, (first) we set the entries of the diagonal of S to the according max values,
and (second) we extend the update rule of the TR radius (in sec. 2.4) by a lim-
itation of Δ to the current simulation time step length (0.001s). We thereby
achieve an upper bound for the rotational and translational velocities of our
tools. Furthermore, we limit Δ to a lower threshold (10−6), as we noticed that,
otherwise, the transparency in a complex contact situation could be decreased.
Additionally, in case we are in an equilibrium state, the step size and the pre-
dicted energy gain become zero. In such cases the result of (13) is undefined and
we do not change the trust region radius. The rationale behind not changing Δ
to, e.g., the max or min value, is that equilibrium states could be reached in free
space motion, which is normally approximated well by L, but also in complex
contact situations, for which this is usually not the case.

Calculating a trust region step (12) is a constrained optimization problem.
To circumvent the cost-intensive calculation of the exact solution, the so-called
dogleg method can be employed to find an approximate solution h̃ [20]. At this,
the final step is calculated taking into account the classic Newton step and
the steepest descent direction (the force direction), resulting in only a small
increase in computational costs. To respect elliptical trust regions, [4] adapted
the approach, by just using the original dogleg method on the already scaled
problem:

h̃ = argmin‖h̃‖≤δk

{
L(S−1h̃)

}
where h̃ = Sh (15)

1 As described in section 3 we are using a collision detection which utilizes temporal
coherence and needs information about fixed maximal object velocities.



278 T. Knott, Y. Law, and T. Kuhlen

2.5 Algorithm Description

Now we describe how everything can be combined into a haptic rendering algo-
rithm. Step 0 is an initialization step and performed once before the simulation
starts; during the simulation, steps 1 to 9 are performed sequentially in every
haptic frame.

0. Initialization

– Set initial tool states T 10, T 20, trust region radius Δ0 to 0.001, k to 0,
and S diagonal to each dimension maximum velocities (see 2.4).

– Perform collision detection (CD) to get contact list CL1 for T 10, T 20.

1. Calculate pre-step objective function value fk and first and second derivative
f ′
bin, f

′′
bin regarding current contact list CLk, and current tool and device

states T 1k,T 2k,H1k,H2k.
2. Caculate potential step hk′ with elliptical trust region dogleg method (see

sec. 2.4) and set potential tool states T 1k′ and T 2k′ accordingly.
3. Perform CD to get the contact list CLk′ for potential tool states T 1k′ , T 2k′ .
4. Calculate potential objective function value fk′ with respect to potential tool

states T 1k′ ,T 2k′ and current device state H1k,H2k
5. Caculate the potential gain ratio �k = (fk′ − fk−1)/(−hk′F ′

k − htr
k′F ′′

k hk′).
6. Check if step hk′ is accepted, i.e. if �k > 0 (no artificial energy gain).

– if accepted: T 1k+1 := T 1k, T 2k+1 := T 2k′ , and CLk+1 = CLk′ .
– else: T 1k+1 := T 1k, T 2k+1 := T 2k, and CLk+1 = CLk−1.

7. Compute trust region radius for next frame Δk+1 (see sec. 2.4).
8. Compute coupling force based on T 1k+1,T 2k+1,H1k, and H2k and send to

haptic devices (see sec. 2.1).

3 Experiments and Results

In this section we will describe the experiment we carried out to validate the pro-
posed algorithm. The computer we used was a quadro Intel Xeon 2.53 GHz with
12.0GB of memory and Windows 7 OS. We used a 6-DoF Phantom Premium 1.5
and a 3-DoF Phantom Omni haptic device which were controlled via the Open-
Haptics API with a constant frequency of 1kHz. The trajectories were recorded
with haptic feedback and the proposed trust-region-based method, and repro-
duced with both methods: static damping (SD) and trust region (TR). In case
of SD we used the values suggested by [3]: max translational velocity 0.6m/s,
max rotational velocity 10rad/s, static damping factor 0.5. In case of TR we
used: max translational velocity 3m/s, max rotational velocity 70rad/s. For
both methods we used: kp = 50kN/m, kvc,tr = 200N/m, and kvc,rot = 1N/rad,
and as saturation force Fvc,max = 2.5N . The employed collision detection algo-
rithm uses point shells and distance fields as object representations, and utilizes
temporal coherence and parallelization. The used point shells for the environ-
ment and the tools have 40, 000 and 10, 200 points respectively; the distance
fields are defined analytically.
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Transparency Analysis. To validate that the proposed method increases the
transparency, we recorded a trajectory with a collision between both tools, brack-
eted by two fast free space movements. The top left graph of Fig. 1 shows the
penetration distance of the two tools; we see that (1) with SD the objects pen-
etrate more than twice as deep and (2) the impact is later due to the static
damping. This is also reflected in the top right graph, here we see that using
SD, already before even a contact exists, the feedback force is large due to the
highly damped rapid movement. Furthermore, after the tools leave the colliding
state, feedback forces are non zero. Using TR, (see Fig. 1 top center graph) the
force has a smooth curve and is only non zero during contact. From this we con-
clude that with the TR method we achieved our goal of transparent and stable
bimanual haptic rendering for this scenario.

Fig. 1. AnalysisTwo-pegs-in-one-hole scenario (top). The upper graphs are the results
of transparency analysis and the lower of the stability analysis for a complex contact
scenario. (left graphs) Comparison of maximum local penetration depth in mm, (center
graphs) feedback forces in N using trust region approach, (right graphs) feedback forces
in N using static damping approach.

Stability Analysis for a Complex Contact Scenario. To show the stability
of our approach in a complex contact scenario, we used a simple two-pegs-in-
one-hole scenario matching our bimanual rendering(see Fig. 1 top). The bottom
left graph of Fig. 1, shows the maximal penetration depth of each approach.
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In the beginning both methods behave similar: are stable and stay below one
millimeter; but towards the end, while TD values keep low, the penetration depth
of SD makes a jump up to over five millimeters. This indication of instability is
also reflected in the SD feedback forces of device two (see Fig. 1 bottom right
graph), which makes a sharp oscillation at that point. The results for TR (see
Fig. 1 lower center graph), on the other side, show nearly smooth behavior for
the whole trajectory, which indicates that the TR method is also stable in case
of complex contact situations with high contact stiffness.

4 Conclusion and Future Work

We have presented a novel approach for bimanual 6-DoF haptic rendering based
on the static-virtual coupling and penalty method, and adapting a sophisticated
numerical method. In this, we regard the problem of haptic rendering as an in-
teractive optimization problem and apply a so-called trust region method on it.
Herein, an approximate problem is defined based on a linearization of coupling
and contact forces, which also consider inter-object collisions. In each step a met-
ric on quality of the approximation is used to regulate the maximal displacement
of the grasped objects in the step. To further increase stability, we ensure pas-
sivity of each simulation step by calculating the potential energy in the system
before and after the step and rejecting steps which would increase this energy.
Finally, we performed two experiments, which indicate that the proposed haptic
rendering algorithm achieves our goals of transparency and stability.

As the tested scenarios are rather artificial, we plan for the future to validate
our approach more application-related, i.e. in a medical training simulation, and
perform studies with human subjects. Moreover, we want to integrate further
physical aspects like friction or compliant environments.
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Abstract. Numerous studies have considered the ability of humans to
perceive differences in forces and how this affects our ability to interpret
the properties of materials. Previous research has not considered the ef-
fect of the rate of change of the material stiffness in our ability to perceive
differences, however, an important factor in exploration processes such
as a doctor’s palpation of the skin to examine tissues beneath. These ef-
fects are the topic of this research which attempts to quantify the effects
of stiffness gradient magnitude and form on the discernment of changes
in stiffness.

Keywords: Perception, stiffness, gradient, exploratory procedures, JND.

1 Introduction

Many disciplines have contributed to research in haptics in the last decade. One
of them is psychophysics which has focussed on understanding our perception
mechanism in order to facilitate the design of more effective haptics hardware
and software solutions in a wide range of application areas. An ever increasingly
important application for haptic technologies is surgery simulation where the
feedback increases the chance of transferring knowledge and skills between the
simulated and real environment.

One of the major aspects of exploring tissues and understanding the prop-
erties of the material at hand is its hardness/softness. Yet surgery simulation
is but one example of haptic interaction with compliant surfaces, so it is to be
expected that stiffness/compliance will be one of the most frequently surveyed
material properties with several studies (for example [12]) being conducted on
just noticeable difference (JND) within different scenarios and ranges. In our
opinion, however, the multifaceted nature of stiffness exploration has only been
explored for one type of interaction. The continuity of the contact and stiffness
changes during continuous contact have not been surveyed comprehensively, de-
spite their frequent importance in real life scenarios. During tissue palpation, for
example searching for malign growth beneath the skin, the perception of stiffness
change during contact is crucial since the changes reflect the material properties
of the different tissues present. Several studies in the medical field [4,15,16] have
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been conducted showing the direct relationship between tissue characteristics
and the stiffness gradient, yet its implications for human perception of stiffness
are largely untested.

In this paper we present a study of the effect of stiffness gradient on the per-
ception of stiffness in materials. Such a study can capture the effects of the rate
of change of the stiffness during continuous contact as experienced in such ex-
ploratory procedures as drilling, cutting or palpation.Previouswork [5] has demon-
strated the effects of continuous contact, and axis of contact, on the JND in the
stiffness but the effects of the rate of change have not been previously considered in
perception studies, to the authors’ knowledge.Our experiments, carried outwithin
a virtual environment, have been conducted in order to demonstrate and measure
the effect of stiffness gradient on discrimination. The results shownot only an effect
upon the observable difference between stiffness levels but also that the stiffness
gradient affects the discrimination during continuous contact.

2 Related Work

Stiffness (or compliance) is one of the most studied properties, representing the
hardness or softness of an object. The most common means to explore stiffness
perception is to present a measure, showing how well humans can perceive the
varying levels of hardness or softness, in the form of a JND. The results found
vary depending on the differences between the methods employed. Effects of
other factors such as multi-modality, and cutaneous and kinaesthetic cues are
also being surveyed.

There are a number of studies (for example [12]) which have examined the
JND in the stiffness. The effects of force and work cues on compliance discrimina-
tion were surveyed in [13] and the significant effect of force cues on discrimination
was evident. In [14], the effect of surface deformation cues was examined and
it was shown that the subjects’ ability to discriminate the difference in stiffness
was reduced by a factor of more than three without deformation cues.

The effect of visual information on stiffness perception was explored in the
studies [10,17]. The dominance of visual feedback over kinaesthetic sense of hand
position was demonstrated in [10]. Compliant objects that are further away were
perceived to be softer in the case of haptic feedback alone [17], while the addition
of the visual information reduced this bias.

Further studies [3,6,11] have examined the effects of some of the exploratory
procedures [7] on stiffness perception. These exploratory procedures directly af-
fect which properties of the object can be observed and how we perceive them.
In [11], the contribution of tactile and kinaesthetic cues were explored for de-
formable and non-deformable objects. It was shown that the tactile information
alone is sufficient for discrimination capacity of deformable objects while addi-
tional kinaesthetic feedback is necessary for non-deformable compliant objects.
When a tool was used for exploration, additional kinaesthetic cues were found to
be necessary for all types of objects [6]. Squeezing a deformable object between
thumb and index finger was explored in [3,9] and tactile information was found
to be negligible for this scenario [9].
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Fig. 1. The stiffness gradient over space (top) and over time (bottom). In subfigures (a)
and (b) the position dependent stiffness over the transition region is the same, with low
hand velocity (a) and high hand velocity (b) producing different perceived temporal
changes in stiffness. In subfigures (c) and (d), the time dependent stiffness over the
transition region is the same, with low hand velocity (c) and high hand velocity (d)
producing different perceived spatial changes.

The studies described above surveyed the perception of stiffness and some
affecting factors such as the visual information or exploratory procedure. The
discrimination during continuous contact has been surveyed in [5] but, to the
knowledge of the authors, the stiffness gradient has never been considered in
discrimination studies.

3 Stiffness Change during Contact

The exploration of stiffness change during retained contact considered in this
paper requires at least a C0 continuous stiffness function. There are, however,
two ways to describe the stiffness change during contact: stiffness as a function
of position and stiffness as a function of time. The former is naturally what a
real interaction would express. Nevertheless, for the proper understanding of the
actual effect time may have a significant impact, as is discussed below.

3.1 Time-Dependent and Position-Dependent Change

The velocity of the hand during contact is one of the factors affecting the stiffness
characteristics such that different hand velocities result in different stiffness-time
or stiffness-position functions, as illustrated in figure 1. One can think of the sce-
nario in figures 1(a) and 1(b) as stiffness perceived during a lateral movement
across a flat surface composed of two regions exhibiting different stiffnesses with
a transition region between them. The graphs at the top refer to the stiffness
change across the flat surface. If one makes a lateral movement on the sur-
face from one side to the other, lower hand velocity would create an apparently
smoother stiffness change with time, as shown at the bottom graph in figure 1(a),
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while a higher hand velocity would correspond with the bottom graph in fig-
ure 1(b) which shows a sharper stiffness change in time. The position-stiffness
characteristics are not affected by the hand velocity in this case.

Alternatively, if the stiffness is controlled by time, and independent of position,
another scenario arises (see figures 1(c) and 1(d)). For a continuous lateral mo-
tion across the flat surface with a reference hand velocity, the stiffness-time and
stiffness-position graphs would be the same. A lower velocity would create the
stiffness-position graph at the top in figure 1(c) with an apparently sharper stiff-
ness change over space while a higher velocity would create the stiffness-position
graph at the top in figure 1(d) with an apparently more gradual stiffness change
over space.

The effect of these parameters need to be understood for the design of the full
study presented in this paper so a pilot study was conducted, exploring the effects
of the two scenarios in figure 1 with respect to the JND. During the pilot studies
the subject was asked to make a lateral movement across a virtual surface while
matching the speed indicated by an animation of a set of balls moving between
sides with a constant velocity, figure 3(b). The subject was not expected to
exactly match the velocity of the moving balls, the aim was instead to provide an
approximate guidance of the movement of the subject’s hand. A JND of stiffness
was found for the position-dependent and time-dependent stiffness conditions for
two different hand velocities, 2 cm/sec and 8 cm/sec, by one subject and with 3
repetitions. In the case of the position-dependent stiffness the JND was smaller
for higher hand velocity cases, creating a sharper stiffness change in the time
domain, in 2 out of 3 repetitions. For the time dependent stiffness the JND was
smaller in lower velocity cases, creating a sharper stiffness change in the position
domain, in all repetitions. As a result, the pilot studies hinted at possibly better
discrimination performance with a higher stiffness gradient and showed that we
need to consider the hand velocity during contact since both the stiffness-time
and stiffness-position functions have the potential to affect the perception.

3.2 Transition Region

To examine the effect of the stiffness gradient on stiffness discrimination, three
conditions with different position dependent stiffness functions were considered.
All of the stiffness functions included two regions exhibiting different, constant
stiffness values with a transition region between them. The two stiffness values
and the width of the transition region were chosen to be the same for all three
conditions. The difference between the stiffness levels, Δk, the transition width,
Δx and the stiffness gradients are illustrated in figure 2. The three conditions differ
in the interpolation function used in the transition region. The three interpolation
functions for the conditions are linear, cosine, and tanh each ofwhich have different
derivatives. This results in a different maximum magnitude of stiffness gradient
with transition region size and stiffness difference kept the same.

In the case of linear interpolation the gradient is a constant function with a
value ofΔk/Δx in the transition region. In the second condition a cosine function
is mapped by
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Fig. 2. The interpolation functions used in the study, with their respective spatial
derivatives
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where x0 is the beginning point of the transition region. It can be seen from
equation 2 that the maximum stiffness gradient in the transition region is π/2
times the linear case. The tanh function, which converges to 1 and -1 at infinity
and negative infinity respectively, was chosen as a third condition. By mapping
a limited range of the tanh function around the origin to the transition region
one can adjust the maximum stiffness gradient in the transition region. The
function must be stretched by a factor, S, to make it C0 continuous in the edge
between the transition region and the respective adjacent constant regions. The
tanh function is thus mapped to the transition region by
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Deploying three different interpolation functions allows comparison of three dif-
ferent stiffness gradient magnitudes while keeping the transition width and the
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(a) (b) (c)

Fig. 3. (a) A 3D virtual image registered with the real hand position is obtained with
the help of a semi-transparent mirror and stereo glasses. (b) An animation of a series
of red balls moving to the left and to the right were rendered at the front and back of
the boxes, respectively. (c) Trials included three boxes, only one of which included a
stiffness change along lateral motion across the surface.

stiffness difference identical for all three conditions. The maximum stiffness gra-
dient is π/2 times and STx/2 times the gradient of the linear condition in the
cosine and tanh conditions, respectively.

4 Evaluation

To explore the effect of stiffness gradient we performed a user study in two stages:
gradient magnitude and transition width. In the gradient magnitude case, we
aimed to test the effect of gradient magnitude by comparing the three different
interpolation functions in the transition region. In the second stage, different
transition widths were presented and the psychometric function of the gradient
was measured from the subjects’ responses.

4.1 Method

The experiments were performed in a virtual environment and a Desktop Phan-
tom and a semi-transparent framework was used as the equipment, as illustrated
in figure 3(a). Each stimulus was composed of three virtual boxes that were vi-
sually rendered as in figure 3(b). The orientation of the boxes was adjusted
such that the palpation occurs on the axis perpendicular to the desk. To pre-
vent visual cues relating to the strain applied, the appearance of the boxes did
not change in response to the compression and the haptic probe was rendered
as a sphere which remained on the surface of the boxes during contact in all
situations. The subject was also prevented from seeing the real hand position
under the semi-transparent mirror by installing a sheet of white paper under the
mirror and setting the background colour to bright white. In order to have the
subjects adopt approximately the same hand velocity during lateral movement,
an animation of a set of red balls moving to right and left were rendered at the
front and back of the boxes, respectively. Two of the boxes were identical while
one of them, selected at random, had a non-uniform stiffness as described below.
The force feedback from the boxes was evaluated by multiplying the stiffness
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and the depth of probe from the surface of the box, based on Hooke’s Law. The
subjects were told to make ‘sweeping’ movements sideways (left-to-right-to-left)
across the surface, following the speed of the ball animation, and select the box
which exhibited non-uniform stiffness in each trial.

In all trials in both experiments, the subjects were presented with three dif-
ferent boxes two of which presented only the reference stiffness while the third,
selected at random, presented the reference stiffness on the left half side and a
harder stiffness on the right with a transition region in between them, see fig-
ure 3(c). The height of the boxes was set to 3 cm throughout the experiments.
In the literature a wide range of reference stiffnesses, varying from 100 N/m to
16900 N/m [3], have been surveyed. During several pilot studies various stiffness
values had been tested. It was observed that continuous use of the haptic device
with higher stiffness values can result in overheating of the motors, requiring
a break for the system to cool down. Finally, 100 N/m was determined as a
suitable reference stiffness.

Twelve subjects took part in the experiments, 9 male and 3 female. They were
all undergraduate or graduate students aged between 23 and 40 years (mean age
was 28). 10 of the subjects had tried a haptic device on a few occasions previous
to the experiments and 2 had used them quite often. All subjects had normal
or corrected to normal vision. They received no compensation for taking part in
the experiments.

Before the experiments began background information was obtained from each
subject. They then reviewed written instruction material and were instructed
about the equipment and the tasks to be performed. Before the real experiments
they also completed a set of practice trials. For each individual trial the task was
to identify which box, out of the three, exhibited the different stiffness levels and
give a response by pressing a button placed on the haptic device while pointing
to that box. Total participation time lasted 1 hour, on average, including the
introductory part.

4.2 Gradient Magnitude Evaluation

The JNDs of three conditions with different interpolation functions in the tran-
sition region of the non-uniform box, figure 3(c), were compared. Having a bet-
ter discrimination performance in one of these conditions, being able to de-
tect smaller Δk, would indicate the contribution from another component. We
suspected that the presence of a higher stiffness gradient would contribute to
the sense of discrimination and so result in a smaller JND. Therefore we com-
pared the JNDs of the three conditions depending on the interpolation function
used in the transition region: Linear, cosine and tanh functions (as described in
section 3.2).

For all the three conditions, the magnitude of the harder stiffness in the non-
uniform box was changed depending on the subjects’ previous responses, while
the reference stiffness was kept constant. A one-up two-down adaptive staircase
procedure was used [8] while changing the harder stiffness. An adaptive stair-
case starts with an initial difference magnitude and, depending on an individual
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subject’s responses, changes the magnitude of the difference such that it con-
verges to the perception limit of discrimination for that subject. In the case of
a one-up two-down staircase, the magnitude is decreased following two consec-
utive correct responses and increased after each single incorrect response. This
procedure converges to a stimulus level at which subjects can make accurate
responses with a certainty of 70.7%. In our case each session started with a stiff-
ness difference of 66.7 N/m (2/3 of the reference stiffness value). Initially, the
stiffness difference was changed by 9 N/m per response and then by 4.5 N/m
after the third reversal and by 2.25 N/m after the sixth reversal. The session
was terminated after nine reversals and the average of the peaks and valleys of
the last six reversals were calculated to be the JND. The width of the transition
region was set to 10 mm for all conditions. For the tanh condition, the mapped
range of the tanh function, Tx, was set to 6.

The evaluation was performed as a within-subjects design with one indepen-
dent variable (stiffness) having three interpolation functions (Linear vs. Cosine
vs. Tanh) or conditions. The experiment was performed over three separate ses-
sions where each condition was carried out once. The presentation order of the
conditions for each subject was balanced by using a Latin-square procedure. The
placement of the box with variable stiffness was randomized for each trial.

4.3 Transition Width Evaluation

In the second stage, an experiment was performed by each subject in order to
calculate the probabilities of the correct guesses for different transition region
widths. In this stage, the stiffness difference was kept constant at the JND value
for each subject, as found using the linear condition in the first stage at a
transition width of 10 mm. The width of the transition region was set to four
different values: 1.25, 5, 20 and 80 mm. Each transition width was repeated 10
times in a random order, with the linear transition function used throughout.
These repetitions were used to calculate the probability of a correct response for
each width.

5 Results

The values for each of the 12 subjects for all three conditions in the first stage
were analyzed. According to the Kolmogorov-Smirnov and Shapiro-Wilks tests,
the data did not fit a normal curve therefore we employed a logarithmic trans-
formation which corrected the fit. Hence we used a parametric test for further
analysis. A repeated measures ANOVA with a decision criterion of 0.05 showed
that there was a significant difference between the three conditions, F(2,22) =
9.059, p=0.001.

To determine which conditions significantly differed from each other, Bonfer-
roni corrected pairwise comparisons were performed at a 0.0167 (0.05/3) level
of significance as a post-hoc test. A significant difference was observed between
condition tanh and the other two conditions, p<0.05, while no significant dif-
ference was observed between the conditions cosine and linear, p>0.05. The
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Fig. 4. The probability of a correct response as a function of the stiffness gradi-
ent (N/m per cm)

significant difference for the tanh condition was more likely since the maximum
stiffness gradient is STx/2, approximately three times the gradient in the linear
condition, where S is close to 1 and Tx was chosen to be 6. Not having a signifi-
cant difference between the cosine and linear conditions might be explained by
the closer maximum stiffness gradient values. Maximum gradient of the cosine
condition was π/2 (approximately 1.6) times that of the linear condition.

The analysis of the results shows that the discrimination performance for the
condition with the highest stiffness gradient magnitude in the transition region,
tanh, is significantly better than the other two conditions. The mean value of the
JND for the cosine condition is 14.7±8.9%, while the linear and tanh conditions
have a mean JND of 17.95±9.62% and 10.86±6.24% respectively.

The probabilities of correct responses found in the second stage experiment
are illustrated in figure 4. One can observe the characteristic psychometric func-
tion [8] for a range of the stiffness gradient showing strong correlation between
gradient and discrimination. The graph extends into negative (imaginary) widths
because of the risk of missing the small stiffness difference even at a small tran-
sition width. A least-squares fitted sigmoid curve shows that the average 50 %
probability lies at approximately 4,5 N/m per cm, but also that the individual
data differs substantially compared to this average.

6 Discussion

We performed experiments in order to observe the effect of stiffness gradient on
discrimination of the stiffness change during continuous contact. We compared
the JNDs of three conditions with different interpolation functions deployed in
the transition between two stiffness levels. The interpolation functions differed



The Effect of Stiffness Gradient on Perception 291

in their stiffness gradient magnitude and a significantly better discrimination
was obtained for the one with highest gradient magnitude. Among the other
two conditions the discrimination appeared to be better for the higher gradient
magnitude condition but the results were not statistically significant.

The results being consistent with the relation that the higher the stiffness gra-
dient the better the discrimination, support the idea that it is not only stiffness
difference but also the gradient affecting the perception. This was also supported
by the second stage of the experiment, performed to achieve the psychometric
function showing the probability of correct responses in the discrimination task
as a function of stiffness gradient.

In [2], it was discussed that observing a Weber fraction for a continuous sig-
nal, the percentage change in the signal that can be barely noticed, depends
on the type of the haptic signal. Stiffness was among the signals for which
the Weber fraction has often been observed, making the stiffness perception
context-dependent. This context-dependency is also well-known for the percep-
tion of colour [1], due to perceiving the same colour differently depending on
the surrounding colours within which it is presented. Our results, by showing
the relationship between the stiffness gradient and the discrimination, also indi-
cate the importance of the context – the type of the change in addition to the
magnitude of the change.

Discrimination of stiffness change might be crucial in real life scenarios such as
exploring tissues for malign growth, needle insertion, and tissue cutting and bone
drilling in surgeries. Understanding our perception mechanism and its limits has
the potential of improving the procedures in real life, in addition to improving
virtual medical applications such as surgery simulators. The knowledge of the
perception of continuous stiffness change can also be useful for piecewise linear
modelling of nonlinear stiffness for providing smoother representations of the
nonlinearity.

We think of this result as a starting point for further examination of stiffness
perception for scenarios closer to real life situations. Studies [3,6,11] of the effect
of exploratory procedures on perception have shown the need to design more
realistic scenarios in perception studies to achieve useful results. In addition to
surveying different aspects of perception during continuous touch, we intend to
explore ways to combine these results in our haptic software solutions as well.
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Abstract. In this paper, the effects of the frequency modulation of vibration 
elements on the representation of dynamic tactile apparent motion between both 
hands will be proposed. The sensation level difference due to the different fre-
quencies that result when using vibrating motors on the right and left fingers 
causes a phantom sensation that is perceived as if the stimuli were between the 
fingers. The change of sensation level difference between both hands due to the 
frequency modulation creates a somatosensory illusion using this phantom sen-
sation, which occurs in such a way as to feel like a vibration flow from one 
hand to the other hand. We conducted experiments to evaluate whether the tac-
tile flow and the phantom sensation can be perceived. Participants reported 
sensing the vibrotactile flow and the phantom sensation.  

Keywords: Tactile apparent motion, vibrotactile feedback, sensation level,  
frequency modulation. 

1 Introduction 

Vibrotactile feedback has recently become widely used to allow for haptic interaction 
with mobile devices. Touch feedback can be regarded as one of the dominant factors 
that can increase the degree of realism or immersion because it is not easy to increase 
the size of a visual display unit to a level at which users are truly immersed by the 
size of the re-created objects. In game consoles, vibrotactile feedback is used due to 
the increase in realism or game interest that such feedback can provide. These pre-
vious sorts of tactile feedback have been involved in simply transferring temporal 
information. However, in recent research, some researchers have started to study vi-
brotactile feedback that can provide to the user not only temporal information but also 
spatial information. Much research has focused in various ways on the idea of the 
tactile flow. Kim investigated a vibrotactile flow on a rigid body (Kim et al. 2009). 
Using multiple motors and actuating them at different times, it was found to be possi-
ble to synthesize a new vibration by combining multiple vibrations at a specific loca-
tion. Seo and Choi investigated the idea of a linear vibrotactile flow on a user’s palm 
with two voice-coil actuators attached to a device mockup  similar in size to a mobile 
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device (Seo and Choi 2010). They showed the magnitude difference of the motors at a 
specific frequency between two motors, which are attached to each side of the mock-
up, causing the vibrotactile flow. These two studies generated ideas about the move-
ment of vibrotactile feeling between motors in a rigid body. Some researchers have 
studied the movement of vibrotactile feeling psychophysically. Barghout investigated 
the spatial resolution of vibrotactile perception on a human forearm when applying 
multiple stimuli that describe a phantom sensation midway between the multiple sti-
muli with amplitude modulation when the multiple stimuli are present simultaneously 
at adjacent locations on the human skin. Their psychophysical experiments were de-
signed to look at  the human spatial perception ability on the human forearm for 
stationary and moving vibrotactile stimuli (Barghout et al. 2009).  Miyazaki showed 
that a cutaneous rabbit can “hop out of the body” onto an external object held by the 
subject. They delivered rapid sequential taps to the subjects’ left and right index fin-
gers. When the subjects held a stick in such a way that it was laid across the tips of 
their index fingers and when they received the taps via the stick, they reported sensing 
illusory taps in the space between the actual stimulus locations (Miyazaki et al. 2010). 
The localization of vibrotactile feeling, such as a tactile apparent motion or a cutane-
ous rabbit based on two tactile stimuli on the skin, is similar to a sound being heard 
between the two ears. The interaural time difference (ITD) is based on the fact that 
there is a difference in time at which a sound reaches the left and right ears 
(Wightman and Kistler 1998). This is important component in the localization of 
sounds, as it provides a cue to the direction or angle of the sound source from the 
head. Another cue, the interaural level difference (ILD), is based on the difference in 
the sound pressure level between the ears. 
 In this paper, we investigate the effects of the frequency modulation of vibration 
elements on the representation of dynamic tactile feedback between both hands. We 
prove that the sensation level difference in vibrating motors with different frequencies 
on the right and left finger cause a phantom sensation that is perceived as if the stimu-
li were between the fingers. To utilize phantom sensation, a tactile flow from one 
hand to the other hand with frequency modulation was generated.  

2 Tactile Apparent Motion between Both Hands 

Tactile flow can be generated with a sensation level difference according to the mag-
nitude difference. In previous research, we showed that frequency modulation causes 
sensation level change(Lim et al. 2011). A frequency change can cause changes in the 
sensation level because the threshold and the sensation level of the index finger are a 
function of the frequency and amplitude, showing a U-shaped curve. Based on the 
sensation level difference according to the frequency difference, the change of sensa-
tion level in both hands may cause vibrotactile flow between the two vibration  
regions. 

2.1 Participants 

Seven participants, aged 23 to 32 year olds, participated in the experiments. All par-
ticipants were right-handed and reported no known cutaneous or kinesthetic sensing 
problems. In this study, participants were selected so as to be younger than 32 were 
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selected due to the known decreasing sensitivity of mode elderly humans(Manning et 
al. 2006). All of the participants were paid for their participation and were unaware of 
the purposes of the experiments. 

2.2 Apparatus 

Two force reactors (AF series L-type, ALPS Co.Ltd) which are impact type linear 
vibrators provided tactile stimuli directly to the index finger. The vibrator can be con-
trolled with sinusoidal vibratory output at desired frequency as controlling electrical 
sinusoidal input at the frequency. The vibratory sinusoidal output amplitude can be 
controlled with modifying electrical sinusoidal input amplitude. The stimuli were 
generated so that one stimulus was directed to the left index finger and another was 
directed to the right index finger. The distance between the force reactors was 20 cm. 
Each force reactor was mounted on a vibration absorbing material to reduce the effect 
of vibration transfer through the desk (Fig. 1(a)).  

2.3 Procedure 

vibrator

vibration absorbing 

m aterial

 
(a) (b) 

Fig. 1. (a) Stimulation of vibrotactile feedback on both hands (b) Presentation of vibrotactile 
feedback through the vibrator 

The participants were seated in front of the tactile stimulus device and were instructed 
to maintain their finger, hand, and arm position while each index finger was on a differ-
ent vibration motor; participants were asked to sit naturally and hold their hands in a 
natural position in order to minimize the modulation of sensation due to body posi-
tion(Fig. 1(b)) (Azañón and Soto-Faraco 2008; Medina and Rapp 2008). Many studies 
have proved that the threshold and sensation level curve of the index finger is of a U-
shape with a minimum level around the frequency of 250 Hz. A transition of the sensa-
tion level according to the frequency modulation was noted (Verrillo 1985; Lim et al. 
2011). Based on the findings, we decided on an 11 frequency set that can show the tactile 
flow between two hands. The preliminary experiment attempted to find out whether a 
tactile flow with a feeling of hopping out of the finger could be sensed when a stimulus 
was presented for 200 msec at each set while increasing the set number from 1 to 11 or 
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decreasing the set number from 11 to 1 with intervals at each set as in Table 1. Fig. 2 
provides an illustration how the frequency modulation was exploited to create a tactile 
apparent motion. Participants answered “rightward”, “leftward” or “indiscernible” with 
alternative forced choices. Each subject performed a total of 20 trials (2 directions × 10 
trials). For randomly repeated measurements, all stimuli were presented ten times with a 
uniform random distribution. 

250Hz

1 2 3 4 5 6 7 8 9 10 11

Vibration Motor 1

Vibration Motor 2

Set Number

Fr
eq

ue
nc

y(
H

z)

 

Fig. 2. Illustration of the exploiting of frequency modulation to create a tactile apparent motion 

Table 1. Stimuli frequencies set for stimulation of each index finger 

 Set number 1 2 3 4 5 6 7 8 9 10 11 

Frequency of  
Motor 1 (Hz) 

1 26 51 76 101 126 150 175 200 225 250 

Frequency of 
Motor 2 (Hz) 

250 225 200 175 150 126 101 76 51 26 1 

 
The main experiment was designed to see if participants were able to sense me-

chanical vibration at the finger pad of the right and left index finger. Fig. 3 shows the 
stimuli sequence. The standard set and the comparison set were delivered to the two 
index fingers. A comparison vibration of one second was followed by a reference 
vibration of one second. The stimuli frequencies that were presented to each index 
finger with the different standard and comparison vibration set were selected random-
ly from the eleven sets in Table 1. After the stimulus delivery, participants were asked 
to answer a question about the relative perceived position of the comparison set in 
order to compare it with the standard set. Participants answered “left”, “right” or “in-
discernible” with alternative forced choices. Each subject performed a total of 1100 
trials (11 standard sets × 10 comparison sets × 10 trials). For randomly repeated  
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1 sec 1 sec

Set A (Standard Set) Set B (Comparison Set)

Vibration Motor 1

Vibration Motor 2

(Index finger of left hand)

(Index finger of right hand)

 
(a) 

Vibrotactile stimulus
Human perception

Vibrotactile stimulus
Human perception

 
(b) (c) 

Fig. 3. Example of main experiment (a) Time chart of stimulus pairs presented to each index 
finger (b) tactile stimulus and expected stimulus position that was perceived in standard set (c) 
tactile stimulus and expected stimulus position that was perceived in comparison set 

measurements, all stimuli were presented ten times with uniform random distribution. 
An initial 30s adaptation period was given at the beginning of experiment. Partici-
pants took a one minute break every five minutes.  

3 Result and Discussion 

This experiment examined the tactile apparent motion with frequency modulation 
between the right and left index fingers. The preliminary experiment was designed to 
see whether a tactile flow with a feeling like a hopping out of a finger could be sensed 
when the stimulus was presented for 200 msec at each set while increasing the set 
number from 1 to 11 or decreasing the set number from 11 to 1. In the experiment, all 
participants in all trials were able to discern the direction of the flow. This means that 
the participants sensed the tactile apparent motion between the right and left index 
finger at a 20 cm distance. With an increase of the frequency, the sensation level also 
increased up to 250 Hz. The sensation level difference between the left and right fin-
ger pad caused the illusion of tactile stimuli. When the frequency of one stimulus 
increased and the frequency of other stimulus decreased on each vibrating finger pad, 
the sensation level difference gave the feeling of tactile apparent motion with a feel-
ing of hopping out of the fingers. 

The main experiment investigated whether participants could discern the relative 
positions of stimuli perceived between the standard set and the comparison set when 
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there was a frequency difference in the stimuli given to both index fingers. Fig. 4 
provides a graphical representation of the correct answer rate for each reference and 
comparison set. The horizontal axis is the standard stimulus set and the vertical axis is 
the comparison stimulus set. The gray scale represents the correct answer rates. A 
correct answer means that the stimuli in the conditions of the comparison set was 
perceived as vibrating on the left side compared to the stimuli in the conditions of the 
standard set when the comparison set number is larger than the standard set number, 
or the stimuli in the condition of the comparison set was perceived as vibrating on the 
right side compared to the stimuli in the condition of the standard set when the com-
parison set number was smaller than the standard set number. In cases in which the 
stimuli was vibrated to both hands with a large frequency difference, participants 
perceived the stimuli as if it has been made in a location near the one finger that had 
been stimulated with the higher frequency vibration when two vibrotactile motors 
generated tactile stimuli simultaneously with a large frequency difference at each 
index finger; this was the case in set such as Set 1, 2, 10 and 11, as shown in Table 1. 
These results mean that inter-tactile level difference is an important cue for tactile 
localization when two different tactile stimuli are presented to the left and right index 
fingers. However, some participants were confused about the relative position be-
tween the standard and comparison set when the frequency change of the stimuli be-
tween the sets was not large. Furthermore, the correct answer rate was low near the 
center of the space between the two fingers. Participants were confused about the 
position of virtual stimuli between hands when stimuli with a small frequency differ-
ence on both hands were delivered. This means that participants were confused when 
attempting to discern stimuli positions when the stimuli positions were located near 
the center or when the differences of stimuli frequency between the standard and 
comparison set were not large. 

 

 

Fig. 4. Correct answer rate for each sample in reference and comparison sets 
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Previous researchers observed the cutaneous rabbit illusion only on the body in 
(Blankenburg et al. 2006; EIMER et al. 2005; Flach and Haggard 2006). Such tactile 
apparent motion has also been observed only on the body (Kirman 1974, 1983; Seo 
and Choi 2010; Barghout et al. 2009). Our results, however, show that tactile apparent 
motion with tactile stimuli “hopped out of the finger” when stimulation was given to 
participants’ index fingers while changing stimuli frequencies. Our findings suggest 
that the effect involves not only the currently accepted idea of somatotopic represen-
tation but also the idea of representation of an external object that interacts with the 
body.  

4 Conclusion and Further Work 

The effects of the frequency modulation of vibration elements on the representation of 
dynamic tactile feedback in both hands were investigated. We proved that the sensa-
tion level difference in vibrating motors with different frequencies on the right and 
left finger caused a phantom sensation that is perceived as if the stimuli had been 
between the fingers. To utilize this phantom sensation, tactile flow from one hand to 
the other hand with frequency modulation is generated. 

For future research, we will implement this idea of tactile apparent motion based 
on frequency modulation in both hand to handheld game devices when the person is 
holding the consoles with both hands. We believe that we can expect that the flow 
feeling will be able to provide a more interesting game experience, especially in such 
devices as driving simulators and archery games. 
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Abstract. Tactile feedback on touch surfaces has shown to greatly improve the 
interaction in quantitative and qualitative metrics. Recently, researchers have 
assessed the notion of remote tactile feedback, i.e., the spatial separation of 
touch input and resulting tactile output on the user’s body. This approach has 
the potential to simplify the use of tactile feedback with arbitrary touch devices 
and allows the design of novel tactile stimuli by stimulus combination. Howev-
er, a formal comparison of direct and remote tactile feedback during touch input 
is still missing. Therefore, we conducted three consecutive laboratory studies. 
First, we compared the effects of both direct and remote tactile stimuli on the 
user’s performance during touchscreen interactions. No difference was found in 
the positive effects of both types of feedback. Second, we evaluated the impact 
of the remote tactile actuator’s position on the user’s body. For remote tactile 
stimuli, we found improved accuracy and interaction speed, regardless of the 
body location. Third we analyzed remote tactile feedback under additional cog-
nitive load. The results support the positive effects of tactile feedback on user 
performance and subjective evaluation. These findings encourage us to further 
exploit the potential of remote tactile feedback to simplify and expand the mul-
timodal interaction with arbitrary touch interfaces. 

Keywords: remote tactile feedback, interactive surfaces, touch input.  

1 Introduction 

Using the direct touch of our fingertips or hands to activate or manipulate digital in-
formation is currently becoming a widespread interaction paradigm. Touchscreen 
interfaces are ubiquitously used from mobile devices or medical systems to vending 
machines or in-vehicle interfaces. They are cheap, flexible and easy to use, and will 
continue to form the de facto standard for interaction with multi-functional systems 
[5]. Touch interfaces heavily rely on visual feedback to indicate the results of a user’s 
input, but nevertheless are also used in dynamic multi-tasking and heavy-visual-load 
scenarios such as driving a vehicle. Their interactive screens only present a flat sur-
face to the interacting fingertips. Non-visual feedback up to now is mostly restricted 
to an audible beep or an ambiguous tactile buzz, but researchers and designers have 
started to think about more meaningful tactile feedback for direct touch interactions. 
Active tactile stimuli can inform the user about the position, form and function of 
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visual elements and confirm input actions. This additional feedback channel has 
shown to reduce the errors made, to improve interaction speed and to boost subjective 
appraisal of direct touch interactions as a whole [3,15,23]. Consequently, the use of 
the full subtlety and potential of our sense of touch has become a main interest of 
researchers and engineers of touch interfaces. A recent and promising approach to 
providing rich tactile feedback is the spatial separation of tactile and visual displays, 
i.e. remote tactile feedback. To communicate supplemental stimuli, actuators are inte-
grated into the user’s direct environment or wearable interfaces. In comparison to 
direct tactile stimuli, the use of this remote tactile feedback has some innate advan-
tages: It can be used to provide haptic stimuli for touch interactions, which do not 
depend on the size, form or material of the interactive surface or to create novel haptic 
stimuli by applying different actuators on several locations on the user’s skin. How-
ever, to this day, no formal comparison of the effects of directly and remotely applied 
tactile feedback for touch interactions has been provided. In this paper, we present the 
results of three consecutive user studies we conducted for the following reasons: 

1. To compare the effects of solely visual, visual + direct tactile and visual + remote 
tactile feedback on objective measures (accuracy, total task time) and subjective 
measures (naturalness, ranking of modalities) of touch-based text input. 

2. To analyze the effects of remote tactile feedback and the body location in which 
it is applied on task performance during drag-and-drop interaction on a tabletop. 

3. To assess the effects of remote tactile feedback on task completion time during 
multi-touch input under increased cognitive load. 

2 Tactile Feedback on Interactive Surfaces 

Adding tactile feedback to interactive surfaces such as the touchscreen of a mobile 
phone or an interactive tabletop display has been a topic for researchers and engineers 
for over a decade [8, 19]. Tactile information can be conveyed on the form, surface 
structure, malleability, state, meaning, function or distance of a depicted interactive 
virtual element. Studies in multimodal interaction already show the importance of 
non-visual feedback in dynamic scenarios entailing noise, movement, distraction, 
attention-shifts or cognitive load such as entering text on a mobile device or handling 
in-vehicle infotainment systems [4,14]. Primarily tactile feedback is investigated as a 
feedback mechanism on touch surfaces and it results in significantly increased speed 
and accuracy of input [3,8]. It can even bring the performance of touchscreen key-
boards close to the level of real, physical keyboards [11]. In addition,  haptic stimuli 
during touch input reduce visual and cognitive load [20,15] and prevent occlusion [7]. 
In addition to such objective measures, palpable stimuli on otherwise flat touch sur-
faces also increase the user’s subjective appraisal of the interaction. Studies show an 
enhanced feeling of realism and naturalness [3,9,23]. Technically, the actuators for 
the presentation of direct tactile stimuli in touch surfaces can be electrical, electrome-
chanical, pin-based, piezo-driven and even pneumatic [6]. Accordingly, prototypical 
implementations mostly fall into one of three categories: In the first, the screen or the 
mobile device is actuated as a whole [25,2]. However, such touch devices can only 
provide a single touch stimulus, which is the same for every finger. The second cate-
gory uses tangible user interfaces (TUI) to give tactile feedback. These devices offer 
great flexibility in the design of stimuli and interactions [13,17]. However, the inte-
raction itself loses the beneficial characteristics of direct manipulation, suffers from 
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visual occlusion and lacks scalability. The third approach is the segmentation of the 
display into multiple individually movable elements, i.e., ‘tactile pixels’ [10, 23]. 
With individual electromechanical actuators for every tactile pixel, this approach is 
still hardly scalable und lacks visual and tactile resolution.  

3 Remote Tactile Feedback 

Remote tactile feedback (RTF) can potentially eliminate some of the drawbacks men-
tioned above. The more general approach of tactile sensory relocation has been exten-
sively analyzed and reproduced in the fields of accessibility and sensory substitution 
[1, 12]. Few researchers have incorporated relocated tactile stimuli on touch surfaces 
before, but could show promising effects on usability and performance: McAdam et 
al. [18] used the vibration motor in users’ mobile phones to provide haptic feedback 
during interactions with a touchscreen. Results showed significantly increased text 
entry rates when remote tactile feedback was given. Richter et al. [24] proposed the 
use of remote tactile stimuli during touch interactions as a way to simplify the design 
and implementation of actuator technology. Tactile stimuli were applied to the non-
dominant forearm. The authors characterize their work as a way to easily create syn-
chronized remote tactile stimuli during touch interactions. Other recent papers show 
the potential of remote tactile feedback to create novel forms of haptic stimuli by 
combining different types of actuators (e.g., vibrotactile and linear moving) on the 
body. A haptic armrest was used to communicate tactile surface characteristics and 
forms of buttons on touch surfaces [26]. Users indicated the high hedonic and prag-
matic quality of the created stimuli. We can think of the following additional benefits 
that result from the spatial separation of manual input and tactile output: 

 

Multi Haptics: Individual tactile feedback for each point of contact with
the interactive surface can be given. In contrast to conventional ap-
proaches (see section 2), this enables simultaneous, but different haptic 
feedback for each hand touching the surface. 

Arbitrary Surfaces: The interactive surface is not restricted to a specif-
ic form and size. For example, organic interactive surfaces (i.e., made 
from clay [21]) could be enriched with additional tactile stimuli. 

 

Stimuli before and after interaction: With tactile actuators being in 
permanent contact with the user’s skin, tactile cues describing proximity 
or acknowledgement of a touch interaction can be given before or after 
the finger actually touches the screen. 

Using remote tactile stimuli as a form of multimodal feedback raises the following 
question: Can remote tactile stimuli on touch surfaces be compared to direct tactile 
feedback in terms of benefits in objective and subjective measures? If remote tactile 
feedback has the potential to reduce error rates, increase interaction speed or user 
satisfaction with touchscreen input to a degree comparable to direct tactile  
stimuli, this would further support our approach of exploiting the inherent potentials 
of RTF. 
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4 Evaluations 

We conducted three user studies comparing the effects of both direct and remote tac-
tile stimuli on the user’s performance during touchscreen interactions, evaluating the 
impact of the remote tactile actuator’s position on the user’s body and analyzing re-
mote tactile feedback under additional cognitive load. 

4.1 Effects of Direct vs. Remote Tactile Feedback 

So far, we assumed that the communication of direct and remote feedback has compa-
rably positive effects on the touch interaction as a whole in terms of improving  
accuracy, increasing interaction speed and the positive effect on subjective ratings. 
Therefore, we had the following hypotheses: 
H1.1: Accuracy is higher with tactile feedback during touch input tasks than without tactile feedback. 
H1.2: Total task time is lower with direct and remote feedback than without tactile feedback. 
H1.3: Less keys are missed when typing with direct and remote feedback than without tactile feedback. 
H1.4: Users will prefer interactions with tactile feedback to interactions without tactile feedback. 

Study Design. The study had a within subject/repeated measures design. A text input 
task with a given phrase set had to be performed. There were three feedback condi-
tions: no feedback, direct tactile feedback and remote tactile feedback. They were 
presented in counterbalanced order to avoid unwanted training effects. The dependent 
variables were accuracy, total task time and key misses. 

 

Fig. 1. (a) screenshot of text input task; (b) setup for no feedback and direct tactile feedback; 
(c) setup for remote tactile feedback 

Apparatus. To analytically compare directly and remotely applied tactile stimuli we 
used a rather artificial, purpose-built device. Our goal was to make psychophysical 
conditions such as the distribution of mechanoreceptors and perception of tactile sti-
muli as comparable as possible for both feedback types. Thus, we chose the fingertips 
of the index fingers on the dominant and non-dominant hand as the stimulus area. 

The prototype is depicted in figures 1 and 2. The horizontal tactile touchscreen 
consists of two transparent capacitive touch-sensing panels1, which are mounted to 
modified voice coil actuators2. Speakers are a common method to communicate tactile 
stimuli [6]. Both touchscreens are freely movable in vertical direction. A standard 15 
inch screen is installed under one of the panels. When the user touches the panel 

                                                           
1  3M MicroTouch SCT3250EX 15.68" Surface Capacitive USB Touch System. 
2  Dynavox DY-166-9A, 4 Ohm, 80W, resonance frequency 50 Hz. 
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above the display, direct tactile feedback is given by shaking or moving the panel 
vertically. In contrast, for remote tactile feedback, the user’s index finger of the non-
dominant hand is rested in the center of the additional touch panel. When the user 
touches the other touch panel over the display with his dominant hand, the remote 
touch panel is shaken or moved vertically. This setup is exclusively used for the 
comparison of both feedback types. 

 

Fig. 2. The purpose-built tactile touch screen device used in the first evaluation 

Experimental Setup and Task. A screenshot of the display during the evaluation is 
shown in figure 1. The participants were sitting and wore headphones with music to 
block external noise. The task was to enter the depicted text phrase using the on-
screen interface. In order to obtain generalizable results, we used 10 phrases out of the 
established 500 phrases published by MacKenzie [16]. The input method was de-
signed as a targeting task. We chose a text-input based on drag-and-drop, incorporat-
ing the take-off metaphor by Potter et al. [22]. Dragging-and-dropping is a common 
task on interactive surfaces; an extensive amount of information can be communi-
cated during the long contact with the surface. For entering a character, the user had 
to put the finger on a start area on the bottom of the graphical user interface. The start 
area turned red to indicate that it was activated. Then the user could drag his or her 
finger over the screen on to a key of the QWERTY keyboard. Each key gave a short 
feedback impulse, when it was entered. The sine wave for regular keys has a frequen-
cy of 170 Hz and is enabled for 40 milliseconds. According to physical keyboards, the 
keys F and J are marked by sine waves with a frequency of 70 Hz enabled for 80 mil-
liseconds. A letter was typed by lifting off the finger from the respective key. The 
resulting letter was shown on the screen. This very artificial text-entry method is 
comparable to methods such as take-off on standard touchscreens [22]. To ensure that 
mistakes had no effect on the task time, there was no error correction. Participants 
were told that the correct letter should be entered at the correct position. When they 
made a mistake they should go on with the next letter. Furthermore, they were told to 
enter the phrases as accurate and as fast as possible.  

Participants. Twelve participants (five female) with an average age of 22 years took 
part in the study. All participants stated that they had experiences with touchscreens 
before. All were right-handed. 

Procedure. Each participant was introduced to the prototype and typed three phrases 
in a demo application to get used to the typing method and the three different stimuli. 
Subsequently participants received the task and the measurement started. The order of 
the three feedback types was counterbalanced. For each modality, the order of the 10 
phrases was randomized. After each feedback modality, subjects were asked to fill out 
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a questionnaire containing a semantic differential with five-point Likert scales to eva-
luate the resemblance to reality, signal communication and usability for direct and 
remote tactile stimuli, as well as personal preference. 

Results. From the study described above, we obtained the following results: 

Accuracy: We define the accuracy rate as the number of characters correctly entered 
divided by the overall length of the phrases entered. The median of the accuracy rate 
is 0.963 in the no feedback condition, 0.930 in the local feedback condition and 0.955 
in the remote feedback condition. An analysis of variance (ANOVA) showed no sig-
nificant differences between the three modalities (F(2, 33) = 0.87, p = 0.43). Accor-
dingly, H1.1 cannot be affirmed.  

Total Task Time: Similarly to the accuracy an ANOVA shows that the measured 
times for each feedback condition have no significant differences (F(2, 33)= 0.44,  
p = 0.65). The median for the no feedback condition is 310.5 seconds, for the direct 
feedback condition 354.0 seconds and for the remote feedback condition 316.1 
seconds. Accordingly, H1.2 cannot be affirmed either.  

Missed Keys: An ANOVA shows no significant differences between all three modali-
ties (F(2, 33)= 0.29, p = 0.76). The median is 14.5 key misses without feedback, 12 
key misses with local feedback and 8.5 key misses with remote feedback. Although 
H1.3 cannot be affirmed, the median values are clearly in favor of remote feedback. 

Subjective user ratings: The ratings for realism, signal design and usability on the 
five-point Likert scale were highly positive, especially for understandability and sim-
plicity (see figure 3). Again, we found no larger difference between the values for 
direct and remote tactile stimuli. Seven out of twelve subjects voted for local tactile 
feedback as the most pleasant type of interaction in the experiment, four voted for 
remote tactile feedback and one for the no feedback condition. Subjective ratings are 
in favor of tactile feedback. In summary, H1.4 can be affirmed. 

 

Fig. 3. Subjective evaluation of direct and remote tactile stimuli. Discrete values connected for 
readability. 
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4.2 Effects of RTF on Performance during Standard Touch Interaction 

In the second study, we evaluated the influence of remote tactile feedback on interac-
tions performed on a tabletop. One goal was to verify the assumption that RTF has the 
potential to improve interaction on touch surfaces in terms of speed and errors [18]. 
We also had the goal of comparing the effects of dominant and non-dominant RTF: 

H2.1: Remote tactile feedback in touch input tasks will increase interaction speed and reduce error rate. 

H2.2: When moving remote tactile feedback to the non-dominant hand, the benefits will be reduced. 

Study Design. The independent variable of the study was the feedback given to par-
ticipants during touch interactions. In addition to the omnipresent visual feedback, 
RTF was applied to the dominant or the non-dominant wrist. Using a within-subject 
design, each participant performed the interaction tasks with all three types of feed-
back (no RTF, non-dominant RTF and dominant RTF). The monitored dependent 
variables were interaction speed as well as the number of errors made. 

Apparatus. Tactile feedback was applied using vibrating pancake motors, which 
were attached to the participants’ arms by wristbands (see figure 4). This body posi-
tion was chosen according to McAdam and Brewster’s results on testing distal tactile 
feedback on different body locations, identifying the wrist as most promising for im-
proving interaction speed [18].  

 

Fig. 4. Remote tactile feedback provided by wrist-worn actuators during tabletop interactions 

Interaction Task. The drag-and-drop gesture was chosen due to its constant use in 
touch interfaces. A blue square with an edge length of 50 pixels had to be dragged 
into an only slightly larger red target area (54 pixels wide). Time measurement started 
as soon as the blue square was touched and stopped with the fulfillment of the task. 
Dropping the square outside of the target area caused the error counter to be increased 
by one. Participants received a tactile cue whenever the square was dragged complete-
ly into the target area and thus ready to be dropped. The same information was given 
visually, the square turned green when it is ready to be dropped. In consequence, the 
tactile information was redundant. We chose this setting in order to identify the bene-
fits of additional tactile feedback. 

Procedure. After receiving information about the functionality of the tabletop and the 
vibrotactile wristbands, participants had the chance to practice the drag-and-drop task 
without, with non-dominant and with dominant remote tactile feedback. The actual 
study consisted of 90 drag-and-drop tasks, 30 for every type of feedback. To avoid 
order effects, the feedback types were counterbalanced. To conclude the study, partic-
ipants were interviewed for impressions and opinions about remote tactile feedback. 
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Participants. 18 Participants took part in the study, six of them female, non of them 
color-blind. The average age was 28 ranging from 22 to 38. All of them had used 
touch interfaces before. Three participants were left-handed.  
 
Results. After removing outliers, at least 460 data items remained for each type of 
feedback. The arithmetic mean of the time was calculated for the drag-and-drop tasks, 
resulting in 2.590 milliseconds for trials without tactile feedback, 2.333 milliseconds 
for non-dominant tactile feedback and 2.345 milliseconds for dominant feedback. A 
one-way repeated measures ANOVA showed that the independent feedback variable 
had a significant influence on the time participants needed for the drag-and-drop 
tasks, F(1.25, 21.19) = 5.49, p < .053. Bonferroni post-hoc tests (p < .05) could not 
confirm a significant difference between any mean times (p < .09 for none/non-
dominant tactile feedback and p < .08 for none/dominant tactile feedback). However, 
these low p-values show a tendency towards faster interactions with remote tactile 
feedback. Participants were approximately 10% faster with this kind of feedback (see 
figure 5). Concerning the number of errors made, an ANOVA showed that remote 
tactile feedback had no significant influence. In summary, H2.1 must be rejected for 
error rates but can be affirmed concerning interactions speed. No difference in task 
completion time or error rates was discovered when non-dominant or dominant feed-
back was applied. This result can be supported by qualitative results. 12 participants 
stated that the body position in which tactile feedback was received had no influence 
on task performance. Thus, H2.2 cannot be confirmed. The advantages of remote 
tactile feedback are relevant even if it is moved further away from the actual touch 
input. This could allow a more flexible positioning of tactile actuators on the body. 
 

 

Fig. 5. Mean times in ms for the single-touch drag-and-drop task. Drag-and-drop is approx. 
10% faster when remote tactile feedback is given, regardless of the body side of application. 

4.3 Effects of RTF during Multi Touch Interaction under Cognitive Load 

For the third study using the same tabletop, multi-touch gestures for scaling and rotat-
ing virtual objects were added to the interaction task. Consistently to the second 
study, this was tested for both non-dominant and dominant feedback on users’ wrists. 

H3.1: Remote tactile feedback during multi-touch input increases interaction speed. 

H3.2: When moving remote tactile feedback to the non-dominant hand, the benefits will be kept. 

                                                           
3  Mauchly’s test revealed a violation of sphericity, χ2(2) = 14.86, p < .05. Degrees of freedom 

were corrected using Greenhouse-Geisser (ε = 0.62). 
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Furthermore, an additional auditory task was assigned to participants, which had to be 
completed simultaneously to the touch interactions. This was due to the research of 
Leung et al. [15] who stated that the advantages of tactile feedback are enforced under 
high cognitive load. The second goal was to find out if this result can be also verified 
for remote tactile feedback. 

H3.3: Additional cognitive load will increase the benefits of remote tactile feedback. 

Study Design. The first independent variable was the feedback provided during the 
touch interactions. Conditions were visual feedback only, additional remote tactile 
feedback on the non-dominant wrist and feedback on the dominant wrist. The other 
independent variable was the presence or absence of the additional task creating cog-
nitive load. Using a within-subject design, the interaction tasks were divided into six 
blocks: two for each type of feedback, once without and once with additional cogni-
tive load. The sequence of the blocks was counterbalanced. The dependent variable 
was the task completion time for the touch interactions. 

Interaction Task. The task was a combination of three single-touch and multi-touch 
gestures for manipulating a square on the tabletop display. First, the size of a square 
with an edge length of 50 pixels had to be doubled using a scaling gesture. Second, 
the resulting square had to be rotated by 180 degrees clockwise using the correspond-
ing rotating gesture. For both gestures, participants were instructed to use the index 
fingers of both hands. Finally, the square had to be moved into a slightly larger target 
area using drag-and-drop. Task completion time was measured from the first contact 
to the square until the square was dropped into the target area. Additionally, we calcu-
lated the times needed to perform every single gesture. To signal if the correct size, 
orientation or position was reached, the square’s color changed from red to green. 
Remote tactile feedback was applied according to the visual cues, so that no addition-
al information was provided. The auditory task added to create additional cognitive 
load was designed according to Leung et al. [15]. A random sequence of letters from 
O to V was read out loud with a speed of 100 letters per minute. Approximately five 
times per minute, the same letter appeared three times in a row. Participants were 
instructed to signal this event by speaking out the word “now”. This auditory task had 
to be completed simultaneously to the interaction task. To ensure an acceptable task 
fulfillment, it was tracked how many occurrences of repeated letters were noticed. 

Procedure. After completing a demographic questionnaire, participants were familia-
rized with the functionality of the tabletop and the vibrotactile wristbands. Next, they 
had time to practice both interaction and auditory task. During the main part of the 
study, the six blocks with different types of feedback and the additional cognitive load 
were completed. In each block, the interaction task was repeated ten times to obtain 
an adequate number of task completion times. A qualitative interview about expe-
riences made with the remote tactile feedback concluded the study. 

Participants. The study was completed by 18 participants (five female) with an aver-
age age of 28 ranging from 26 to 32. None were left-handed or color-blind.  
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Results. After removing outliers, we calculated arithmetic means to gain an average 
task completion time for each of the six conditions (see figure 6). The first result 
shows the additional auditory task causing participants to need significantly more 
time for the touch interactions. This was the case for all gestures, independent from 
the type of feedback. Thus, the auditory task caused the intended additional cognitive 
load. This was also supported by the qualitative feedback. Considering the time 
needed for completing the interaction task without additional cognitive load, an 
ANOVA was performed for every gesture. The results show a significant impact of 
the type of feedback on task completion time of the scaling gesture, F(2, 34) = 5.28,  
p < .05. Bonferroni post-hoc tests identified remote tactile feedback on the dominant 
wrist to decrease the duration of the task significantly, p < .05. Compared to the con-
dition without tactile feedback, a time advantage of 18% was reached. Although non-
dominant feedback reduced task completion time by 10%, no significance was found. 
Thus, hypothesis 3.1 can only partially be confirmed. For drag-and-drop and rotation, 
no significant influences of the feedback were found. This can be explained by the 
additional visual feedback: when the square was ready to be dropped, it changed color 
from red to green, which was not the case in the earlier study. This indicates that the 
provided visual feedback was sufficient in this case. This was conformed by 16 par-
ticipants, who stated that they did not need additional tactile feedback here. 

 

Fig. 6. Mean times in ms for multi-touch scaling with three feedback modes. Scaling is signifi-
cantly faster with dominant remote tactile feedback. 

For none of the gestures a significant difference between task completions times of 
the two conditions with remote tactile feedback was discovered. This underlines the 
results from the second study. In other words: remote tactile feedback can be applied 
on both the dominant and the non-dominant arm without changing the influence on 
task completion times when performing single- and multi-touch gestures on a table-
top. This is also true for conditions with increased cognitive load. Accordingly, partic-
ipants agreed that the body side did not matter for the application of the tactile cues. 
Thus, hypothesis 3.2 can be confirmed. After adding the auditory task and thus in-
creasing the cognitive load, ANOVAs did not reveal any significant influence of the 
type of feedback on the task completion times. This result is true for all three gestures. 
The observation could be explained by the domination of the visual and auditory 
communication channels, which causes the tactile channel to lose importance. This 
assumption was supported by two participants after the study, stating that they were 
not sure if there even was any tactile feedback during the conditions with the auditory 
task. Thus, hypothesis 3.3 has to be rejected. 
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5 Limitations and Discussion 

The limited sophistication of our tactile devices and the resulting loss of tactile 
bandwidth might be the main reason for the statistical non-significance of some of our 
results. Both actuators used in the evaluations were purpose-built for these occasions. 
We used inexpensive off-the shelf materials such as voice-coil actuators and vibration 
motors. Thus, unwanted noise, latency and unnatural posture of subjects might have 
created unwanted effects. In the evaluations, we provided simple tactile stimuli as 
location information (first study) and semantic affirmation of action (second and third 
study). The stimuli were given redundantly to visual feedback; no extra information 
was encodeded haptically.  

6 Conclusion and Future Work 

We compared the effects of direct and remote tactile feedback, analyzed the implica-
tions of the location of actuators on the body, and assessed multi touch feedback un-
der increased cognitive load. The results are in favor of remote tactile feedback: users 
could decrease the number of missed keys during text input on touchscreens. When 
given in addition to redundant visual cues, remote tactile feedback on the dominant 
arm significantly decreased the task completion time for scaling gestures on a table-
top. When applied to the non-dominant arm, the total task time could be decreased by 
10%. When asked about their subjective opinion, users are in favor of tactile feedback 
in general. Over 90% of the participants preferred tactile feedback to no tactile feed-
back. For remote tactile stimuli, over 30% even preferred it to direct tactile stimuli. 
We also found that the location of the feedback on the user’s body had no effect on 
subjective appraisal. For future implementations of remote tactile feedback, we are 
working on incorporating other locations of the human body such as the back (e.g., by 
the seat of a car) or the forearm (e.g., by wearable devices or the frame of the touch 
surface). Thus, the diverse density of mechanoreceptors in the skin has to be taken 
into account. With remote tactile feedback, a dedicated tactile display for every single 
pixel of the interactive surface is not necessary. Thus, we will incorporate tactile 
feedback into non-flat or large touch interfaces. Finally, we are working on the crea-
tion of novel tactile stimuli by combining thermal and vibrotactile remote actuators on 
the skin. In summary, the results of our evaluations back our assumption of the posi-
tive effects of remote tactile feedback on the performance of the user. Advantages of 
additional non-visual stimuli are observable regardless of the location of application 
on the body. The unique potential of RTF will extend and enrich the design and use of 
direct touch interfaces as a whole. 
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Abstract. The Virtual Environments are more and more applied in industry to 
learn the manipulation of some complex and/or dangerous equipments. In this 
context, we are developing a virtual simulator dedicated for learning the ma-
nipulation of a specific forklift. In real use, this kind of forklift requires a physi-
cal involvement of people to manipulate it. This paper proposes thus an innova-
tive haptic paradigm for the virtual driving of such a forklift. Within the virtual 
simulation, it aims to provide a sensorimotor stimulation which is close to the 
one that users have on the real forklift. Taking in account the physical behav-
iours of the real forklift (inertia, damping, turning radius), we haptically simu-
late the mechanical hinge constraints of the forklift handle to control the forklift 
direction. In addition, a specific haptic push/pull technique was designed to 
control the forklift velocity. Our hypothesis is that our paradigm is more realis-
tic compared to classical interactive techniques, such as joystick without force 
feedback. To evaluate this realism, we conducted an ergonomic study of a driv-
ing task. The same driving task has been performed in three conditions: in large 
room with the real forklift (R), and in a Virtual Environment with a joystick (J), 
and with our haptic paradigm (H). We conclude that our hypothesis is verified 
when revisiting different acceptations of the realism concept in Virtual Envi-
ronment, such as performance transfers, but also the behaviour and psychologi-
cal processes transfers. 

Keywords: Virtual Reality, Haptic, Driving simulation, Realism. 

1 Introduction 

Virtual Reality (VR) and immersive technologies provide solutions for simulating 
realistic situations in a controlled and secure context. That is especially required for 
learning applied to industry field, for instance when novice users are starting to learn 
the use of complex and dangerous equipments. In this context, we designed an inter-
active paradigm for the driving of a forklift in a virtual simulator. Our hypothesis is 
that more the interactive paradigm is realistic, more the transfer skills between virtual 
and real conditions is efficient [1]. However, the dimensions of the realism are many. 
The most studied ones are relating to the visual immersion, to the affordance of the 
virtual objects, and to the involvement of the users in the immersive task [2]. 
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In this paper we mainly question the role of sensorimotor stimulations for the real-
ism of the interaction. This channel is crucial in tasks that require physical involve-
ment of the subject. That is exactly the case for driving our targeted forklift, because 
it is a non-motorised vehicle. Indeed, the forklift is controlled by manipulation of its 
handle to push/pull it, and control its direction (Figure 1). Actually, haptic technolo-
gies are supposed to provide solutions to stimulate the sensorimotor channels of the 
users. However, haptic interactions have some limitations in terms of workspace, 
precision, range of the movements. We explain how we overcome these drawbacks to 
design haptic paradigm taking in account the mechanical specificities of the real fork-
lift, to provide a realistic driving control on the forklift in virtual context, in terms of 
physical engagement of the user and perception of the handle. 

 

 

Fig. 1. The real and virtual non-motorised forklift 

To evaluate the realism of our paradigm, we compare it to classical navigation in-
teractive technique using joystick. This evaluation focused on the current acceptations 
of the realism concept [2]. A same driving task was proposed to subjects in three 
situations: in the real world with the targeted lift truck (R); in the virtual simulation of 
the scene in an immersive context using head tracking stereoscopy with a joystick 
interface to control the forklift (J); and in the same visual stereoscopic immersive 
environment but using the haptic driving paradigm we propose (H). Significant results 
are presented from analyses of subjects' performances, but also data on their behav-
iours, and their answers to subjective questionnaires. We discuss these results to put 
them in perspective, and then conclude. 

2 Related Work 

Haptic devices have limited workspace, relative precision, and no complete range for 
rotational movements. In order to overcome these drawbacks, a basic interactive 
paradigm is the clutching/declutching technique which is however time consuming 
and which distracts the users’ attention from the focus of their task. To avoid these 
drawbacks, several approaches use haptic devices to control navigation during inter-
action, using the relative position of an object of interest, the position of the haptic 
device, and the user position [4], to compute a more suitable point of view for the user 
to interact with the object. Other solutions deal with the hardware limitations of the 
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interaction device, such as the Bubble technique [5] or the Haptic Hybrid Rotation 
method [6] to navigate with haptic device. These techniques provide a rate-control for 
object manipulation, based on an isomorphic mapping when the device is far from its 
workspace boundaries, and on a non-isomorphic mapping near the boundaries, also 
used by [7] or [8]. On the contrary to these methods our haptic paradigm is a non-
isomorphic rate-control based on the comparisons of a tracked referential with a neu-
tral one, such as the navigation control based on 6DoF tracking proposed by [3]. This 
concept is augmented by an elastic force to retrieve this neutral referential, since it has 
been proved by [9] that such function is more suitable for rate control paradigms. 

Some works also focus specifically on VR applications dedicated to forklifts. 
Safety is one of the application fields. [10] studied the impacts on the forklift occur-
ring on drive-in racking structures. They proposed a general method for calculating 
forces generated under forklift truck impact. In [11] the prevention of forklift capsize 
is considered. Based on the fact that drivers’ training and proper safety procedures are 
not sufficient enough to reduce accidents, they developed an intelligent control sys-
tem, embedded on the forklift, which analyzes onboard sensors data and proposes 
some corrections. There are also some studies on real-time simulator with a forklift 
truck model, and on evaluation of numerical integrators to propose a simulation as 
realistic as possible [12]. Finally, [13] and [14] described a prototype of a full-
immersive simulation of forklift truck operations for safety training. 

Within this context, we propose below a haptic paradigm to provide sensorimotor 
stimulations which increase the realism of the interaction for tasks requiring physical 
involvement of the subjects. 

3 System Description 

This section describes first the physical behaviours of the virtual forklift. Then we 
detail the main features of the haptic driving paradigm itself. 

3.1 Forklift Physical Behaviours 

The inertia and damping of the vehicle in the real condition was obtained empirically, 
by velocities and deceleration measurements between two points. Actually, three 
forces are involved to move this kind of forklift: the weight of the vehicle (400 kg), its 
friction on the floor, and the force applied by the user to move it. We measured an 
empirically friction of wheels (stopping distance 4.25 m, initial velocity 1 m/s).  

The realism of the interaction also supposes that the user has to feel the force on 
the forklift through the handle to make the virtual forklift move. In the one hand, this 
force is captured by the haptic arm. In the other hand, this is linked to the amplitude 
of the pressure exerted on the joystick. In both cases we need to express the new ve-
locity of the vehicle. 

Equation 1 is the expression of the new velocity according to F, while Δt is the 
time variation, t the current time, V(t) the velocity at t, β the damping factor, m the 
object weight, and α a control constant. 
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All parameters of Equation 1 are known, except β: this variable takes into account all 
the forces applied to the object, including the friction forces. In our physical simula-
tion of the forklift we assume that β is constant, its variation being negligible. To 
determine its value, we ran the simulation with the forklift moving at a speed of 1m/s, 
and adapted the value of that constant to make this virtual vehicle stopping at the right 
distance (the one measured on the real forklift) from its starting point. The only pa-
rameter that one must define is α, a constant factor that we could define arbitrarily. 
That is actually useful, because we cannot apply on the haptic device the same force 
as the one used to move the real forklift.  

In addition, we determined the curvature radius of the forklift, which only depends 
on the handle angle with the vehicle motion axis. We empirically find the linear map-
ping between the handle’s angle and the inverse of the curvature radius. By this way 
we were able to compute the next position and orientation of the virtual forklift. 

3.2 Haptic Driving Paradigm 

Apart the rendering of the inertia and the damping of the forklift as external force 
feedbacks, our haptic driving paradigm simulates the mechanical behaviours of the 
real forklift’s handle. Moreover, it provides an elegant solution for having an intuitive 
perception of the push and pull actions, while the base of the haptic device cannot 
move like the real forklift.  

To simulate the real forklift’s handle, we designed a virtual mechanism based on a 
rigid body with hinge constraints (Figure 2 - right). A first hinge (blue sphere, red 
arrow) controls the orientation of the forklift’s wheels. A second hinge (green arrow), 
allows user actions to raise or lower the forklift’s handle. 

The haptic driving paradigm includes a push/pull haptic technique to control the 
velocity of the virtual forklift. This solution aims to provide a sensorimotor stimula-
tion to the users during the driving task, by introducing a non-isomorphic rate-control 
of a virtual vehicle. However, on the contrary of the real truck, the base of the haptic 
device is fixed. Accordingly, we integrated a system of relative motion. 

The blue sphere (Figure 2 - right) is constraint along the green bar located under 
the blue sphere. This green bar follows the orientation’s wheels that are control by the 
virtual handle. More the blue sphere goes forward, more the force applied by the user 
on the vehicle will be large and vice versa. Thus, the velocity of the virtual forklift is 
computed from the force applied by the user on the haptic devices, except it is con-
strained by the virtual mechanism. However, it is not possible to provide the same 
intensity of force feedback through the haptic device (device limitation) than in the 
real context. That’s why we applied a linear scaling on the forces computed by the 
physical simulation (cf. Equation 1). 

A principle for designing a relative motion system is to provide a non-isomorphic 
rate-control manipulation based on the position and angular distances with a neutral 
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referential [3]. In our case, it was sufficient to consider a neutral zone at the middle of 
the green bar, where we apply an elastic force which tends the blue sphere to return 
into this zone. Thus, more the user moves the sphere away from the neutral zone, 
more the strength to bring it back will be strong. Apart it provides the feeling of push-
ing or pulling harder, the user is navigating forward or backward with the virtual fork-
lift in the full scene, in spite of moving only close to the device. A dead zone without 
elastic force around this neutral referential is also used, to avoid force oscillation and 
vibration, and to increase user comfort. 

 

 

Fig. 2. The 6 DoF haptic arm that we used, a Virtuose 6D 35-45 of Haption (left). The virtual 
mechanism of the forklift handle (right) implemented with the Interactive Physical Pack (IPP) 
developed by Haption for the Virtools platform that we used for the visual immersion. 

4 Evaluation 

We evaluated a task of forklift driving in three experimental conditions: one with the 
real forklift (R), two others in a virtual context: with our haptic paradigm (H), and 
with a joystick interaction (J). Actually, a joystick can be considered as the most 
commonly used interface to perform navigation tasks. However it doesn’t provide 
sensorimotor feedbacks such as haptic devices. Thus, our fundamental questioning is 
the contribution of the sensorimotor feedbacks to the realism of the interaction. More 
specially, we hypothesis that our paradigm is better than joystick use for learning the 
driving task we wanted to address, because it makes possible a physical involvement 
of the user which is close to real situation. Accordingly, the physical rendering of the 
forklift collisions with the objects in the virtual scene is not our focus here. We 
mainly use the haptic device for simulating the motion constraints of the forklift han-
dle, for rendering the inertia of this vehicle (non-motorized forklift), and for providing 
to the user a relative motion system. These three haptic feedbacks provide a sensori-
motor stimulation, which is supposed to allow a physical involvement of the user in 
the driving task. 

4.1 Method 

For the real condition (R), the non-motorized forklift was manipulated with its articu-
lated handle in a 13x6 meters room (Figure 1, left). For the virtual context of the H 
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and J conditions, we used a CAVE-like system with 4 screens around the user (left, 
front, right and floor), with adaptive stereoscopy based on the tracking of the subjects' 
head to provide the best visual immersion. Realistic 3D models of the real experimen-
tal room and the forklift have been designed (Figure 1, right). Moreover, the inertia 
behaviour on the virtual forklift was equally applied in H and J conditions. In this 
way, we can only focus on sensorimotor realism of our haptic paradigm, because the 
same level of visual realism was provided, whatever is the interactive device in the 
virtual context. 

In the virtual conditions (H and J), we easily get the trajectory (Figure 3) of the 
forklift by logging the tracking events, the position and orientation of the virtual fork-
lift. To get the same kind data in the real condition (R), all the trails were video cap-
tured, on which we applied classical image processing techniques based on the colour 
segmentation of the yellow and green spheres (top of the forklift - Figure 1), and a 
homographic projection to get a 2D trajectory on the floor. Using this data, we ex-
tracted a number of features on the driving tasks trajectories. 

Concerning the subjective measures, we submitted to the users a questionnaire to 
analyze their perception of the task and their feedbacks. After each experimental con-
dition, participants completed a set of rating-scale questions. Users had to report their 
level of agreement according to an eight-point Likert scale. We designed our ques-
tionnaire from different studies of presence [15, 17, 18]. Presence is a multifaceted 
concept [16], defined as the subjective experience of being in one place or environ-
ment, even when one is physically situated in another. We have set up a questionnaire 
based on four presence factors identified by [15], namely: control, sensory, realism, 
and distraction factors. We used the same questionnaire in the different conditions, 
with adaptations and deletions of some claims for the real world version. 

18 subjects participated in the experiment: 14 males, 4 females, ranging between 
24 and 57 years old (average = 35). All participants filled out a background question-
naire. A large number of participants were people with a computer science back-
ground. Most of them have previously experienced interacting with 3D user interfaces 
(gamepad or joystick) in virtual environments (video games). Among these partici-
pants, 16 are right-handed and 2 are left-handed. Everyone used his dominant hand to 
operate with the proposed devices (real handle, joystick, haptic arm). 

We asked orally to subjects to perform trajectories 8-shaped according to land-
marks (traffic cones), 4 times starting from the right (Figure 3 - left), 4 times starting 
from the left (Figure 3 - centre). This driving task was performed after a training ses-
sion based on a simpler driving task (strength line, left turn, right turn) to learn the 
manipulation of the real forklift, as well as the virtual one with the joystick or with the 
haptic paradigm. After the end of each experimental condition, participants completed 
a set of rating-scale questions. Then they moved on to the next condition, following 
the same protocol, until all three conditions were executed. 

We performed a within-subject study (repeated measures) with the three forklift 
driving conditions. The execution order of the three conditions was randomized be-
tween subjects. Each subject performed the driving tasks successively without waiting 
time, except the time needed to complete the questionnaire after each condition. This 
setup was necessary for study the learning effects coming from the order of condition. 
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Fig. 3. Driving task through trajectory log analysis: success left path (left), success right path 
(centre), and a failed left path with a completion ratio of 50% and backtracks (right). Orange 
circles are the positions of landmarks (traffic cones), red rectangles represent the backtracks. 

4.2 Performance Analysis 

We compared the number of failures and success of the driving task according to 
experimental conditions (R, J, H). The user fails when there is a collision between the 
forklift and a landmark or a wall. This outcome of the task was analyzed with chi-
square (χ²) test. We observed that the driving task depended on the experimental con-
ditions (χ² (2) = 22.44; p < 0.00001). Subjects failed the task more often in the virtual 
condition (J and H) than in the real one (R). 

In order to compare experiment conditions, we had to separately analyze the trajec-
tories features (time, distance, velocity, and backtrack) according to the success levels 
of the subjects. The results presented are statistically significant (p<0.05). Results are 
explicitly referred as a trend if p is between 0.05 and 0.1. We applied the Kolmo-
gorov-Smirnov test to verify that the variables succeed in satisfying normality as-
sumptions. We performed an ANOVA with experimental conditions as within-subject 
variables. Fisher’s LSD was used for post-hoc pair-wise comparisons. All the analy-
ses were performed with Statistica 9.  

For subjects who succeed (S cluster), a number of the trajectories features depend 
of the experimental conditions. That is the case for: distances (F(2, 162) = 8.03; p = 
0.00047), total duration of the task (F (2, 162) = 23.551; p = 0.00001), and number of 
backtracks (F (2, 162) = 3.60; p = 0.029). A post hoc analysis revealed that distances 
are shorter in R than in H and J. In addition, the task duration is faster in R and J than 
in H (mean durations: 48 seconds for H, 30 seconds for R, and 28 seconds for J). And 
finally, a higher number of backtracks appeared for H, but no significant differences 
between J and R. However, all these results concern the S cluster, while for learning 
we are more interested by the subjects who failed.  

For subjects who failed (F cluster), we observed that the distance varies according 
to the experimental conditions (F(2, 114) = 7.65; p = 0.00076). Before failing, the 
users covered a greater distance in R condition (20.55 m) than in virtual conditions 
(16.51m for J, 16.19m for H). In addition, the completion time varies according to the 
experimental conditions (F (2, 114) = 13.41; p = 0.00001). The mean duration of a 
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driving task was 27 seconds for J condition whereas it was 43 seconds for R condition 
and 46 seconds for H condition. The users failed faster in J condition than in R and H 
conditions.  

Table 1. Set of correlations of the trajectories features between the different experimental  
conditions, for S and F clusters, and for all subjects 

 Time Distance Velocity Backtrack 
S cluster 

HR 0.63 0.23 0.72 0.30 
JR 0.39 ns 0.63 ns 
HJ 0.35 ns 0.56 ns 

F cluster 
HR 0.45 ns 0.76 ns 
JR ns ns ns ns 
HJ ns -0.33 ns ns 

All subjects 
HR 0.42 ns 0.78 0.22 
JR ns ns 0.50 ns 
HJ 0.27 ns 0.48 ns 

 
Finally, we analyzed if the measures of the trajectories features were correlated in 

different conditions. The results show that for subjects who have succeed or failed (S 
and F clusters), and globally for all the subjects of the experiments, there is a strong 
or moderate correlation between H and R for completion time (blue - Table 1). We 
also notice that, except for subjects who have failed (F cluster), there is a weak corre-
lation between H and R for backtracks (red - Table 1). Finally for velocity, the strong-
est correlations are observed between H and R (green - Table 1). 

4.3 Subjects Behaviour Analysis 

One acceptation of realism is the fact that behaviours or events observed in the real 
condition are reproduced in the virtual one [2]. To study the global behaviour of all 
subjects against condition task, we first focused on global standard deviation on curvi-
linear distance for each condition (H, J, R) when subject success 100% of the task, we 
obtain this relation: SDDistance(H)=5.05>SDDistance(R)=3.66> SDDistance(J)=2.19. 

Moreover, we looked at the curvilinear distance of the trajectories related to the 8 
trails performed by each subject for each condition. For each condition, Figure 4 – left 
presents the standard deviation of the mean curvilinear distance of the 8 trajectories of 
the 18 subjects, while Figure 4 – right shows the mean of the 18 standard deviations 
of the curvilinear distances of the 8 trajectories. Then we studied the ranking of sub-
ject for each condition in terms of velocity and completion time. Figure 5 shows that 
the average difference of the variations of position compared to the ranking R, is 
twice larger for the ranking J than for the ranking H.  
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All together these results suggest that the subjects’ behaviour in H condition is 
closer to the R condition than to the J one. 

 

 

Fig. 4. The H condition increases inter-individual performance differences in term of curvilin-
ear distance in metter (left), as well as inter-trial performance of subjects (right), both also 
observed in the R condition 

 

Fig. 5. Variations of subjects’ positions in rankings of their velocities: ‘Haptic’ ranking is 
closer to ‘Real’ ranking than to the ‘Joystick’ one. The same occurs for the completion time. 

We performed an ANOVA with experimental conditions as within-subject vari-
ables. Fisher’s LSD was used for post-hoc pair-wise comparisons. 

On one hand, whatever is condition (R, H or J) no significant difference is ob-
served concerning subjects’ motivation for the task, while they judge that the interac-
tive devices are all relatively intuitive. No difference is observed concerning a number 
of realism aspects or interface awareness: the subjects reported having lost conscious-
ness of the screens, not being affected by the visual display quality, not having the 
feeling of seeing a movie, and have seen many 3D objects. Concerning the sensory 
factor, the perception of the degree of movement was not affected by the experimental 
condition: the subjects said they were able to move in the scene, to change of perspec-
tive, and explore easy the scene in the real as well as in virtual conditions. All these 
results indicate that the virtual scene was realistic and well perceived by the subjects. 

On the other hand, significant differences are observed for the control factor, and 
particularly for the mode of control. That is also interesting, because these features 
positively highlight natural aspect of the interaction with the environment. Firstly, the 
reported perception of external force feedbacks, of the inertia of the forklift, and of 
the physical implication varies according to experimental conditions (external force 
feedbacks: F(2.34)=38.92 p<0.00001; inertia F(2.34)=21.56 p<0.0001; physical im-
plication: F(2.34)=20.48 p<0.001). Post hoc comparison showed that users perceive 
less external force feedbacks and inertia of the forklift, and being less physical  
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implicated for the J condition than for the H and R conditions. Secondly, the percep-
tion of the behaviours of the forklift’s handle varies according to the experimental 
condition (F(2.34)=9.53 P<0.00005). Post hoc comparison showed that subjects con-
sider more that the forklift is manipulated by a handle in the R and H conditions than 
in the J condition. Thirdly, the J condition was rated as globally providing less natural 
interaction than the H condition. The J interaction was perceived as being less close of 
the R interaction than H interaction is closed to the R interaction. These results con-
firm our hypothesis. Lastly, the subjective measures show significant differences 
concerning the involvement in the forklift driving. The results suggest that the users 
are more focused on the manipulation paradigm in the R and H conditions than in the 
J condition. Indeed the subjects reported being more aware of the situation events 
(F(2.34)=5.52 p<0.008) and being more focused on the manipulation device 
(F(2.34)=6.16 p<0.005) in the R and H than in the J condition. 

5 Discussion 

One of the definitions of realism - through the action fidelity or functional fidelity 
concepts [2], is that performance similarities between the virtual condition and real 
condition should correlate. It is especially the case for trajectories features (Table 1), 
which globally shows a better correlation of the performance between H and R than 
between J and R. On this field, the most important correlation between R and H is 
concerning velocity. Actually, except orientation control, velocity is the main parame-
ter that user may control during the task. Velocity is a measure that characterizes a 
choice and strategy to succeed the task, and thus an individual specific behaviour. 
That means that in R and H conditions, the users adopt a same velocity strategy. This 
result corroborate with another observation: the user performance ranking on mean 
velocity in H condition is twice closer to the R condition ranking, than the J condition 
ranking is (Figure 5), which means that H seems to keep ranking on velocities. 

The fact that there is the strongest correlation on velocities is an argument in fa-
vour of a better realism of H condition, according to [1] that supposes realism trans-
fers behaviours of the users between virtual and real condition. The way that users 
perform the task in the J condition is completely different than in the R condition. 
That also corroborates the subjects’ answers to the questionnaires regarding the fidel-
ity of the H condition with respect to the R one, when they declare that they have the 
feeling to manipulate the forklift handle in H condition, not in J.  

Moreover the global standard deviation on curvilinear distance (Figure 4, left) 
highlights the fact that haptic condition reproduces and increases the high inter-
individual differences observed in the R condition whereas these differences are 
blurred in the J condition. That is also a behaviours property, which is globally ob-
served within the full group of subjects in real condition, and seems to be reproduced 
in haptic condition. In addition, at the individual scale, one must notices the weak 
homogeneity of performance between trajectories (Figure 4, right) performed by each 
user observed in R, was more observed in H than in J. 
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Another aspect of the realism is the learning ability that virtual environment may 
offer [1]. In that field we observed that when the users don't succeed the task, they 
have failed earlier in J condition than in H and R conditions. That is important be-
cause this forklift virtual simulator is basically dedicated for non-expert users that are 
supposed not really succeed the driving task when they are novices.  

6 Conclusion 

We designed an innovative driving paradigm for the virtual learning of forklifts, when 
a physical involvement of drivers is necessary in real context. On one hand, a rigid 
body model allows the users to perceive haptically the physical and mechanical be-
haviour of the forklift and its handle. On the other hand, the velocity control of the 
virtual forklift is simulated with a push/pull interactive technique. To evaluate this 
haptic paradigm, 18 subjects performed driving tasks in three conditions: with a non-
motorized forklift within a real room, with virtual simulator of the forklift and the 
room, and for this second context, with a joystick interaction, and with our haptic 
paradigm. We covered all the conditions orders, and realised statistical analysis on 
trajectories performances, subjects’ behaviours, and on subjective data. 

One dimension of realism supposes that a performance transfer must be observed 
between real and virtual contexts. On this acceptation, we basically found some inter-
esting correlations between real driving condition and our haptic driving paradigm, 
mainly for completion time and velocity. But our haptic technique clearly appeared 
more realistic than the joystick one, when considering another dimension of realism, 
namely the behaviour and psychological processes transfers. Actually, real and haptic 
conditions are correlated on several behaviours: velocity chosen by the subject, con-
servation of subjects’ rankings for velocity, completion time, and behaviours at indi-
vidual and group scales (inter-individual and inter-trial performance differences). This 
dimension of the realism in favour of our haptic paradigm has been also highlighted 
within the subjective data analysis: good perception of external forces and inertia of 
the forklift, feeling to be physically involved, feeling to manipulate the forklift by a 
handle, better focus on the driving task. Accordingly, we may globally conclude that 
our haptic paradigm provides more realism than the joystick interaction, for the vir-
tual driving of such kind of forklifts. 
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Abstract. New robots for teleoperation and autonomous manipulation
are increasingly being equipped with high-bandwidth accelerometers for
measuring the transient vibrational cues that occur during contact with
objects. Unfortunately, the robot’s own internal mechanisms often gener-
ate significant high-frequency accelerations, which we term ego-vibrations.
This paper presents an approach to characterizing and removing these sig-
nals from acceleration measurements.We adapt the audio processing tech-
nique of spectral subtraction over short time windows to remove the noise
that is estimated to occur at the robot’s present joint velocities. Implemen-
tation for the wrist roll and gripper joints on a Willow Garage PR2 robot
demonstrates that spectral subtraction significantly increases signal-to-
noise ratio, which should improve vibrotactile event detection in both tele-
operation and autonomous robotics.

Keywords: haptic feedback for teleoperation, vibrations, tactile accel-
erations, noise suppression.

1 Introduction

Dynamic acceleration signals provide humans with discernible tactile cues up
to 1000 Hz [3], and these vibrations are known to play a significant role in
a wide range of manual tasks, including tool-mediated perception of surface
roughness [13] and dexterous object manipulation [12]. Given the recent prolif-
eration of tiny MEMS-based accelerometers and the importance of these signals
for human perception and motor control, one practical approach to improving
operator awareness in telemanipulation systems is to provide the operator with
haptic feedback of the dynamic acceleration signals experienced by the remote
robot, typically by recreating the signals via a voice coil actuator.

This feedback approach has been demonstrated via bench-top research de-
vices [14,20], and has shown promise for both industrial [7] and medical appli-
cations [25,15,18]. This approach has also been investigated for improving the
tactile sensitivity of hand-held (non-robotic) tools [26]. Additionally, researchers
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Fig. 1. The Willow Garage PR2 is an example of a modern robotic platform that has
high-bandwidth acceleration sensors embedded in its grippers. Gripper joint and wrist
roll joint motion are indicated with green and red arrows, respectively. Time series
acceleration plots show examples of a clean vibrotactile contact event signal and robot
ego- vibrations; the two signals have similar magnitude and spectral content, reducing
signal to noise ratio during robot movement.

have developed methods for autonomous robotic manipulation systems to use
the perceptual cues provided by vibrotactile acceleration signals (e.g., [9,22]).

Unfortunately, measurement of tactile acceleration signals can easily be mask-
ed or degraded by vibrations that are generated by a robot’s own motion, as
illustrated in Fig. 1. These “ego-vibrations” often lie within the same frequency
range as the external contact signals that one wants to detect for presentation
to the human operator or for use in an autonomous robot’s controller. Thus
the noise-reduction performance of traditional filters (e.g., high-pass, low-pass,
notch) is severely limited.

Some previous research in this area has recognized that ego-vibrations mask
desired signals and degrade system performance. For example, surgeons using
our VerroTouch feedback system occasionally comment that feeling the motion
of the da Vinci surgical robot distracts from the vibration cues caused by con-
tact [18]. The primary means of addressing ego-vibrations has been through
electromechanical system design. Some researchers have designed custom hard-
ware to mechanically isolate the acceleration sensors from robot motion vibra-
tions [14,9,7]. Others have used robotic hardware that is specifically designed for
smooth motion, such as Sensable’s Phantom Omni haptic device [20,19]. Others
have used their accelerometer only in limited contexts, when they knew that
robot motion noise would be small [22].

To improve the performance of vibration feedback systems for teleopera-
tion and to enable measurement of useful high-frequency tactile accelerations
on robotic platforms that are not mechanically optimized, we propose a signal
processing approach that mirrors human neuropsychology. The human central
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nervous system is believed to use the motor commands sent to the muscles to
predict the sensory consequences of movement. These predictions allow one to
distinguish self-produced sensations from those arising from external events [5].

Thus, we propose to use knowledge of robot motion to predict the contribu-
tion of ego-vibration noise to the measured acceleration signal, and to remove
this contribution through spectral subtraction, a method that was originally
developed for noise suppression in speech processing [6]. The basic idea of spec-
tral subtraction is that noise in signals can be removed by transforming to the
frequency domain and subtracting out an estimate of the noise spectrum. Addi-
tionally, Ince et al. have successfully applied this technique to the similar problem
of audible robot motion noise in robot audition [10,11].

The mathematics and signal processing pipeline of spectral subtraction are
detailed in Section 2. Section 3 describes our implementation of this approach
on a Willow Garage PR2 humanoid robot, which experiences significant ego-
vibrations from its wrist roll and gripper joints. We evaluate the performance of
this approach in Section 4, and we conclude with Section 5.

2 Spectral Subtraction

It is natural to compare vibrotactile acceleration signals to audio signals; the
primary way in which these signals differ is in bandwidth. While human skin
can perceive vibrotactile cues up to approximately 1000 Hz [3], audio signals are
detectable up to 20,000 Hz. Compared to the study of audio signals, the study
of vibrotactile acceleration signals is quite immature. Thus we are inspired to
look to the audio processing literature, as many of their methods can be directly
adapted to handling vibrotactile signals.

The problem of robot ego-vibrations seems most similar to the problem of
suppressing additive background noise from a single audio channel of speech.
Research into this problem is generally classified as speech enhancement or noise
reduction; many of the best methods in this area are reviewed in [23,4]. Among
these approaches, spectral subtraction seems particularly promising for dealing
with ego-vibrations because of its straightforward implementation and inexpen-
sive computational requirements that allow for implementation in real-time ap-
plications with minimal processing latency.

This section describes our proposed adaptation of spectral subtraction to the
problem of ego-vibration suppression in tactile acceleration measurements. Fig. 2
provides a block-diagram illustration of the algorithm. The mathematical nota-
tion used here is primarily adapted from [23].

Block Processing. Mathematically, noisy observations from an accelerometer
can be modeled as

y[k] = x[k] + n[k], (1)

where x[k] is the vibrotactile event signal, n[k] is additive noise from ego-
vibrations, and k is the discrete time index. Following the methods of [16],
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Fig. 2. Block diagram of the spectral subtraction method adapted for ego-vibration
suppression in vibrotactile signals

the multiple orthogonal axes of accelerometer output are combined into a single
channel by addition, a computationally simple approach that yields a good spec-
tral match and temporal match with the original signals without introducing any
time delay. A band-pass filter then removes both low-frequency cues pertaining
to robot motion and high-frequency signals that are not detectable to humans.

The one-dimensional filtered signal is then subjected to block processing [6]
as follows:

1. The incoming signal y[k] is buffered into small time buffers yi[k] of length L
that overlap by M samples.

2. Each buffered block yi[k] is multiplied by a window function w[k] to reduce
discontinuities at the end points during discrete Fourier transform (DFT).

3. Each windowed buffer is subjected to spectral subtraction as described in
the next subsection.

4. The resultant output signals x̂i[k] are recombined into the full x̂[k] using the
overlap-add method [2].

Typical parameter choices for block processing are 50% buffer overlap (M =
L/2), and a normalized Hamming window function for w[k]. Buffer length choice
is a trade-off between frequency resolution and time delay; block processing
implementation introduces an algorithm delay of one buffer length.

Magnitude Subtraction. After the noisy input signal has been buffered and
windowed, each short segment yi[k] is transformed into the frequency domain
using the discrete Fourier transform (DFT ),

yi[k]
DFT−−−→ Yi(f) = Xi(f) +Ni(f). (2)

The operation of spectral subtraction can be described by the equation

|X̂i(f)| = |Yi(f)| − |N̂i(f)|, (3)

where |X̂i(f)| and |N̂i(f)| are the estimated magnitude spectra of the restored
vibrotactile event signal and the noise spectrum respectively. Derivation of the
ego-vibration’s spectral magnitude estimate |N̂i(f)| will be discussed in the next
subsection. Given the random nature of Ni(f), this operation will sometimes
result in negative values for a discrete frequency subband f ; negative values are
consequently set to zero.
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Using the phase of the original noisy signal ΦYi(f), which is optimal with
regard to minimum mean square error [8], the estimated vibrotactile signal X̂i(f)
can brought back into the time domain as x̂i[k] via the inverse discrete Fourier
transform (IDFT ),

|X̂i(f)|ejΦYi
(f) IDFT−−−−→ x̂i[k]. (4)

Noise Spectrum Magnitude Estimate. While traditional spectral sub-
traction research has involved developing methods to adaptively estimate the
spectrum of an unknown background noise in real-time, when dealing with ego-
vibrations we have the luxury of knowing the state of our noise source. A priori
observation of the vibrations that occur during unimpeded robot motion can
be used to model the expected ego-vibrations during subsequent actions. De-
pending on the hardware, ego-vibrations might be expected to vary with the
robot’s joint positions Θ, joint velocities Θ̇, and/or joint accelerations Θ̈. Thus
the ego-vibration magnitude spectrum estimate |N̂i(f)| in Equation (3) could
be a function of all of the robot’s present joint states. However, the process of
gathering data that fully explores and models the noise spectra that occur in
this high-dimensional configuration space would require considerable time and
storage capacity. Thus, we seek to reduce the dimensionality of the problem.

Joint acceleration was reported to be unimportant for spectrum estimation
of audible joint noise with a Honda ASIMO [10]. Assuming a smooth robotic
motion controller, it is reasonable for us to assume that joint acceleration also
has little effect on ego-vibrations. For this initial investigation, we have also
chosen to neglect the possible influence of joint position. Given our short-time-
window implementation, we mark each recorded acceleration sample yi[k] using
the element-wise means of the buffered joint velocity vector Θ̇i.

Because we decided to focus on the effects of joint velocity, we designed our
estimate of the ego-vibration magnitude spectrum to be

|N̂i(f)| = |N̂(f, Θ̇i)| = μN (f, Θ̇i) + σN (f, Θ̇i). (5)

Here, μN (f, Θ̇i) and σN (f, Θ̇i) are the mean and standard deviation of the mag-
nitude spectra recorded during a long test at joint velocity vector Θ̇i. Other ap-
proaches to spectral subtraction sometimes use only the mean value μN (f, Θ̇i).
However, empirical results show that some amount of over-subtraction tends
to yield better noise suppression in low signal-to-noise ratio (SNR) speech sig-
nals [23]. Adding in the standard deviation σN (f, Θ̇i) allows the degree of
over-subtraction to be determined by the variance in a particular frequency
subband [23].

3 PR2 Implementation Details

We tested our full approach to ego-vibration suppression (Fig. 2) using a Willow
Garage PR2 humanoid robot.
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Hardware and Algorithm Parameters. The PR2 was chosen for use in this
project because it includes high-bandwidth accelerometers in its sensor suite [1];
as marked in Fig. 1, a three-axis 10-bit digital accelerometer (Bosch BMA150)
is embedded within each gripper assembly. Unlike some custom research de-
vices, this robot does not have a wrist-mounted force/torque sensor or all-over
pressure-sensitive skin. Instead, the accelerometers are the system’s best sensors
for dynamic tactile measurements, as demonstrated in [22].

For these initial algorithm-evaluation experiments, we focused on signals from
the accelerometer in the right hand. It is subjected to significant ego-vibrations
from the nearby wrist rotational joint (roll clockwise/counter-clockwise) and
gripper translational joint (close/open). Because the wrist and gripper joints
are heavily geared and located so close to the PR2’s accelerometer, we believe
they are the most challenging and beneficial joints to deal with for ego-vibration
suppression. Thus, we define our joint velocity vector as Θ̇ = [θ̇ ḋ], where θ̇ and
ḋ are the wrist roll rotation and gripper translation velocities, respectively.

Experimental data was recorded from the three channels of the accelerometer
at a sampling rate of 3000 Hz and a measurement range of ±80 m/s2 per axis, the
maximum specifications of the accelerometer. The corresponding joint velocities,
θ̇ and ḋ, are derived from optical encoder readings and recorded at 1000 Hz.

As described in Section 2, the three acceleration channels were first summed
together and band-pass filtered. For the PR2, we employ a fourth-order Butter-
worth band-pass filter from 150 Hz to 750 Hz; though narrower than the range
of human vibrotactile perception, this filtering was chosen to be sure to remove
strong signal content observed at 1000 Hz, which likely results from a structural
resonance. The just-noticeable difference of human vibrotactile frequency dis-
crimination scales with frequency, resulting in the poorest discrimination at the
highest perceivable frequencies; pilot testing of our algorithms with various filter
bandwidths indicated that the best perceptual performance occurred when fil-
tering out the 1000 Hz resonance rather than trying to cancel it through spectral
subtraction.

Although we evaluated our spectral subtraction algorithm off line, the pro-
cessed accelerometer readings y[k] and the joint velocity vectors Θ̇[k] are fed se-
quentially into the block process implementation in a manner that is consistent
with real-time processing. Block length was chosen to be 64 samples (L = 64)
with 50% overlap (M = 32). At a sampling rate of 3000 Hz, this block length
corresponds to an algorithm processing delay of about 21 ms. Studies on human
perception of vibrotactile textures [21] and force feedback [24] indicate that de-
lays less than 40 ms are imperceptible, so our processing should not adversely
affect the quality of vibrotactile feedback in teleoperated systems.

PR2 Ego-Vibration Estimation. First, we gathered the data set necessary
to compute the velocity-dependent ego-vibration magnitude spectrum estimates
|N̂(f, Θ̇i)| defined in Equation (5). Joint velocities were obtained from the ROS
Diamondback pr2 mechanism model class, which reports velocities using first-
order differentiation of encoder readings. The maximum speed for the wrist roll
and gripper joints are 3 rad/s and 0.04 m/s, respectively. All combinations of
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Fig. 3. Plots of the estimated ego-vibration magnitude spectra caused by combinations
of gripper and wrist roll speeds. Speeds are defined as a percentage of the joint’s
maximum speed. The x-axes are frequency (Hz) and the y-axes are amplitude (m/s2).
The colored lines show small variations in noise at the four joint velocity direction
combinations noted in the legend. Note that the top-left plot shows the background
accelerometer noise that is present when the robot is stationary.

wrist roll velocity and gripper velocity were sampled at intervals of 10% of the
joint’s maximum speed, ranging from -100% (wrist rolling clockwise and gripper
closing at maximum speed) to 100% (wrist rolling counter-clockwise and grip-
per opening at maximum speed). Note that these tests included 0% velocities,
when the wrist and/or gripper are stationary, to ensure measurement of back-
ground accelerometer noise. The data was gathered in semi-continuous 15-second
chunks; while the PR2’s wrist joint is capable of continuous rotation, the grip-
per velocity command had to be reversed when the gripper reached the limits
of its 86 mm translation workspace, so we concatenated multiple acceleration
recordings together for most wrist-gripper velocity combinations.

We calculate the magnitude spectrum for the many overlapping short time
windows of each recording using the same input buffering and windowing ap-
proach described in Section 2, These data points are then used to calculate the
mean μN (f, Θ̇i) and standard deviation σN (f, Θ̇i) of the magnitude spectrum,
which are combined to find |N̂(f, Θ̇i)|. This procedure provides equal spacing
of ego-vibration magnitude spectrum estimates throughout the entire wrist roll
and gripper joint velocity space.

Fig. 3 shows the estimated ego-vibration magnitude spectra for a subset of
the sampled joint velocities, calculated from equation (5). The mean and the
standard deviation of the noise both increase as joint speeds increase. Visual
inspection of the recorded time series data and the noise residuals seems to
indicate that it is reasonable to assume that vibrations depend only on joint
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velocities at lower speeds. However as speeds increase, we observed changes in the
vibration signal that appear to depend on joint position; we plan to investigate
this extension in future work.

Reducing Dimensionality. It is important to understand that the size of the
velocity configuration space increases exponentially with every new joint that is
included in the modeling process. To reduce the testing, calculation, and storage
burden of generating spectral magnitude ego-vibration models, we propose that
vibration spectra may be superposed (added) across joints. This assumption
mirrors the superposition of audio noise assumption made in [11].

Thus for the two-joint case presented in this paper, the noise spectrum is

|N̂(f, Θ̇i)| = |N̂(f, [θ̇ ḋ])|
= μN (f, [θ̇ 0]) + μN (f, [0 ḋ])− μN (f, [0 0])

+

√
σN (f, [θ̇ 0])2 + σN (f, [0 ḋ])2 + σN (f, [0 0])2.

(6)

This expression represents the noise spectrum at joint velocities θ̇ and ḋ as the
sum of the noise spectra measured when each joint was moving alone at these
velocities, minus the noise spectrum measured when both joints were stationary
(since this background noise is presumably present in both of the added signals).

We examined the validity of this assumption by calculating the mean error
between the magnitude estimate calculated from equation (6) and the observed
magnitude estimate summed over the frequency subbands. Fig. 4 graphically
shows the percent error for all 441 joint velocity combinations. The additive
models have low error for wrist roll velocities up to about 50% of maximum, but
the assumption starts to break down at high wrist roll velocities, reaching errors
of 15%. The remainder of this paper employs the superposed noise assumption
to test its reasonableness.
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Fig. 5. Results from the solenoid tapper experiment (left) and from adding recorded
tap signals to recorded ego-vibration signals (right)

4 Performance Experiments

This section presents the two experiments we conducted to evaluate the perfor-
mance of our spectral subtraction noise suppression algorithm during dynamic
joint motions. The wrist roll and gripper joints were given random velocity com-
mands that had been low-pass filtered to meet our smooth controller assumption.

First, a small solenoid (Ledex 174534-035) was used to consistently tap on the
PR2’s lower arm, near the wrist joint. This setup provides the robot with a con-
sistent vibrotactile event stimulus that simulates the signal it would experience
when making contact with its environment.

Results from a trial of this experiment are shown in Fig. 5 (Left). The solenoid
taps are visually apparent in the time domain signal and magnitude spectrogram
of both the noisy and denoised acceleration signals. However, the denoised signal
shows a significant reduction in the noise ceiling of the signals, from a mean signal
magnitude of 0.27 m/s2 to 0.02 m/s2. Albeit, this improvement comes at some
expense to the magnitude of the tap signal, which features a smaller percentage
fall from an average peak magnitude of 3.41 m/s2 to 1.27 m/s2. Using these
values, we estimate an improvement in peak signal-to-noise ratio (SNR) from
22 dB to 36 dB.
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However, accurately quantifying signal-to-noise ratio improvements requires
ground truth knowledge of the desired signal. Unfortunately, the nature of the
ego-vibration problem makes it impossible to accurately determine ground truth.
For this reason, we generated a data set that replicates the previous experiment
using a denoised solenoid event signal that was pre-recorded while the robot was
stationary. We then recorded ego-vibrations from random robot joint motions
and added this noise signal to the pre-recorded solenoid tap signals.

The results of processing one of these summed signals are shown in Fig. 5
(Right). In this case, the magnitude of the original taps is similar to the max-
imum noise magnitude. This test simulates the contact signals that the robot
experiences when making very light contact with its environment. Note that
using a simple noise threshold here would also destroy the tap signal.

Segmental SNRs were calculated for the noisy and denoised signal for 64 sam-
ple segments with 50% overlap. During contact events, the two signals show
similar SNRs. However, the denoised signal shows a ∼20 dB improvement in
SNR when no contact event signal is present. Trials with larger joint velocities
showed similar results, but fast joint motion was prone to generating noise spikes
that may be falsely perceived by human operators and autonomous magnitude
thresholding as tactile event signals.

5 Conclusion

This paper developed a spectral subtraction approach to suppressing ego-vibra-
tion noise in robotic high-frequency acceleration signals; we used pre-recorded
data to estimate the magnitude spectrum of the noise during a range of robot
joint velocities and a block processing procedure to remove the estimated noise
spectrum from the measured signal. To our knowledge, this is the first work
to address the robot motion noise problem in tactile acceleration signals via
advanced signal processing rather than mechanical optimization.

This approach was implemented and tested using the gripper translational
and wrist roll rotation joints of a Willow Garage PR2. Our results demonstrate
that spectral subtraction can significantly improve signal-to-noise ratio (SNR)
in high-frequency vibrotactile acceleration signals. This increase in SNR should
lead to improved detection of vibrotactile events for both human operators re-
ceiving vibrotactile feedback and autonomous robots using a quantitative event-
detection criterion, such as signal magnitude or power. Anecdotally, we feel that
this algorithm improves the quality of the vibrotactile feedback.

From our experience with telerobotic systems that provide haptic feedback of
measured vibrotactile signals [20,18], we believe that a low noise ceiling can be
especially important for usability. We have anecdotally observed that users tend
to choose vibrotactile amplification levels that limit the perceptibility of vibra-
tion signals during free motion. We attribute this trend to the human sensitivity
to haptic noise. As often stated in haptic device design, “free space should feel
free” [17]. With a reduced noise floor, users will be more willing to use higher
feedback gains, further improving the perceptibility of the signals they feel.
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Secondarily, we found that an estimate of the ego-vibration magnitude spec-
trum that relied only on joint velocities could provide good noise suppression
performance, at least at lower joint velocities. A further simplifying step of su-
perposing (adding) noise estimate models across joints also yielded good per-
formance. At larger joint speeds, a higher dimensional model is needed to more
fully capture the behavior of the ego-vibration noise. In future work, we will fur-
ther seek to improve the noise suppression capabilities of this method through
improved modeling of the ego-vibration noise. We will also seek to formally
quantify the effects of this approach through task performance experiments by
human subjects with and without spectral subtraction of robotic ego-vibrations.
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Haptic Invitation of Textures:

An Estimation of Human Touch Motions
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Abstract. Some textures invite human touch motions in daily life, but
studies on the methodology of designing such textures have just been
initiated [1,2,3]. However, there is still no method of identifying various
touch motions invited by these textures. For example, some textures are
likely to invite stroking, while others are likely to invite pushing. We
developed a Bayesian network model that represents the probabilistic
relationships between texture-invited touch motions and properties of
textures. We interpreted the constructed model and confirmed that the
model is potentially useful for the estimation of human motions.

Keywords: Bayesian Network, Stochastic Reasoning.

1 Introduction

Some textures appeal to human touch. Examples of such textures are smooth and
comfortable surfaces such as silk, elastic sponges, and finely woven cloths. Occa-
sionally, such textures invite human touch; that is, people feel compelled to touch
them. These textures are potentially useful for designing products that invite hu-
man touch motion and interfaces that stimulate human interest. Nevertheless,
such textures and human responses have rarely been investigated. Nagano et
al. [1,2], who investigated properties of textures that appeal to human touch,
revealed that the linear combination of physical factors of textures described
the degrees of haptic invitation with accuracies of 70–80%. Although glossiness
and surface shape types strongly affected the haptic invitation, surface colors
barely affected them. Klatzky and Peck [3] also investigated relationships be-
tween objects’ properties and their appeal to human touch and reported that
simple objects invited human touch rather than complex objects, and that people
wanted to touch moderate objects more than rough objects. Based on the conti-
nuity of these studies, the methodologies for determining the best combinations
of physical factors in terms of appeal to human touch will be established.

The results of past studies mentioned above will enable us to design textures
and objects that appeal to human touch. However, exactly how people touch
these textures is still not known. For example, hard pushing and soft stroking
are just two of many touch motions. The touch motion for elastic rubber may be
different from that of smooth fur. Some researchers have analyzed hand motions
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of touch. For example, Lederman and Klatzky [4] investigated relationships be-
tween hand movements during haptic object exploration and desired properties
of objects, such as heaviness and hardness, and Peine et al. [5] analyzed finger
motions during surgical palpation. However, touch motions invited by textures
have not yet been investigated. If the relationships between touch motions and
properties of textures are revealed, we can design not only textures that appeal
to human touch but also texture-invited touch motions. For example, we could
design textures that are more likely to invite specific touch motions such as
stroking or pushing.

The objective of this study was to develop a stochastic model that represents
the relationships between texture-invited touch motions and properties of tex-
tures. We observed such human touch motions through experiments; thereafter,
we developed a Bayesian network, which enabled us to estimate the properties
of textures from observed touch motions and vice versa.

2 Experiments

We conducted two types of experiments. In Experiment 1, participants evalu-
ated textures consecutively using a semantic differential (SD) method. Sensory
properties of textures acquired here were used in constructing the stochastic
model. In Experiment 2, participants touched textures that had a strong appeal
to human touch. Human touch motions were measured using a camera and a
six-axis dynamic force sensor. Features of touch motions were also applied to the
stochastic model. The details of each experiment are described below:

2.1 Experiment 1: Sensory Properties of Textures

Participant Five laboratory students, excluding the authors, approximately
twenty years of age participated in Experiment 1.

Task: Sensory Evaluation. The participants evaluated the textures using
five-point scales in terms of five adjective pairs: “rough-smooth,” “uneven-flat,”
“hard-soft,” “warm-cold,” and “sticky-slippery,” without touching them. The
evaluation sheets provided both English and Japanese terms.

As shown in Fig. 1a, a large white plate with an 80 mm × 80 mm square
window was placed on a texture so that participants could see only the surfaces
and not the sides of the samples. The participants were instructed to keep their
head positions fixed in order to retain the relative position between the head and
textures. The textures and adjective pairs were presented to each participant in
random order.

Stimuli. Preliminary experiments were conducted in order to measure the de-
grees of affinity for various textures. For details of measurement method of de-
grees, refer to our articles [1,2]. The textures whose degrees of haptic invitation
varied significantly depending on individuals were eliminated through experi-
ments. This process led to the final thirty textures used in Experiments 1 and 2.
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a) Sample displayed in Experiment 1

b) Samples displayed in Experiment 2

80 mm
80 mm

Side viewWhite plastic plate

Sample texture

80 mm 20 mm
80 mm

White plastic plate

90 mm

Fig. 1. Sample textures and presentation method

Table 1. List of textures

Group Texture Group Texture Group Texture

Paper

Crumpled paper
Leather

Fake alligator hide
Cloth

Fine woven cotton
Fine Japanese paper Fake suede 1 Coarse woven cotton

Coarse Japanese paper Fake suede 2 Towel Towel
Embossed paper 1

Fur
Long hair fake fur Felt Felt

Embossed paper 2 Short hair fake fur Boa Fake boa
Fake paper Soft fake fur Artificial grass Artificial grass
Wall paper

Straw and
Fine woven straw Metal Woven wire mesh

Wood

Walnut wood
rush grass

Coarse woven straw Fiber Coarse polyester fiber
Cypress wood Woven rush grass
Chestnut wood

Sponge
Soft sponge

Cork board Hard sponge

These textures, which are listed in Table 1 and shown in Fig. 2, include a fake
fur with long hair and a flat Japanese paper. The textures were 90 mm × 90
mm squares. Flexible textures, such as cloths, were attached to a plastic plate
with double-sided tape.

Analysis: Adjective Ratings for Thirty Textures. Ratings of 1 to 5 were
assigned to the five-point adjective scales measured in Experiment 1. The rating
of each adjective pair was normalized within a single participant to reduce the
influence of individual differences in criteria for judgment. Ratings were then
averaged across all the participants.

2.2 Experiment 2: Observation of Touch Motions to Textures

Participant. Another five laboratory students, excluding the authors, aged
approximately twenty years, participated in Experiment 2.
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Japanese paper
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Fig. 2. Thirty textures used in experiments
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Six-axis dynamic force sensor

Camera

Marker

Textures

White plastic plate

TextureMetal plate

Side View

Z

X

Y

Z

X

Fig. 3. Measurement of touch motions to textures

Task. In Experiment 2, participants touched one texture among three textures
that most strongly appealed to them. These textures were placed under the
white plastic plate, as shown in Fig. 1b. If only one texture was shown in the
experiments, participants were forced to touch the texture. In order to avoid this
unnatural situation, three textures were shown to the participants. Participants
were instructed to keep their eyes closed until they heard a beep sound, and then
they were free to touch one of three textures.

Stimuli. Three textures were selected through preliminary experiments that
were described in Sec. 2.1. The preliminary experiments revealed the ranking
of thirty textures in terms of measured degrees of haptic invitation. One of
the three textures was selected from ten textures that exhibited the highest
degrees of haptic invitation. Another texture was selected from the lowest ten
textures, and the last was selected from the remaining ten textures. In total, ten
combinations were presented to each participant in random order. Each texture
was used only once, and each participant received a unique set of combinations.

Measurement Method for Touch Motions. Human touch motions to tex-
tures were measured in Experiment 2. Tip positions of the index finger were mea-
sured using a camera (Playstation Eye, Sony co., Tokyo, Japan), as depicted in
Fig. 3. The position was detected using a red marker fixed on the nail of the index
finger. The camera resolution was 320 × 240 pix, which corresponded to a posi-
tion resolution of 1.03 mm, and the frame rate was 30 fps. Contact forces were
measured by a six-axis dynamic force sensor (MINI 2/10, BL AUTOTEC. LTD.,
Kobe, Japan), as shown in Fig. 3. The sensor was fixed under a metal plate on
which textures were placed. Contact force was recorded at a sampling frequency
of 50 Hz.
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3 Construction of Bayesian Network Model

In order to estimate touch motions from the properties of textures, we con-
structed a model that represents relationships among them. Considering that
a certain texture frequently invites stroking while another may not, the prob-
abilistic relationships are appropriate for representing connections. In addition,
the causal connections are not previously established in relationships. Therefore,
we adopted a Bayesian network to represent relationships between human touch
motions and sensory properties of textures. Bayesian networks enable us to es-
timate unobserved states of variables using observed variables. In our case, we
estimated properties of textures that are likely to invite specific touch motions.

First, we extracted feature variables that constituted a network from sensory
properties of textures and measured touch motions. Second, a Bayesian network
model was constructed using these variables as nodes. Finally, the constructed
model was interpreted.

3.1 Feature Extraction

The feature variables that became nodes of the Bayesian network are described,
and all nodes were discrete variables.

Material Type. Thirty textures were classified into thirteen groups on the
basis of their materials, as shown in Table 1. As a result, the node representing
material types was quantized into thirteen levels in the following manner:

Material Type: Paper, wood, leather, fur, straw and rush grass, sponge, cloth,
towel, felt, boa, artificial grass, metal, or fiber.

Sensory Properties of Textures. We produced five nodes on the basis of
adjective ratings “rough-smooth,” “uneven-flat,” “hard-soft,” “warm-cold,” and
“sticky-slippery,” which were acquired in Experiment 1. These ratings were quan-
tized into two levels across their averages. For example, the standardized “rough-
smooth” rating of short-hair fake fur was -1.8 (+: rough; -: smooth), which was
lower than the average 0. Therefore, the Micro Roughness node of short-hair
fake fur was labeled “smooth.” On the other hand, the standardized “hard-soft”
rating of walnut wood was 1.3 (+: hard; -: soft), which was higher than the
average 0. Thus, the Hardness node of walnut wood was assigned the “hard”
label. The five adjective ratings were quantized in the following manner:

Macro Roughness: Flat or bulky

Micro Roughness: Smooth or rough

Hardness: Soft or hard

Warmness: Cold or warm

Friction: Sticky or slippery
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c) An example of force spectra

b) An example of Z-axial force (Two touch modes)

a) An example of Z-axial force (One touch mode)

AT: Arrival Time CT: Contact Time

AT: Arrival Time CT: Contact Time

FF: Frequency of Fz

PushingStroking

Fig. 4. Examples of Z-axial force and force spectra

Properties of Touch Motions. Human touch motions were measured using
the camera and force sensor. From measured data, we produced eight feature
variables. The ratings of each feature variable were normalized within a sin-
gle participant and were then averaged across all participants. All nodes were
discretized into two qualitative states across each average.

Two examples of Z-axial force and an example of force spectra are presented
in Figs. 4a, b, and c, respectively. An example of distribution of fingertip position
in a two-dimensional space (X-Y space) is depicted in Fig. 5. The following nodes
were extracted from these force and position data:

Arrival Time: Short or long
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MD: Movement Distance

Fig. 5. An example of distribution of finger position

As depicted in Fig. 4a, the Arrival Time node was determined from a period
between the starting time of the experiment (t = 0) at which a sound cue
was presented to participants and the time at which the force signal began
changing. The Arrival Time node was quantized into two levels across its average
of normalized values 0. For example, the normalized value of Arrival Time for
coarse Japanese paper was 2.0 (+: long; -: short), which was higher than zero.
Therefore, the Arrival Time node of coarse Japanese paper was assigned the
“long” label.

Contact Time: Short or long
As depicted in Fig. 4a, the Contact Time node was determined as the pe-

riod during which the texture was touched. The time was quantized into two
levels: long and short. For example, for cypress wood, the standardized contact
time of -1.2 (+:long; -:short) was assigned the “short” label.

Average Z-axial Force: Weak or strong
The Average Z-axial Force node was determined from the average Z-axial force

while in contact with the textures.

Maximum Z-axial Force: Weak or strong
The maximum Z-axial force during contact determined the Maximum Z-axial

Force node.

Frequency of Z-axial Force: Low or high
The Frequency of Z-axial Force node was determined from a peak frequency

of force spectra, as depicted in Fig. 4c.

Movement Distance: Short or long
As depicted in Fig. 5, we produced a minimum rectangle area surrounding a

distribution of the fingertip position. The Movement Distance node was deter-
mined from a diagonal of the area.
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Average Hand Velocity: Slow or fast
We calculated fingertip velocities from time series data of the fingertip posi-

tion. The Average Hand Velocity node was determined from the average fingertip
velocity while in contact with the textures.

Maximum Hand Velocity: Slow or fast
The maximum fingertip velocity while in contact with each texture determined

the Maximum Hand Velocity node.

Mode of Touching Textures

Touch Mode: Soft touch, stroke, push, or scrub
We produced the Touch Mode node in order to quantize the modes of touch

into four levels. This node was determined from combinations of the Maximum
Z-axial Force and Movement Distance nodes. If the Maximum Z-axial Force
node was strong and the Movement Distance node was long, we determined that
the Touch Mode node was “scrub.” Similarly, we determined three modes of
touching: “push” (Maximum Z-axial Force: strong, Movement Distance: short),
“stroke” (Maximum Z-axial Force: weak, Movement Distance: long), and “soft
touch” (Maximum Z-axial Force: weak, Movement Distance: short).

Change in Touch Mode: Not changed or changed
As depicted in Fig. 4b, the touch mode changed during exploration for some

textures and participants. We produced the Change in Touch Mode node in order
to differentiate examples in which a touch mode changed from those in which the
mode did not change. This node was quantized into two levels by the majority
mode.

3.2 Structure Learning

We developed a Bayesian network model using the measured data in Exper-
iments 1 and 2. For learning the network model, K2 algorithm and Bayesian
information criteria were used. The constructed network is presented in Fig. 6.

3.3 Interpretation of Structure

We briefly interpreted the constructed network on the basis of some examples.
The network that obtained the evidence of stroke touch mode estimated the
probability of the Friction node. The probability of the Friction node being
slippery was 0.75. The examples of corresponding textures are the short-hair fake
fur and felt, which are likely to invite the stroking motion with weak Maximum
Z-axial Force and long Movement Distance.

The network that obtained the Touch Mode node of “scrub” estimated that
the probability of the Micro Roughness being rough was 0.88. The corresponding
textures, such as coarse woven straw, are likely to invite the scrubbing motion
with strong Maximum Z-axial Force and long Movement Distance.



Haptic Invitation of Textures: An Estimation of Human Touch Motions 347

Material 

Type

Micro 

Roughness
Warmness

Arrival 

Time

Contact 

Time

Average 

Z-axial Force

Change in 

Touch Mode

Frequency of 

Z-axial Force

Average 

Hand Velocity

Maximum 

Hand Velocity
Touch Mode

Properties 

of Textures

Movement 

Distance

Macro 

Roughness

Touch 

Motions

Friction

Maximum 

Z-axial Force

Hardness

Fig. 6. Bayesian network model

The network that obtained the Frequency of Z-axial Force node of “high”
estimated that the probability of the Macro Roughness being flat was 0.70. The
walnut wood and fake suede 1 are examples of corresponding textures, which are
likely to invite the high Frequency of Z-axial Force.

The network that obtained the Maximum Hand Velocity node of “fast” es-
timated that the probability of the Macro Roughness being flat was 0.69. The
corresponding textures, such as cypress wood and artificial grass, are likely to
invite the fast Maximum Hand Velocity.

When the network obtained the Hardness node of “soft” and the Warmness
node of “cold,” the probability of the Touch Mode being a soft touch mode was
estimated to be 0.57. The crumpled paper is an example of a corresponding
texture.

The above estimations suggested that the network is potentially useful for
designing textures that invite specific human touch motions. However, a detailed
validation of the networks is the next challenge.

In this constructed network, the Material Type node was isolated perhaps
because the even textures belonging to the same material category are very
different. For example, although the crumpled paper and embossed paper 2 are
both in the paper category, their four sensory property nodes excluding theMicro
Roughness node were very different. Further, the Contact Time and Average Z-
axial Force nodes were not connected with the other nodes. These nodes have
the potential to connect with the nodes we did not use in this study.

4 Conclusion

We investigated the stochastic relationships between touch motions and the
properties of thirty textures that invite human touch. The sensory properties of
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textures were measured through sensory evaluation, and the features of human
touch motions were determined from experiments in which participants freely
touched the textures they felt compelled to touch. The Bayesian network model
was constructed using these features. A brief interpretation suggested that the
network is potentially useful for designing textures that invite specific human
touch motions, such as a stroke or push. A re-construction of networks with a
sufficient number of data and a detailed validation of the networks are the next
challenges.
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Abstract. The ability of haptic stimuli to augment visually and auditorily in-
duced self-motion illusions has in part been investigated. However, haptically
induced illusory self-motion in environments deprived of explicit motion cues
remain unexplored. In this paper we present an experiment performed with the
intention of investigating how different virtual environments – contexts of mo-
tion – influences self-motion illusions induced through haptic stimulation of the
feet. A concurrent goal was to determine whether horizontal self-motion illusions
can be induced through stimulation of the supporting areas of the feet. The ex-
periment was based on the a within-subjects design and included four conditions,
each representing one context of motion: an elevator, a train compartment, a bath-
room, and a completely dark environment. The audiohaptic stimuli was identical
across all conditions. The participants’ sensation of movement was assessed by
means of existing measures of illusory self-motion, namely, reported self-motion
illusion per stimulus type, illusion compellingness, intensity and onset time. Fi-
nally the participants were also asked to estimate the experienced direction of
movement. While the data obtained from all measures did not yield significant
differences, the experiment did provide interesting indications. If motion is sim-
ulated through implicit motion cues, then the perceived context does influence
the magnitude of displacement and the direction of movement of self-motion il-
lusions as well as whether the illusion is experienced in the first place. Finally,
the experiment confirmed that haptically induced illusory self-motion in the hor-
izontal plane is indeed possible.

1 Introduction

During our everyday interaction with the world the sensation of self-motion remains
largely unnoticed. However, we become increasingly concious of this sensation during
those rare moments where we experience a sensation of movement despite being sta-
tionary. A well-known example is the incorrect motion perception one may experience
when being on a motionless train, looking out the window at the adjacent track where
another stationary train is located. When this second train departs from the station,
one may experience a transient, yet compelling, illusion of being on the train which is
moving. This experience is a naturally occurring instance of visually induced illusory
self-motion, also referred to as vection [6]. Our susceptibility to such illusions may at
least in part be explained by the misleading nature of visual motion stimuli [3]. That is
to say, visual motion stimuli are open to not one, but two perceptual interpretations [1].
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Either the sight of the moving train leads to to egocentric motion perception if the train
passenger correctly perceives himself as being stationary while the train in the adjacent
track is moving, or else the visual stimuli lead to exocentric motion perception if the
train passenger falsely perceives the surroundings as being stationary while he is mov-
ing. Self-motion illusions occurring along some line are refereed to as linear illusory
self-motion, while the erroneous sensation of rotation about one or more of the three
bodily axes is refereed to as circular illusory self-motion [16].

Self-motion illusions are influenced by the properties of the physical stimuli (bottom-
up factors) as well the perceiver’s expectations to, and interpretation of, the stimuli (top-
down factors) [13]. Riecke and colleagues [11] summarize a number of the bottom-up
factors that may influence the onset time, duration, and intensity of the self-motion illu-
sion. These factors include, but are not limited to, the movement speed of the stimulus,
the area of the visual field occupied by the display, and the perceived depth structure
of the visual stimulus. While the influence influence of bottom-up factors have been
studied extensively (e.g.[2,4,18]), evidence suggesting that top-down factors are con-
sequential does exist. To exemplify, it has been shown [13,9,19] that both circular and
linear self-motion illusions may be influenced by whether participants are seated in a
chair that potentially could move as opposed to one that is immovable. Moreover, it has
been been demonstrated that self-motion illusions in some circumstances may be in-
fluenced by whether the participants,before being exposed to visual motion stimuli, are
asked to attend to the sensation of self-motion or object motion [8]. Auditory motion
stimuli is, just as their visual counterparts, open to not one, but two perceptual inter-
pretations, and they may thus lead to either exocentric or egocentric motion perception.
Indeed, a sensation of self-motion may be experienced by blinded listeners exposed to
sound sources moving relative to their position [16].

In this paper we describe an experiment performed with the intention of investigat-
ing how different contexts of motion influence haptically induced illusory self-motion
on behalf of individuals exposed to virtual environments devoid of any explicit motion
cues. To be more exact, we compared four scenarios involving identical implicit mo-
tion cues (auditory and haptic stimuli), but different contexts of motion (visual stimuli
depicting an elevator, a train, a bathroom, and a completely dark environment).

2 Related Work

Research on haptically induced illusory self-motion is rather scarce and with a few
exceptions [14,7] the experiments have generally focused on whether this form of stim-
uli positively influences an illusion of movement facilitated by stimulation of another
modality [12,17].

Väljamäe and colleagues [17] describe a study performed with the aim of investigat-
ing whether sensation of auditorily induced linear illusory self-motion may be intensi-
fied by the addition of vibrotactile feedback delivered by means of low frequency sound
and mechanical shakers. The authors of that study found that the self-motion illusion
was significantly higher during exposure to the mechanically induced vibration. No-
tably their results also showed that the auditory-tactile simulation of a vehicle engine
was as effective as illusions induced via auditory feedback including explicit motion



Haptically Induced Illusory Self-motion 351

cues, i.e., moving sound fields. Riecke et al. [12] similarly describe an experiment in-
vestigating whether physical vibrations of the perceivers’ seat and footrest enhance vi-
sually induced circular vection. They found that the addition of this form of vibrotactile
feedback entailed a slight, yet significant, enhancement of the self-motion illusion.

As it is the case for the influence of haptic feedback on illusory self-motion, also
vertical self-motion illusions, that is, perceived movement along the longitudinal axis,
remains almost unexplored. One such study, performed by Wright and colleagues [19],
aimed at investigating the vestibular and visual contributions to vertical illusory
self-motion.

Inspired by the study described by Roll et al. [14], Nordhahl and colleagues [7]
performed an experiment intended to determine if it is possible to facilitate vertical il-
lusory self-motion on behalf of unrestrained participants exposed to a immersive VE
by haptically stimulating the main supporting areas of their. The dominance of vertical
self-motion illusions in the experiment described by Nordahl et al. [7] is arguably a tes-
tament to the influence of top-down factors. The participants’ past experiences entailed
that the context of motion (the virtual elevator) may have coloured their interpretation
of the implicit motion cues delivered through auditory and haptic feedback. We hy-
pothesize that when no explicit motion cues are present, then the context of motion
may fluencine self-motion illusions induced through implicit motion cues. That is to
say, 1) Self-motion illusions are more likely to occur during exposure to virtual envi-
ronments where the context of motion suggests that movement indeed is possible. 2)
The experienced magnitude of displacement is likely to correspond to the magnitudes
of displacement associated with the particular context of movement. 3) If the context
of motion suggests that movement in a particular direction is possible, then illusory
self-motion in that directions is more likely to be experienced.

The experiment described in the current paper should to a large extent be considered
as a continuation of work described by Nordahl et al. [7] since it was performed with
the intention addressing these three claims. Moreover this implies that it was an implicit
goal to determine whether it is possible to induce horizontal self-motion illusions within
the context of a virtual environment by haptically stimulating the feet of unrestrained
participants.

3 Experiment Design

A within-subjects design was used in order to minimize the effects of the high between-
subject variability which often is found in studies of illusory self-motion [10]. The
experiment included four conditions, each one representing a different contexts of mo-
tion. The virtual environments used to represent the four contexts of motion were the
interior of an elevator, a train carriage, a bathroom, and a completely dark environment.
The elevator and the train were chosen because they sere as contexts suggesting linear,
vertical and horizontal movement, respectively. The particular bathroom was chosen on
grounds that it was regarded as unlikely that individuals associate this room with move-
ment. Finally the dark environment was included since it did not impose a context of
motion upon the participants. While the visual stimuli differed across the four condi-
tions, the auditory and haptic stimuli were identical. The auditory feedback comprised
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sounds reminiscent of those produced by an engine. However, these were not identifi-
able as any particular vehicle or machine. The signal used to control the haptic feedback
was a sawtooth waveform. This signal was chosen based on the findings of Nordahl et
al. [7]. The intention was for the auditory and haptic stimuli to serve as implicit motion
cues. All the stimuli used for the experiment were were devoid of any explicit motion
cues. The elevator had opaque walls, the windows of both the train and the bathroom
were covered by blinds, and the dark environment did not include visual feedback of
any kind. The sound was similarly not spatialized.

3.1 Environment Simulation

The four virtual environments were simulated using the same multimodal architecture
used by Nordahl et al. [7]. This architecture was originally developed for the purpose of
simulating walking-based interactions through visual, auditory and haptic stimuli [15].

Simulation Hardware. The user interacts with the system by performing natural move-
ments which in turn are registered by the system. The position and orientation of the
users head is tracked by means of a 16 cameras Optitrack motion capture system (Nat-
uralpoint) and the forces exerted during foot-floor interactions are registered by a pair
of customized sandals augmented with actuators and pressure sensors [15]. Two FSR
pressure sensors (I.E.E. SS-U-N-S-00039) are placed inside the sole of each sandal at
the points where the toes and heel come into contact with the sole. The analogue val-
ues of each of these sensors were digitalized by means of an Arduino Diecimila board.
The actuators responsible for delivering the haptic feedback are placed at roughly the
same positions. Each sandal is embedded with four of these electromagnetic recoil-type
actuators (Haptuator, Tactile Labs Inc., Deux-Montagnes, Qc, Canada), which have an
operational, linear bandwidth of 50 to 500 Hz and can provide up to 3 G of accelera-
tion when connected to light loads. Figure 1 illustrates the placement of the pressure
sensor and actuators in the heel of one sandal. The visual feedback is delivered through
a nVisor SX head-mounted display, with a resolution of 1280x1024 in each eye and
a diagonal field of view of 60 degrees. While the multimodal architecture in its orig-
inal form is capable of delivering auditory feedback using a surround sound system
composed by 12 Dynaudio BM5A speakers, a set of headphones (Ultrasone HFI-650)
were used during the current experiment. The reason being, that the actuators generate
sound while activated, which might make up an undesirable bias. Thus the headphones
both served the purpose of providing auditory feedback and masking out the undesired
sounds.

Simulation Software. The visual representations of the four environments (see Fig-
ure 2) were produced in the multiplatform development environment Unity 3d which
facilitates stereoscopic viewing by the placement of two cameras within one environ-
ment. Dynamic eye convergence and divergence was simulated by means of a simple
raycasting algorithm ensuring that the cameras are always aimed at the closest object
immediately in front of the user. The auditory feedback was based on a recording of an
industrial fan (freesound.org). The recording was edited into a loop which is 7.3 seconds
long and loops seamlessly. The audio loop was played back at 30% reduced speed. A
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Fig. 1. Placement of a pressure sensor and two actuators in the heel of one sandal

high-pass and a low-pass filter was added to allow for fine tuning of the playback during
the final preparations of the experiment. The auditory feedback was delivered using the
Max/MSP realtime synthesis engine, which also was used for the synthesis and delivery
of the signal used to control the actuators providing haptic feedback. The signal in ques-
tion was a sawtooth waveform with a frequency of 50 Hz and a symmetric trapezoidal
envelope. This signal was chosen since it was the one that Nordahl et al. found the most
effective at eliciting self-motion illusions [7]. The data obtained from the pressure sen-
sors was used to ensure that vibration only was activated when the foot is in contact
with the ground. A schematic drawing the multimodal architecture used to simulate the
virtual elevator can be seen on Figure 3.

3.2 Measures of Illusory Self-motion

The participants’ experience of illusory self-motion was assessed by means of existing
measures of self-motion illusions, namely, reported self-motion illusion per stimulus
type, illusion compellingness, intensity and onset time [16].

The reported self-motion illusion per stimulus type simply corresponds to a binary
measure of whether illlusory sef-motion were experienced or not. The compellingness
(or convincingness) of the illusion was assessed by asking the participants to rate their
sensation on a magnitude estimation scale from ’0’ to ’5’ where ’0’ signified no per-
ceived movement and ’5’ corresponded to fully convincing movement.

The intensity of the illusion was measured by asking the participants to estimate the
magnitude of the displacement on a scale familiar to them (meters or feet). No experi-
enced movement would correspond to a displacement of zero meters. It should be noted
that past experiments where intensity has been operationalized as the magnitude of the
displacement [19], have included stimuli providing information about the distance to,
or size of, objects based on which estimates of distance could be made. The illusion
onset time (or latency) was measured as the time elapsed from the onset of the stimuli
until the onset of the illusion. The measures of both compellingness, and intensity were
adapted from [19]. Finally the participants were asked to estimate the direction in which
the believed to have moved.



354 N.C. Nilsson et al.

Fig. 2. Screen shots of three of environments used for the experiment: the train, the elevator, and
the bathroom

3.3 Participants and Procedure

A total of 18 participants partook in the experiment (15 men and 3 women) aged be-
tween 19 and 40 years (mean = 25.8, standard deviation = 5.4). Before exposure to the
VE, the participants were introduced to the scenarios they were about to experience and
were asked to attend to the sensation of movement. Moreover it was stressed that we
were interested in the participants’ honest opinion rather than answers brought about
by any assumptions regarding the demand characteristics of the experiment. During the
exposure to the four virtual environments the participants were placed on a wooden
platform, which they were made to believe might move during one or more of the con-
ditions. The participants were unable to see the experimental setup for the duration of
the experiment. This was done since it has been shown that the convincingness of self-
motion illusions significantly increases when subjects believe that actual motion may
occur [13]. Before the beginning of each trial the participants were placed at the same



Haptically Induced Illusory Self-motion 355

Fig. 3. A schematic drawing of the multimodal architecture used to simulate the virtual environ-
ments

position and were asked to face the same direction. The participants were exposed to
all four conditions for one minute and after each exposure the participants were asked
to answer the provided questions verbally. The order of the conditions was randomized
so as to control potential order effects.

4 Results

Table 1 shows the results pertaining to the reported self-motion illusion per stimulus
type, that is, the number of participants who experienced a self-motion illusion across
the four conditions. However a comparison by means of a Cochran’s Q test did not yield
any significant difference between the four conditions (Q(3) = 6.0567, p = 0.11).

Table 2 summarizes the results obtained from the measures of illusion onset time,
compellingness, and intensity. The bar charts presented in figures 6 and 5 provide
a graphical overview of these three sets of results. One-ways analyses of variance
(ANOVAs) were used to compare the averages obtained from the measures of the com-
pellingness and intensity of the self-motion illusion across the four conditions Signifi-
cant differences was found in relation to illusion intensity (F(3,41) = 5.28, p= 0.003).
While the analysis of the results pertaining to illusion compellingness was borderline
significant (F(3,68) = 2.38, p = 0.07) the same cannot be said of the results related to

Table 1. Reported self-motion illusion per stimulus type

Elevator Train Bathroom Dark

13 15 8 11
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Table 2. Mean ± one standard deviation pertaining to three of the measures of illusory self-
motion. Values in parenthesis indicate the number of reports based on which the mean and stan-
dard deviations were determined.

Compellingness Intensity (meters) Onset time (sec.)

Elevator 2.3 ± 1.8 (18) 27.8 ± 33.8 (14) 19.9 ± 13.57 (10)

Train 2.7 ± 1.7 (18) 443.5 ± 623.1 (10) 22.8 ± 17.9 (14)

Bathroom 1.2 ± 1.5 (18) 25.0 ± 62.2(12) 22.7 ± 9.3 (5)

Dark 1.9 ± 1.9 (18) 12.8 ± 33.1 (9) 26.1 ± 13.4(8)

Fig. 4. Mean compellingness ratings. Error bars indicate ± one standard deviation.

the illusion onset time (F(3,33) = 0.25, p= 0.86). The latter did not come as a surprise
since the number of registered onset times differed greatly from condition to condition,
since a large number of participants neglected to report the onset time and no times
recorded when no illusion was experienced. Subsequently post-hoc analysis of the re-
sults pertaining to illusion intensity was performed by means of Tukey’s procedure. This
pairwise comparison of the means revealed that conditions the Train condition differed
significantly from the remaining three while none of the three differed significantly
from one another.

Finally, Table 3 summarizes the results pertaining to the question of what direction
the elevator was moving in. It is worth mentioning that three participants experienced
movement in directions which differed from the norm. When exposed to the virtual

Fig. 5. Mean illusion intensity in meters. Error bars indicate ± one standard deviation.
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Fig. 6. Mean illusion onset time in seconds. Error bars indicate ± one standard deviation.

Table 3. Frequency of the participants’ estimates of the direction of movement across the four
conditions. The directions are relative to the participants’ orientations at the beginning of each
trial, which were identical for all participants.

Elevator Train Bathroom Dark

Upwards 7 0 0 2

Downwards 6 0 0 3

Forwards 0 9 5 1

Backwards 0 3 0 1

Other 0 0 2 1

Unsure 0 3 1 3

bathroom one participant experienced leftwards movement, while another experienced
illusory full-body leaning, alternating from one direction to another. Finally, one partic-
ipant experienced ”roller-coaster like movement” when exposed to the dark condition,
that is, the participant had a sensation of moving forward while simultaneously either
moving up or downwards.

5 Discussion

Interestingly the reported self-motion illusion per stimulus suggests that all four con-
texts of motion may elicit self-motion illusions. Indeed more participants experienced
illusory self-motion when exposed to the train, compared to the elevator. Thus it would
seem that haptically induced illusory self-motion is possible. While no significant dif-
ferences between the four groups were found, it is notable that the bathroom elicited
the lowest number of illusions on behalf of the participants. This indication is to some
extent also mirrored in the results obtained from the employed measure of illusion com-
pellingness. That is, exposure to the bathroom gave rise to the least compelling illusions
of movement. Previously we suggested that self-motion illusions may be more likely to
occur during exposure to virtual environments where the context of motion suggests
that movement indeed is possible. At first glance, the obtained results seems to con-
tradict this claim. The context of motion suggesting no movement (the bathroom) did
yield self-motion illusions on behalf of some participants. However five of the eight
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participants who experienced illusions in this environment remarked that they had be-
come convinced that they were on a ship. Considering that the bathroom was purposely
selected because it did not appear like a bathroom one would find on a normal ship,
plane or other moving vehicle, it is interesting that close to a third of the participants
made up exactly this explanation when attempting to make the seemingly conflicting
information meaningful. With some caution, one may argue that this indicates just how
far our brains are will to go in order to integrate conflicting multimodal stimuli into
one meaningful percept. So it would seem that some of the participants after all did
rely on the top-down factors since the illusion may have been made possible by their
expectations to, and interpretation of, the stimuli.

A significant difference was found between the mean illusion intensity related to the
train condition and the remaining three conditions. However, this does not necessarily
imply that the self-motion illusions experienced during exposure to the train are superior
to the ones elicited by the elevator or the other two conditions for that matter. It suggests
that the audiohaptic stimuli in average leads to an experience of a larger displacement
when paired with virtual train. This does arguably lend some credence to the claim that
the experienced magnitude of displacement is likely to correspond to the magnitudes
of displacement associated with the particular context of movement. It is interesting to
note the large standard deviation pertaining to this mean. However, it seems possible
that the disagreement amongst the participants may be explained by the large range of
possible speeds achievable when on one is a train.

The vast majority of the participants who experienced illusory self-motion during
exposure to the elevator and the train did so in the vertical and horizontal plane, respec-
tively. The few who did not follow this pattern were did not experience illusions were
not meaningful given the supplied context of movement, but were unsure about the di-
rection of movement. Notably the results seemed to correspond with the ones reported
by Nordahl et al. [7] since no tendencies seem readily apparent in regards to the per-
ceived direction of movement elicited by the virtual elevator. That is to say, while they
all experienced vertical movement, an almost equal number experienced forwards and
backwards movement. The same is not true in regards to the train. When exposed to this
virtual environment most of the participants experienced forward movement. Anecdotal
evidence obtained from one participant may provide a possible answer. This participant
explained that the cable connected to the head-mounted display had caused him to ex-
perience forward movement. The subtle resistance provided by the cable may in some
capacity have been experienced as the gravitational force experienced during accelera-
tion and since this cable was connected behind the participants during the beginning of
each trial this may have lead to the interpretation of the train moving in that particular
direction. Moreover it is interesting to not that most of the participants who experienced
movement inside the virtual bathroom did so in the horizontal plane. The directions of
movement experienced during exposure to the dark environment were less consistent.
It would seem that this data is in support of the claim that if the context of motion
suggests that movement in a particular direction is possible, then illusory self-motion
in that directions is more likely to be experienced. This is particularly evident from the
results related to the virtual elevator and train. However, it is interesting to note that the
bathroom condition, which were interpreted as a the interior of a ship, primarily left to
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illusions in the horizontal plane while the dark environment, which were open to more
interpretations, also lead to less consistent answers.

6 Conclusion

In this paper we have described an experiment performed with the intention of in-
vestigating how different contexts of motion influences self-motion illusions induced
through haptic stimulation of the feet. The experiment was based on the a within-
subjects design and all 18 participants thus experienced the same four conditions. The
audiohaptic stimuli was identical across all conditions but the context of motion was
varied. The participants experienced the interior of an elevator, a train compartment,
a bathroom, and a completely dark environment. The four virtual environments were
devoid of any explicit motion cues and the resulting self-motion illusions were thus
the consequence of implicit motion cues. The participants’ sensation of movement was
assessed by means of self-reported measures of illusory self-motion, namely, reported
self-motion illusion per stimulus type, illusion compellingness, intensity and onset time.
Finally the participants were also asked to estimate the experienced direction of move-
ment. While the data obtained from all measures did not yield significant differences
the experiment did provide interesting indications. It would seem that if motion is sim-
ulated through implicit motion cues, then the perceived context does influence the mag-
nitude of displacement and the direction of movement of self-motion illusions as well
as whether the illusion is experienced in the first place.
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Abstract. Bi-directional haptic devices incorporate both sensors and actuators. 
While small and compact sensors are readily available, actuators in haptic inter-
faces require a significant volume to produce needed forces. With many ac-
tuated degrees of freedom, the mass and size of the actuators become a problem 
in devices such as haptic gloves. Piezo-technology offers the possibility of 
compact actuators which can be controlled with high accuracy. We describe a  
prototype admittance-type haptic device for the hand with a compact integrated 
piezoelectric motor. The current implementation provides one degree of free-
dom, but it could be extended with more motors for additional degrees of  
freedom. We demonstrate both the accuracy with which the device can repro-
duce force-displacement responses of non-linear elastic material stiffness and 
the device’s fast and stable response to an applied load.  

Keywords: Haptics, Haptic Glove, Piezoelectric Motor, Actuator. 

1 Introduction 

A haptic device must incorporate both sensors and actuators to provide a bi-
directional force interface. Force or position sensors are commonly used to sense 
input from the user. Similarly, force or position actuators are central to haptic output, 
the former by exerting forces onto the human operator, the latter by controlling the 
position of the parts of the interface in contact with the operator’s body. While small 
and compact sensors are readily available and suitable for integration into a haptic 
device, actuators occupy a significantly larger volume in order to deliver the force 
levels required by many haptic applications. In devices that have few degrees of free-
dom and that are physically attached to ground, bulky actuators may be acceptable. 
However, for complex devices with many degrees of freedom, especially body-worn 
devices such as haptic gloves, the mass and volume of the actuators quickly becomes 
a problem. Piezo-technology offers the possibility to build very compact actuators 
which make them suitable for integration into haptic interfaces. Furthermore, the ac-
tuator position can be controlled accurately which in turn makes accurate feedback 
possible. 
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We describe a haptic device that gives one degree of freedom (DOF) proprioceptive 
feedback to the index finger, actuated by a compact integrated piezoelectric motor. 
The device can be attached to existing commercial haptic hardware, such as a Sensa-
ble Phantom [1], to provide additional degrees of freedom and the attachment to 
ground required for weight sensation. We evaluate the device’s load-deflection re-
sponse using target load-deflection curves acquired in a compression testing machine 
from physical samples with varying degree of non-linear stiffness. We use one syn-
thetic load-deflection curve to measure the haptic device’s ability to render rigidity. 
We also measure the dynamic response of the device when a load is applied. 

2 Related Work 

There are several examples of complex haptic devices with high degrees of freedom. 
The commercially available haptic interface CyberGrasp [2] for the hand provides 
five actuators (one for each finger) working remotely via mechanical tendons. The 
Rutgers Haptic Master II-ND [3] provides four actuated degrees of freedom with 
pneumatic pistons powered by pressurized air supplied via pneumatic tubes. Unlike 
the CyberGrasp, that is built as an exoskeleton around the hand, the Haptic Master 
works from the palm of the hand. High force magnitudes can be achieved since the 
actuators are not worn by the user but are placed adjacent to the workspace, making 
their size and weight less critical. However, remote actuation presents limitations and 
challenges. Wires, pulleys or pneumatic tubes are bulky and can limit the free move-
ment of the device. And, precise and stable control is hard to achieve since the dy-
namics of the force transmission has to be taken into account, for instance friction, 
backlash of the wire transmission, air compressibility and flow resistance in the 
pneumatic tubes. The Hiro-III [4] uses compact integrated DC-motors for actuation, 
providing three degrees of actuated feedback to each of the five fingers. But inte-
grated DC-motors require a transmission mechanism in order to provide sufficient 
torque, which introduces space-demanding moving parts that are sensitive to overload 
and may cause backlash. 

An interesting alternative approach is a passive haptic system that uses controllable 
brakes. Such systems often utilize magnetorheological fluids [5] where the viscosity 
is controlled by an electromagnet. And, because these brakes are dissipative, i.e., they 
remove energy, the system is passive and inherently stable. But due to their passive 
nature, these devices are unable to render active behavior in a haptic simulation such 
as a beating heart or the expansion of a compressed spring. 

Piezoelectric materials have been employed in haptic devices in the past,  
but their short actuation stroke has restricted their use primarily to tactile displays 
where they are used to generate vibrations [6] or to actuate pin-arrays [7]. Vibrations 
from piezoelectric elements have also been used to control the perceived friction of, 
and generate lateral forces on, a touched surface [8]. We demonstrate how a compact, 
yet large-stroke piezoelectric motor can be used as an actuator in a proprioceptive 
haptic device. 
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3 Device Design 

3.1 Piezoelectric Motor 

The core component in our haptic glove is a linear piezoelectric motor (Figure 1) that 
moves a drive rod with a piezoelectric unit in full friction contact with the rod at all 
times. There are two motor stators pressed against the drive rod with leaf springs in a 
twin, symmetric arrangement. The active part in each stator is a unit consisting of four 
piezoelectric legs. The legs can both be elongated and bent making it possible to 
“walk” an object, the drive rod, by driving the four legs in two pairs, 180 degrees out 
of phase. In the simplest case, employed by our haptic glove, each leg tip follows a 
rhombic trajectory and is in friction contact with the rod during the upper part of the 
rhomb while releasing and returning for the next step during the lower part of the 
rhomb. The drive rod is always in friction contact with at least two leg tips of each 
stator and, if the legs are not activated, the drive rod is held rigidly by the leg tips of 
the motor. If the load exceeds the holding force, the rod will simply slip without da-
maging the motor. The driving frequency is kept within a quasi-static (non-resonant) 
range which sets an upper limit to about 3 kHz; a higher frequency might damage the 
motor.  

The great advantage with non-resonant operation is that the motor can deliver high 
forces within a small volume. The disadvantage is that the motor operates within the 
audible range and that the maximum speed is limited. In comparison with existing 
actuator solutions our motor has no flexibility or play. The non-resonant operation 
gives an extremely high dynamic speed range, limited only by the driving electronics, 
which in combination with the stiffness of the legs makes it possible to control the 
dynamic stiffness of the upper arm in the glove with high resolution. Motor specifica-
tions are shown in Table 1. 

Table 1. Motor Specifications 

Size 22x11x21 (LxWxH) mm 
Max Force 20 N 

Speed 15 mm/s 
Weight 29 g 

Resolution <1 nm 
 

Fig. 1. Piezoelectric motor Piezo LEGS® 
LT2010, linear twin, from PiezoMotor 
AB 

3.2 The Haptic Glove Prototype 

Our haptic glove (Figure 2) consists of an exoskeleton designed for the human hand. 
To facilitate rapid design iteration cycles, most parts are made with rapid prototyping 
plastic, using stereolithography (SLA), which cures a liquid photopolymer with a UV-
laser, layer by layer. The thumb is placed in the thumb tube (A) and the index finger 
is placed in the thimble (B). To account for varying hand sizes, the thimble can be 
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Mechanical adapters can be attached to the connector (I) to allow the glove to be 
used with other haptic devices. We have built such an adapter for the attachment of 
the glove to a Phantom Premium [1]. Glove specifications are shown in Table 2. The 
motion range is dependent on the position of the adjustable thumb tube. 

Table 2. Haptic Glove  Specifications 

Size 155 x 28 x 85 (L x W x H) mm 
Force Range ±4 N 
Speed Range ±75 mm/s 
Motion Range 45 mm (min), 55 mm (max) 
Weight 130 g 

3.3 Force Sensor 

The thin film FlexiForce B201 force sensor from Tekscan Inc. [12] can measure com-
pression forces between 0 and 4 N, but no negative forces, so we preload it with a 
compressive force of approximately 0.5 N in order to detect forces in both directions 
with a larger force range in the compressive direction. Sensor specifications are 
shown in Table 3. 

Table 3. Force Sensor Specifications 

Size 14 x 14 x 0.2 (L x W x H) mm 
Force Range 0 – 4 N 
Hysteresis 5% 
Weight 0.4 g (including flex cable) 

3.4 Magnetic Position Encoder 

The compact magnetic position encoder from Nanos Instruments GmbH [11] reads 
the position of the integrated piezoelectric motor. This position is used to estimate the 
position of the finger thimble. Encoder specifications are shown in Table 4. 

 

Table 4. Position Encoder Specifications 

Size 19 x 3 x 10 (L x W x H) mm 
Position Resolution 61 nm 
Weight 0.2 g 

4 Control 

Haptic devices can be classified as admittance or impedance devices [13]. Impedance 
devices are generally position-controlled, i.e., the user controls the position of the 
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In our experiments we use a direct mapping between the force F applied by the user 
and the desired opening xd through a look-up table LUT with linear interpolation be-
tween samples. The LUT can store load-deflection curves sampled from real objects 
or synthetic data. After comparing the desired xd and estimated xest glove openings, 
the resulting error signal is fed through the gain K4 to generate a velocity command 
for the motor. The gain K4 is tuned manually for smooth and stable operation. Our 
controller is designed to render the direct contact and compression of a virtual object 
with a load-deflection curve that is previously defined and stored in the LUT. The 
controller could however be replaced by any haptic simulation with force input and 
position or velocity output. The controller is implemented in C++, and runs at 200 Hz. 

5 Calibration 

We set the gains and zero levels of the position encoder and force sensor to generate 
estimates of xest and Fest (Figure 3) that are close to the true distance x between the 
thimble and the thumb tube, and the applied force F, respectively. After applying a 
series of known loads in the normal direction of the force sensor and recording the 
corresponding sensor values, we conclude that the force sensor response is linear, and 
fit a linear function by least squares methods to the data to derive force gain and zero 
force values (K1 and Fzero in Figure 3). The variable Fzero corresponds to the force sen-
sor value when no load is applied to the thimble. 

We utilize a similar procedure to calibrate the position encoder. Here, we measure 
the encoder values with the glove in four known positions; fully closed, fully opened 
and two intermediate positions. We conclude that the encoder response also is linear, 
and fit a linear function to the data by least squares methods to obtain the gain and 
zero position values (K2 and xzero in Figure 3) which describe the relation between 
position encoder values and actual distances between the index finger thimble and the 
thumb tube. The variable xzero corresponds to the encoder value when the glove is fully 
closed. Note that this value is dependent on the position of the adjustable thumb-tube. 
Thus, if we adjust the position of the thumb-tube we must re-calibrate. 

Finally, we estimate the gain K3,which relates the applied forces to the deflection 
due to compliance in the glove, by measuring with a caliper the deflection of the up-
per arm in its uppermost position with 0, 1, 2, 3 and 4 N loads and by fitting a linear 
function to the data. 

During the calibration procedure, the glove is attached to a fixture to avoid un-
wanted movements that could contribute to variations in the measurements. 

6 Stiffness Measurements 

Stiffness, defined as the relationship between load and deflection, is of interest in 
haptic rendering because it is a mechanical property that can be used to distinguish 
objects from one another, or guide us how an object should be handled. While an 
ideal spring obeys a linear relationship between load and deflection, many load-
deflection curves of real objects are non-linear. To test the proposed glove’s ability to 
display stiffness, we load the controller with a series of load-deflection curves and 
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6.2 Static Measurements of Stiffness Response 

To measure the device’s response to the forces in the load-deflection curves, we at-
tach the glove to a fixture to avoid movements that could contribute to measurement 
variations (see Figure 5). We apply loads to the finger thimble via a thread passing 
through a hole in the thumb-tube. The hole is positioned so that the applied loads are 
directed approximately along the normal direction of the thimble, independently of 
the glove opening. At the end of the thread, a free-hanging container holds 35 g 
weights generating, approximately 0.344 N each.  

After calibration, we load a load-deflection curve from the test set into the control-
ler. With no initial load, the thimble moves to the position corresponding to zero load. 
For each weight added to the container, we measure the closest distance between the 
index finger thimble and the thumb-tube with a caliper, and record the corresponding 
load and thimble position. Deflection of the thimble is calculated as the thimble posi-
tion at zero load minus the position at the current load. We add weights until a force 
of 5 N is reached. The procedure is repeated three times for all load-displacement 
curves in the test set to derive mean and standard deviation. 

6.3 Dynamic Measurements of Stiffness Response 

To determine the dynamic response of the glove when a load is applied, we record the 
movement of the finger thimble after a load-deflection curve from the test set is 
loaded into the look-up table (see Figure 3) and a 4 N load is applied at the thimble. 
Two OptiTrack cameras from NaturalPoint [17] track five optical markers on the 
thimble (see Figure 5) at 100 fps as we apply the load. The spatial accuracy of the 
optical tracker is not as high as that of the caliper used in the static response test, but 
is well suited to capture the motions of the thimble. 

7 Results and Discussion 

Figure 6 shows the target force-deflection curves (thicker curves) from the test set and 
the corresponding measured data (with mean and standard deviation). The top plots 
show samples S1-S3 corresponding to the three sponge balls with empty holes and 
with densities 160, 200, and 300 g/dm3, respectively, and the center plots show the 
measurements for the same samples, but with the metal cylinder. The bottom plots 
show a synthetic target curve and the corresponding measured curve. The left column 
shows the measured data without compensation for the glove compliance, and the 
right column shows the same target load-deflection curves, but with a linear compen-
sation gain in the controller as described in Section 5. 

We notice a good correspondence between the target load-deflection curves and the 
measured actual response, with a mean deflection difference ranging from less than 
1mm to about 5 mm. In the right column, with a linear compensation in the controller 
of K3 = 0.5 mm/N, the error is reduced significantly. The compliance-compensated 
synthetic curve illustrates the device’s ability to render rigidity accurately. 

The offset between the target and measured curves appears to follow a consistent 
pattern, an increasing over-deflection following increasing loads. This can be  
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attributed to compliance in the glove which in turn can be attributed to a rather low 
Young’s modulus, about 2.5 GPa, in the prototyping material, resulting in insufficient 
stiffness in the exoskeleton.  

We observe that the deviations in the measurements are generally larger in regions 
with lower stiffness, and at a low load. The FlexiForce sensor has a hysteresis of 
about 5% (0.2 N) and depending on load history the force value will vary. The hyste-
resis, in combination with for example friction in the load cell, can explain a large 
part of both the scatter and the absolute errors between measured and target curves at 
low loads. Force sensors printed on a flexible printed circuit board are very attractive 
in an application of this type since they occupy little space and can easily be inte-
grated as force arrays in complex mechanical structures. But a stable and reliable 
force signal is essential to avoid feedback artifacts and more work is necessary to 
optimize this part of the glove.  

 

 

Fig. 6. Target load-deflection curves and actual response from the haptic glove 
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The position encoder reads the position of the motor and only indirectly the position 
of the thimble, a design decision related to a desire to make the glove modular and 
prepared for adding additional degrees of freedom for more fingers and finger joints. 
But the placement of the encoder introduces errors in the position measurements due 
to compliance and play in the mechanical structures. 

The accuracy of the plastic parts due to the rapid prototyping process is not suffi-
cient, causing play in the joints (motor attachment and curved rail) and unwanted 
friction, resulting in a non-linear error that is more pronounced at lower loads. Still, 
we believe that from a user point-of-view, smooth deviations from the target curves 
are not as critical as sudden force-deflection variations. It is possible to reduce both 
play and friction in the mechanical parts in a more elaborate version of the glove and 
hence the mechanics should not become the most crucial point in a future glove ver-
sion. The piezoelectric motor has no play or backlash making it completely ideal from 
a static load-displacement point of view. 

 

 

Fig. 7. Movement of the reference point (B in Figure 5) in the up/down direction after a load of 
4N was applied at the thimble for the most compliant and the stiffest sampled materials (S1 
with empty hole and S3 with metal cylinder) 

The dynamic response plot in Figure 7 shows the finger thimble position response 
after a 4N load is applied to the thimble. The thimble reaches steady state, that is a 
firm grip, with the stiffest sampled load-deflection curve after a short transition phase 
of only 0.1s. Even with the lowest stiffness load-deflection curve, the transition phase 
is only approximately 0.5s, with the increase due to the larger movement of the thim-
ble. In both cases, the thimble reaches its new target position without any overshoot 
or noticeable oscillation. The slope of the curve is limited by the speed of the motor. 
If the user tries to exceed the motor speed limit, the response will be a resisting force. 

8 Conclusions and Future Work 

We have described a prototype haptic glove actuated by a compact integrated piezo-
electric motor that gives proprioceptive haptic feedback to the index finger. We have 
shown that the device can realistically display load-deflection curves obtained from phys-
ical samples, and how linear compliance compensation in the control loop can further 
improve the accuracy. The dynamic response after a load is applied to the thimble is a 
fast and stable transition to the new target position without overshoot or oscillation.  
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Since the motor in the current design operates within the audible frequency range 
(0-3 kHz), we are interested in investigating the use of ultrasonic motors operating 
within the inaudible frequency range. Ultrasonic operation also provides faster motors 
which would improve the device's ability to display low impedances such as free mo-
tion; however, we expect a tradeoff between maximum motor speed and force/volume 
ratio. We intend to make a more thorough evaluation of both the static and dynamic 
behavior of the device, and compare with the results from using a high accuracy force 
sensor, which we believe could further improve the performance. Other directions for 
further work include better mechanical structures, and of course additional actuated 
degrees of freedom. 
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Abstract. This paper presents an experiment of two finger grasping. The task
considered is the peg-in-hole and the simulated force feedback is cutaneous or
kinesthetic. The kinesthetic feedback is provided by a commercial haptic device
while the cutaneous one is provided by a new haptic display proposed in this
work, which allows to render at the fingertip a wide range of contact forces. The
device consists of a mobile surface, which interacts with the fingertip, actuated
by three wires directly connected to the motors placed on the grounded struc-
ture of the display. This work summarizes the design of the proposed display
and presents the main relationships which describe its kinematics and dynamics.
Results showed that cutaneous feedback exhibits improved performances when
compared to visual feedback only.

1 Introduction

Cutaneous feedback is important to simulate interactions with objects in a virtual envi-
ronment. Single-contact haptic devices, such as the Omega devices (Force Dimension,
CH), provide haptic feedback, consisting of both cutaneous and kinesthetic forces, to
the user, making him/her aware of the relative position of neighboring parts of the body
by means of sensory organs in muscles and joints [1].

Watanabe et al., in [2], developed a system for controlling cutaneous sensations of
surface roughness by applying ultrasonic vibration to the surface. In [3] the authors
proposed an approach to provide human cutaneous sensation using surface acoustic
wave. A pulse-modulated driving voltage excited temporal distribution of shear force
on the surface acoustic wave substrate. The force-friction distribution was perceived as
cutaneous sensations at receptors in the skin.

A widely-used approach for providing cutaneous sensations is employing dynamic
pin-matrices. Ikei et al., in [4], developed a cutaneous display which has 50 vibrating
pins. The vibratory pin array included 5x10 contact piano-wires 0.5mm in diameter,
aligned in a 2mm pitch with a vibration frequency of 250Hz. In [5] the authors devel-
oped a pin-array cutaneous display, composed of a 6x5 pin-array actuated by 30 piezo-
electric bimorphs. It was able to display planar distributed and Braille cell patterns.
Pin-arrays were also employed in [6], where the authors used a solenoid, a permanent
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magnet and an elastic spring to develop a miniature pin-array cutaneous module. The
elastic springs in the actuators were separated into several layers to minimize the con-
tactor’s gap. In [7] the authors used electrostatic force and friction control to render
surface roughness sensations. The display consisted of stator electrodes and a thin film
slider, on which an aluminium conductive layer was deposited.

Minamizawa et al., in [8,9], presented a wearable and ungrounded haptic display able
to simulate weight sensations of virtual objects. The device consisted of two motors and
a belt able to deform the fingertip. When motors span in opposite directions the belt ap-
plied a perpendicular force to the user’s fingertip while, if motors span in the same
direction, the belt applied a tangential force on the skin. That device was used in [10] to
provide cutaneous feedback in an industrial application involving heavy duty machines,
and in [11] for experiences of remote cutaneous interaction. A similar device has been
also used in [12], where the authors presented a new approach to sensory substitution in
haptics called sensory subtraction. They substituted haptic feedback, consisting of both
cutaneous and kinesthetic forces, with cutaneous feedback only, in order to achieve the
stability of the system and outperform other conventional sensory substitution techin-
ques. More recently, Bau et al. developed in [13] a technology to provide cutaneous
sensation while moving fingers on touch screens. The touch panel presented has a con-
ductive layer coated with an insulating layer, which the finger rests upon. When voltage
difference was applied between the finger and the conductive layer, a normal attractive
force was induced. By alternating the voltage, it was possible to modulate the friction
force felt by the moving finger. A similar device has been presented in [14], where the
authors developed a system, named VerroTouch, for providing cutaneous feedback to
surgeons during telerobotic surgery. VerroTouch measured the vibrations caused by tool
contact and recreates them on the master handles for the surgeon.

This paper presents a three DoF cutaneous display used to interact with objects in
a virtual environment. The device is able to apply contact forces to the fingertip by
applying forces to the vertices of a rigid platform by means of three wires. Three servo-
motors are in charge of moving the platform and applying the requested force to the
user’s fingertips, ensuring precision, strength, and lightness.

The system provides cutaneous stimuli only and most of the kinesthetic feedback is
missing. The proposed device is similar to the wearable haptic device presented in [15]
but there are relevant differences which are worth underlining. The cutaneous display
here presented can be easily integrated with other systems which provide kinesthetic
stimuli (see Sec. 4), it uses three servo motors and can render higher forces at the fin-
gertip. The idea of providing realistic cutaneous sensations while using haptic interfaces
has been also discussed in [16]. However, the thimble there presented was only able to
provide the cutaneous sensation of making and breaking contact with virtual surfaces.

An important contribution of the paper is to show how this cutaneous device can be
used to simulate a pinch grasp and perform a peg-in-hole task.

The paper is organized as follows: the cutaneous device is presented in Sec. 2. In
Sec. 3 the statics analysis of the device, represented as a three DoFs parallel mechanism
is summarized. An experiment, carried out to evaluate the user experience while using
the device in a virtual environment, are presented and discussed in Sec. 4. Finally Sec. 5
addresses concluding remarks and perspectives of the work.
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Fig. 1. A sketch of the three DoFs cutaneous device. Three servo-motors control the lengths of
three wires in order to tilt the mobile platform according to the virtual surface being touched.

2 Device Description

Fig. 1 sketches the main idea of the proposed three DoFs cutaneous device while a
prototype is shown in Fig. 2. It consists of a static part (parts A,C-E in Fig. 1), and a
mobile part (part G), able to apply the requested stimuli to the fingertip’s volar surface.

Referring to Fig. 1, the user should place the fingertip between part G and part E
(see also Fig. 2). Three springs, placed between the mobile platform and the static part,
keep the platform horizontally aligned with the rest of the device. Three servo-motors
(B) control the length of the three wires (H) connecting the mobile platform vertices
to the static platform (E), making the platform able to apply the requested force at the
user’s fingertip. The mobile platform model is described and discussed in Sec. 3. The
actuators used for the device prototype are three HS-55 MicroLite Servo motors [17].
The motors are fixed to part C and D of the device structure. Part A is devoted to connect
the cutaneous display to an external support.

In this work the device will be fixed to the end-effector of an Omega 3 haptic device
in order to provide kinesthetic feedback, if necessary, and/or track the position of the
finger. The mechanical supports for the actuators and the mobile platform are made
using a special type of acrylonitrile butadiene styrene, called ABSPlusTM (Stratasys
Inc., USA). The device uses a velcro strap, fixed to part D, to be fasten tightly to the
fingers and make it easier to wear (see Fig. 2). The total weight of the whole device,
including actuators, springs, wires, and the mechanical support is about 45g.

The force applied by the device to the user’s finger pad is balanced by a force sup-
ported by the structure of the device on the back of the finger (part E). This structure
has a larger contact surface with respect to the mobile platform (part G) so that the local
pressure is much lower and the contact is mainly perceived on the finger pad and not
on the back side of the finger. This idea was inspired by the gravity grabber presented
in [8,9] and previously summarized, where a wearable haptic display was employed to
simulate weight sensations of virtual objects. Both devices are able to render cutaneous
stimuli and most of the kinesthetic feedback is missed.
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Fig. 2. The three DoFs cutaneous display prototype: the three servo-motors move the platform
according to the virtual surface being touched. The device is fixed to the end-effector of the
Omega 3 haptic device.

3 Device Model

The kinematic structure of the proposed device is similar to the wearable display de-
scribed in [15]. The main differences is that the one proposed in this paper is not de-
signed to be portable. The power of the acuators is larger and three passive springs have
been included in the design. Similarly to the device proposed in [15], the cutaneous
platform can be modeled as a three DoFs parallel mechanism, where the static part is
fixed and the mobile platform is in contact with the finger pulp.

The mobile platform is moved acting on three wires connecting its vertices to the
actuators. Three springs, which contain the wires, make possibile to fix the platform in
a reference configuration. The model of the device presented in this paper differs from
the one described in [15] because:

– in this case the wires do not follow the finger shape but a straight line from the
static to the mobile platform,

– in the evaluation of actuator forces the compliance of the three springs is taken into
account.

Let wp = [fT
p mT

p ]
T ∈ �6 be the wrench applied to the mobile platform (expressed

with respect to S0), and Q = [Q1 Q2 Q3]
T the vector of force (norms) applied to the

wires, being their directions defined by the unitary vectors s1, s2, and s3 respectively.
We can express the external wrench as a function of the force applied to the wires

wp = JT
p Q. (1)

where Jp ∈ �3×6 is the Jacobian matrix and can be evaluated from the analysis of the
differential kinematics of the platform. The wire forces Qi are given by the sum of two
components

Qi = Qa,i +Qp,i
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Fig. 3. The three DoFs haptic display kinematic scheme

where Qa,i is the force applied by the i-th actuator, proportional to the motor torque,
i.e. Qa,i = Tiri, Ti is the i-th motor torque and ri is the i-th motor pulley radius. Qp,i

is the contribution generated by the spring deformation

Qp,i = ki (‖di‖ − ‖di,o‖)

where ki is the spring stiffness, ‖di‖ is the actual wire length, ‖di,0‖ is the nominal
spring length.

The described device is underactuated, since it has only three actuators to control
the six-dimensional displacement of the mobile platform, so it is not possible to find
a one-to-one relationship between the wire lengths and the platform displacement and
orientation in the three-dimensional space. If the platform touches the fingertip, the
platform displacement ξ = [px py pz α β γ]T produces a deformation of the
fingertip that leads to a contact stress distribution. In quasi static condition the stress
distribution on the fingertip is balanced by the wrench applied by the platform wp [18].

Different mathematical and numerical models of the fingertip have been proposed
in the literature. In [19], for example, a 2D continuum fingertip model is described,
in which the finger is approximated by an homogeneous, isotropic and incompressible
elastic material. Serina et. al, in [18], developed a model that incorporates both inhomo-
geneity and geometry of the fingertip is proposed. In [20] an experimental method for
obtaining the 2-dimensional skin tension/extension-ratio characteristics of living human
skin is described. In [21] the authors conducted an experiment in order to characterize
the response of the in vivo fingertip pulp under repeated and compressive loadings,
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(a) Experimental setup (b) Virtual environment

Fig. 4. Experimental setup and virtual environment. The user had to wear two cutaneous devices,
one on the index and one on the thumb finger, and then grasp the virtual cube and complete the
peg-in-hole task as fast as possible.

aiming to better understand the force modulation by the pulp. The force/deformation
behavior of the fingertips in the lateral, or shearing, direction, is studied in [22]. Actu-
ally, the stress/strain behavior of the fingertip under shearing forces is non linear, in fact
in [23] the authors experimentally quantified the anisotropic and hysteretic behaviour
of the fingertip deformation under the application of tangential forces.

In this paper we consider a linear relationship between the resultant wrench and the
platform displacement. In other terms we assume that the platform configuration ξ is
proportional to the wrench wp

ξ = K−1wp (2)

where K ∈ �6×6 is the fingertip stiffness matrix. In this preliminary study an isotropic
elastic behaviour is assumed for all the components of the stiffness matrix: K = kI ,
k = 2N/mm [24].

From the control point of view, the device can be represented as a non linear, multi-
input multi-output (MIMO) coupled system. Different control strategies can be consid-
ered, we can control for instance the force applied by the platform to the fingertip or the
position and orientation of the mobile platform.

In particular, in the device position control, the motors are regulated so that the mo-
bile platform reaches a reference configuration. The inverse kinematics of the parallel
mechanism allows to evaluate the corresponding reference cable lengths. These val-
ues are compared to the actual ones and then the error drives the PD controllers of the
motors.

4 Experiment

The cutaneous device here presented can tilt the mobile platform according to the reac-
tion force of the virtual object being touched, enhancing users’ illusion of telepresence.

This experiment aimed at evaluating user dexterity while using the device here pre-
sented in a virtual environment. The cutaneous device was fixed to the end-effector of



Two Finger Grasping Simulation with Cutaneous and Kinesthetic Force Feedback 379

an Omega 3 haptic device, as shown in Fig. 2. Users were able to interact with virtual
objects in a virtual environment built using CHAI 3D [25], an open-source set of C++
libraries for computer haptics and interactive real-time simulation. The experimental
setup is shown in Fig. 4.

Nine participants, six males, three females, age range 19–35, took part to the experi-
ment, all of whom were right-handed. Five of them had previous experience with haptic
interfaces. None of the participants reported any deficiencies in their perception abili-
ties. The subjects were asked to wear two cutaneous devices, one on the thumb and one
on the index finger (see Fig. 4) and complete a peg-in-hole task in a virtual environment
[26,27]. The virtual environment was composed by a cube and two holes (named hole1
and hole2, as shown in Fig. 4b). The two holes were 3.5cm deep (x-direction), 3.5cm
wide (y-direction), and 0.5cm high (z-direction). The peg was a cube with an edge
length of 3cm. Therefore the hole had a tolerance of 0.5cm in the x and y directions.

The task consisted in grasping the cube from the ground, inserting it into the right
hole (hole2), then in the left hole (hole1) and then again in hole2 and hole1, therefore
the correct sequence was hole2, hole1, hole2, hole1. The task started when the user
grasped the object and finished when the user inserted, for the second time, the peg in
hole1. At least half of the length of the peg had to be inserted in the hole in order to
move to the next hole and the peg had to be inserted from the top to the bottom. When
the object was correctly inserted into a hole, the color of the peg changed1.

Each participant made twelve repetitions of the peg-in-hole task, with three random-
ized trials for each force feedback modality proposed:

– both kinesthetic and cutaneous feedback provided by the Omega 3 haptic devices
and the proposed cutaneous devices (task K+C),

– kinesthetic feedback only provided by the Omega 3 haptic devices (task K),
– cutaneous feedback only provided by the cutaneous devices (task C),
– no force feedback (task N ).

Visual feedback, as shown in Fig. 4, was always provided to the users. To evaluate the
performance of the different force feedback modalities, the time needed to complete the
task was recorded, together with the forces generated by the contact between the two
proxies, controlled by the user, and the cube. A spring ko = 600N/m is used to model
the contact force between the proxies and the object. Data resulting from different trials
of the same task, performed by the same subject, were averaged before comparison with
other tasks’ data.

Fig. 5a shows the average time elapsed between the instant the user grasps the object
and the instant it completes the peg-in-hole task. The collected data of each task passed
the D’Agostino-Pearson omnibus K2 normality test. Comparison of the means among
the feedback modalities was tested using one-way ANOVA (no repeated measures). The
means differed significantly among the feedback modalities. Post-hoc analyses (Bonf-
ferroni’s multiple comparison test) revealed statistically significant difference between
all the groups, showing that the time needed to accomplish the task depends on the
feedback modality employed in the experiment.

1 A short video of the experiment can be found at http://goo.gl/O3Ax8
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Fig. 5. Time to completion of the peg-in-hole task and force generated by the contact between
the two proxies and the object during tests with both kinesthetic and cutaneous feedback (task
K+C), kinesthetic only (task K), cutaneous only (task C), and no force feedback at all (task N )

The subjects, while receiving both kinesthetic and cutaneous feedback (task K+C),
completed the task in less time when compared to that obtained while receiving kines-
thetic feedback only (task K), and using cutaneous feedback only (task C) yields to
significant better results than employing no force feedback at all (task N ). This means
that employing cutaneous feedback improves subjects’ performances in terms of time
needed to complete the task proposed. Using kinesthetic feedback (both in task K+C
and K) produced better performances, as expected, with respect to employing cuta-
neous feedback only or no force feedback at all.

Fig. 5b shows the average forces generated by the contact between the two proxies,
controlled by the user, and the cube along the y-direction, i.e. the one perpendicular to
the object surface (see Fig. 4b). Note that a higher force fed back to the user means
a larger penetration into the virtual object and a higher energy expenditure during the
grasp. Measuring the average of intensities of the two contact forces is a widely-used
approach to evaluate energy expenditure during the grasp [28]. The collected data of
each task passed the D’Agostino-Pearson omnibus K2 normality test and a one-way
ANOVA test was performed to evaluate the statistical significance of the differences
between tasks. The post-hoc analyses (Bonfferroni’s multiple comparison test) revealed
no statistical significance between the two tasks employing kinesthetic feedback (task
K+ C and K) while it revealed a difference between the task employing no force
feedback (task N ) and the one using cutaneous feedback only (task C). It is worth
noting that cutaneous feedback yielded to a minor force fed back to the operator and to
a minor penetration into the virtual object in comparison to the no-force modality.

5 Conclusion and Future Works

In this work an experiment of pinch grasp with cutaneous feedback only has been pre-
sented along with a new device used to exert cutaneous forces at the two finger pads.
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A peg-in-hole experiment has been carried out. Nine users had to complete the peg-
in-hole task employing four different force feedback modalities: no force feedback
at all, kinesthetic feedback, cutaneous feedback, and both kinesthetic and cutaneous
feedback. Results showed that employing cutaneous and kinesthetic feedback lead to
a higher quality of the grasp (i.e., a smaller energy expenditure) and it improves the
performances in terms of time needed to complete the given task with respect to the
kinesthetic only feedback.

Future developments will include the analysis of other types of control schemes and
the employment of three force sensors placed at the vertices of the mobile platform. The
sensors will provide a measurement of the force the platform is applying to the user’s
fingertip and will allow to modulate correctly the force applied by the cutaneous device.

New experiments of interaction with virtual objects in virtual environments and in
augmented reality scenarios will be performed in the next future. Finally, work is in
progress to validate the device with more subjects.
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Abstract. In the car environment there are more and more complex infotain-
ment systems, which are used with touchscreens, even by driver while driving 
the car. While it is known that secondary tasks have a negative impact to the 
driving safety, there is a lack of information, if haptics can be used to make this 
interaction safer. In this study we compared two haptically enhanced user inter-
faces with two levels of user distraction: Commonly used confirmation haptic 
interface, and extensive haptic interface, where all possible information was 
provided with haptics. In the experiment participants entered four-digit num-
bers, while driving or watching video. Input speed, input error rate, driving er-
rors and subjective experiences were recorded. The results showed that there 
were no significant performance differences between the user interfaces, but the 
extensive haptic interface helped to reduce the number of driving errors.  
Participants did not have significant preference differences between the user  
interfaces. 

Keywords: Haptic feedback, User interaction, Distracted user, Driving user. 

1 Introduction 

Human being is by nature a multimodal and multitasking being. While we perform a 
main task, like cooking, we use touch together with short glimpses to perform sec-
ondary tasks. It is easy for us, for example, to grab ingredients with the help of touch, 
while we keep our concentration in the cooking. This unfortunately is not the reality 
with modern mobile touch devices, where interaction metaphors are similar to real 
world interaction. A problem arises here, when it is known that interaction with mo-
bile devices in the mobile contexts is usually split in small fragments, while users 
have to pay attention to the environment [7]. They use devices by direct touch and 
manipulate virtual elements, but without the haptic feeling of the elements on the 
screen. However, many of the modern devices have tactile actuators, which could 
make it possible to create haptic representation for graphical user interface elements. 
This approach would make it possible to add haptic information cues for the users of 
the devices to describe the items they are manipulating.  

This problem with interaction without help of haptic cues is emphasized in the car 
environment, where users should have their concentration in the main task: driving. It 
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has been shown that using the mobile phone and having additional cognitive load has 
a negative impact to the driving safety [2][4] and that impact is even larger than im-
pact of natural conversation in the car between the driver and passenger [2]. Thus, 
under no circumstances it cannot be recommended to use mobile phone or other non-
driving related devices while driving a car. However, it is known that people tend to 
use mobile phones while driving [15] and that even awareness of increased risk of 
crashing does not predict intention to use the mobile phone while driving [14]. This 
leads to the question, how use of touchscreen devices in the car could be made safer 
while the user’s attention should be in the driving.  

The aim of this study was to find out, if the extensive haptic interface would help 
the users with the tasks, if the distraction level impacts the usefulness of haptic inter-
face and how the user preference about user interfaces is impacted by conditions. This 
information would provide a needed knowledge, if the secondary tasks in the car en-
vironment can be made safer to perform with the help of haptics. 

2 Related Work 

While evaluating usefulness of haptics under cognitive load [6], it has been found that 
when supporting a scrollbar and a progress bar with haptics, performance improve-
ment could be found, but with simple haptics in a button task similar improvement 
could not be found. Also it has been found that cognitive load does not have signifi-
cant effect on the performance. This leaves an open question, could supporting exten-
sive haptics help with button-based tasks. Also in the experiment [6] cognitive load 
was added as a secondary task, and impact of the interaction with device to the other 
task was not evaluated. Thus, the question remains, if using haptics with touch screen 
interaction can improve performance in a second task used to distract the interaction 
and to create cognitive load. Also an open question is, if haptics can positively affect 
the performance impact caused by more demanding cognitive load. 

By using individual haptic textures with number keypad for each number buttons, 
number input accuracy was improved compared to simple haptic feedback which was 
the same for all the buttons. However, this was with the cost of input speed [13]. 
These results support the idea to have informative extensive haptics in the user inter-
face to achieve lower error rate rather than faster interaction speed. 

In the car environment, where safety has to be first priority, multimodal feedback 
could provide possibilities to minimize the need of visual attention to the secondary 
devices. Especially, haptics play an important role in the car environment by provid-
ing eyes-free interaction scenarios [1].  

Users also prefer multimodal feedback in touch screen interaction, while driving 
[9] and have subjective feeling that haptics helps them to drive better, even though 
this was not seen at actual driving performance [10]. Thus, using haptics together with 
vision was preferable by the users, but it did not help them actually improve the driv-
ing safety. Considering simple confirmation only haptics used in these experiments, 
the question remains, if with more extensive task specific haptics, the driving task 
could be supported better. 
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In the car environment with a simple task, menu selection by using rotating knob, 
also there couldn’t be found beneficial impact with adding haptics to the interaction. 
Neither task performance nor driving safety was significantly improved, but by using 
haptics only condition performance was reduced [12]. These results support the ap-
proach to experiment with more complex interaction, like number input in our expe-
riment and allowing partial use of gaze to support the task completion. The question 
remains, if more complex tasks can be supported with haptics so that user perfor-
mance is impacted positively. 

In an experiment, where visual, audio-visual, haptic-visual and audio-haptic-visual 
feedback was compared [5], it has been found that tri-modal condition reduces the 
driving errors, while bi-modal conditions did not reach statistical significance. Al-
though, haptic-visual condition reduced the measured workload participants felt (Na-
sa-TLX workload score). Thus, it could be assumed that while haptic-visual condition 
reduces the workload of the driver, with more descriptive and helpful haptic interface 
the gain for driving errors might be larger. This assumption is supported by an expe-
riment [3], where mean standard deviation from given drive line was reduced both 
with audio-haptic and visual-haptic navigational guidance.  

The results seems promising with the more complex haptic input device with num-
ber button interface, which provides possibility to find the buttons on the screen with 
dragging finger on the screen and push them to select. Even though there was no sta-
tistical confirmation, a trend in the data indicated that a system mimicking physical 
buttons could improve user performance and driving safety [11]. 

These results from earlier experiments support the idea to approach the touch 
screen interaction in the car environment with task-specific, extensive and informative 
haptic user interface in demanding primary task and use the touch screen as a second-
ary task. In our experiment, we compared such an interface with traditional confirma-
tion haptic interface and varied the primary task demand, to find out if more  
demanding task would benefit more from the more advanced interface. 

3 Experiment 

In this study, we compared use of two different haptically enhanced user interfaces with 
two levels of distraction. There was a commonly used confirmation haptic number key-
pad and an extensive haptic number keypad, where all possible information was provided 
also with haptics. Participants had a task to enter four-digit numbers to the phone, while 
either driving in a simulated environment, or while watching a video. 

3.1 Participants 

12 voluntary participants (all male) participated in the experiment (mean age 28 years, 
range 18-42 years). 11 of the participants were right-handed by their own report. 

3.2 Experiment Setup 

In the experiment the Playstation 3™ game Grand Tourismo 5 Prologue™ was used 
to simulate driving. A Logitech driving force GT wheel controller was used as the 
driving wheel. The car from the game used for driving was the Daihatsu Copen ’02,  
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Fig. 1. Experiment setup 

which had a top speed approximately of 160 km/h, and the track driven was a simple 
oval track, Daytona. In the game the guideline for optimal driving track was on and 
shown on the track. The touch screen device used in the experiment was a Nokia X6 
touchscreen phone with a capacitive screen and a rotation motor actuator, which was 
used for generating the haptic feedbacks. Picture of the experiment setup is shown in 
Figure 1. 

The tasks were to enter four-digit numbers to the phone with two levels of haptics 
provided with the phone. Other one was currently common confirmation haptics. Thus, a 
short pulse was provided, when a number was selected. The other was extensive haptic 
number keypad, where all possible information was provided with rhythmic haptic 
pulses. Thus, there were feedbacks for the edges of the buttons, for the texture, for the 
push down event and release event of the button. Also numbers were presented with 
haptic feedback when participant stopped the finger on top of the number button. 

Haptic feedbacks used in this experiment were the same, as has been used earlier in 
the experiment investigating haptic number representation models [8]. The number 
model used in this experiment was the best rated model from that experiment, slower 
speed Arabic number representation. The haptic feedbacks used can be found in Table 
1. Numbers were composed by repeating haptic pulses: for number one there was one 
pulse, for number two there was two pulses, and so on. There was a 100 ms pause 
between the pulses and to help recognition of larger numbers the pulses were grouped 
in groups of five by having a 200 ms pause after the fifth pulse. Number representa-
tion was repeated with a 500 ms delay.  

Table 1. Haptic parameters of haptic feedback used in the experiment. (P) Proportional power, 
(rd) rotation direction, (t) rotation time, and (Pause) between pulses. 

 P (%) rd t (ms) Pause (ms) P (%) rd t (ms) 
Number pulse 100 ↑ 50     
Edge in 100 ↑ 35 10 100 ↓ 25 
Edge out 100 ↑ 35     
Texture 5 ↑ 2     
Pushdown 100 ↑ 35 50 100 ↓ 25 
Release 100 ↑ 50 10 100 ↓ 25 



 Comparison of Extensive vs. Confirmation Haptic Interfaces with Two Levels 387 

 

The experiment was videotaped with two cameras to the single video file, so that 
the mobile phone’s interface and participants face were seen in the video. From the 
video it was controlled that participants interacted with the phone following instruc-
tions and did not perform the number entry task by gaze. The driving from the game 
was saved to the video repeat file and driving errors calculated out of the video. The 
mobile phone recorded the input to the phone, and input error rates and input speed 
was collected from the data. 

3.3 Procedure 

Before the experiment tasks, the participants were introduced to the haptic user inter-
faces used. They were allowed freely to try out the interfaces, until they told that they 
understood how the user interfaces work and what kind of haptic feedback they  
provide. 

In the experiment the task for the participants was to enter four-digit numbers to 
the phone, while both, driving or watching earlier recorded error free driving at the 
same track with the same car and speed as in driving task from a video repeat file. 
Before the tasks a baseline driving was done with the same condition without any 
additional tasks. Tasks were done twice, once with each haptic interface. Participants 
entered ten four-digit number sequences in each condition and numbers were given 
for the participants from the laptop screen below the game screen. Numbers were 
given for input in half way of both straight stretches in the oval track, at the finish line 
and at the depot entrance. When a new number was given, laptop provided small 
sound effect to notify participants. Participants were instructed to enter the numbers 
without any delay. Thus, participants drove five and a half laps in each condition and 
entered 40 digits to the phone. 

Participants were instructed to drive as fast as the car used could and follow the 
guideline shown in the road as exactly as they could. Driving errors were counted 
from the deviations from the guide line in the road. They were also asked to hold the 
phone down on the knee during the experiment, as seen in Figure 1, and not to enter 
numbers by watching the phone screen. They were however allowed to take a short 
glimpse down to the phone, if it was necessary for understanding the location of the 
finger on the number keypad.  

In the video task, participants were instructed to keep their eyes in the video and 
not to perform the number input task by watching the phone screen. They were told 
that they may glimpse the screen same way as in driving condition, if needed, to 
check were the finger is on the keypad, but not to input the numbers by using the 
gaze. Thus, the usage of the gaze was synchronized with the driving task. 

All the participants followed the given instructions as asked. Thus, participants did 
not see the phone screen, otherwise than turning their eyes out of the screen showing 
the driving interface, i.e. out of the driving path. They also kept the speed asked and 
in cases of accidents, immediately raised the speed back to the top speed.   

Order of the conditions was counterbalanced for the elimination of the learning ef-
fect. Also the numbers used were randomized so that all the digits repeated evenly  
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and the same digit sequences were not repeated for the participant. Also same digit 
was not used within the same four-digit number, so that participants had to move their 
finger on the screen and find the correct number button every time. 

After each task, the participants answered to the questionnaire from that combina-
tion of haptic level and distraction level. Nine point bi-polar scales were used for the 
answers to the questions. Questions asked were: “How well you think, you could 
enter the numbers”, “How pleasant the number keypad was to use”, “How easy the 
use of the number keypad was”, “How demanding the task in total was”, “How easy 
the user interface was to understand” and “How much there was haptic feedback to 
support the task”. Also there was asked with three point bi-polar scale a question 
“Would you use this kind of number keypad in your phone, if it was available”. 

3.4 Data Analysis 

Within-subjects repeated measures analysis of variance (ANOVA) was used for sta-
tistical analysis. If the sphericity assumption of the data was violated, Greenhouse-
Geisser corrected degrees of freedom were used to validate the F statistic. Bonferroni 
corrected pairwise t-tests were used for post hoc tests. 

The driving errors were categorized to three categories: 1. Small driving errors, 
where the driving was unstable, but the car did not move out of the given track to 
drive more than a little bit (less than the car’s width), i.e. “Instability in the driving”. 
2. Medium driving errors, when the driving path was lost and the car moved out of 
the given track more than the car’s width, i.e. “A lane switches error”. 3. Large driv-
ing errors, when the control of the car was completely lost, i.e. “An accident”. 

Non-parametric Friedman's rank test was used for statistical analysis for the data 
from the driving errors. Non-parametric Wilcoxon signed-ranks tests were used for 
pairwise comparisons of results within each task. 

4 Results 

Means and standard error of the means (S.E.M.s) for the ratings of the number input 
errors and number selection speed are presented in Figure 2. For the ratings of the 
number input errors, a 2 × 2 two-way (haptic feedback level × distraction level) 
ANOVA showed a statistically significant main effect of distraction level F(1, 11) = 
11.5, p < 0.01. The main effect of the haptic feedback level or the interaction of the 
main effects was not statistically significant. Post hoc pairwise comparisons showed 
that the participants made less input errors while watching video, than when driving 
MD = 9.3%, p < 0.01. For the ratings of the number selection times, a 2 × 2 two-way 
(haptic feedback level × distraction level) ANOVA showed a statistically significant 
main effect of haptic feedback level F(1, 11) = 15.0, p < 0.01. The main effect of the 
distraction level or the interaction of the main effects was not statistically significant. 
Post hoc pairwise comparisons showed that the participants entered the numbers fast-
er with confirmation haptic user interface, than with extensive haptic user interface 
MD = 1561 ms, p < 0.01. 
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Fig. 2. Number input error-% and selection times 

 

Fig. 3. Driving errors 

Means and S.E.M.s for the driving errors are presented in Figure 3. Friedman's 
rank test showed a statistically significant effect of the haptic level within small driv-
ing errors X² = 20.6, p < 0.001 and within medium driving errors X² = 19.7, p < 0.001. 
The differences within large driving errors were not statistically significant.  

For the small driving errors Wilcoxon singed ranks tests showed that there was less 
driving errors with the extensive haptic interface Md = 16.5 than with the confirma-
tion haptic interface Md = 18.5, |Z| = 2.8, p < 0.01, but still more than with the driving 
only condition, without any distraction Md = 14.5, |Z| = 2.8, p < 0.01. There were 
more driving errors with the confirmation haptic interface Md = 18.5 than with the 
driving only condition, without any distraction Md = 14.5, |Z| = 3.1, p < 0.01.  

For the medium driving errors Wilcoxon singed ranks tests showed that there was 
less driving errors with the extensive haptic interface Md = 18.0 than with the confir-
mation haptic interface Md = 21.5, |Z| = 2.4, p < 0.05, but still more than with the  
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Fig. 4. Subjective evaluations 

driving only condition, without any distraction Md = 11.0, |Z| = 3.0, p < 0.01. There 
was more driving errors with the confirmation haptic interface Md = 21.5 than with 
the driving only condition, without any distraction Md = 11.0, |Z| = 3.0, p < 0.01. 
Means and S.E.M.s for the ratings of the subjective evaluations are presented in  
Figure 4. For the ratings of the question “How easy the use of the number keypad 
was”, a 2 × 2 two-way (haptic feedback level × distraction level) ANOVA showed a 
statistically significant main effect of distraction level F(1, 11) = 13.3, p < 0.01. The 
main effect of the haptic feedback level and the interaction of the main effects were 
not statistically significant. Post hoc pairwise comparisons showed that the partici-
pants thought that using the keypad was more difficult while driving, than while 
watching the video MD = 1.1, p < 0.01.  

For the ratings of the question “How demanding the task in total was”, a 2 × 2 two-
way (haptic feedback level × distraction level) ANOVA showed a statistically signifi-
cant main effect of distraction level F(1, 11) = 18.6, p ≤ 0.001. The main effect of the 
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haptic feedback level and the interaction of the main effects were not statistically 
significant. Post hoc pairwise comparisons showed that the participants thought that 
the driving task was more difficult than the task to watch the video, when using the 
phone keypad at the same time MD = 1.5, p ≤ 0.001.  

For the ratings of the question “How much there was haptic feedback to support 
the task”, a 2 × 2 two-way (haptic feedback level × distraction level) ANOVA showed 
a statistically significant main effect of haptics level F(1, 11) = 35.2, p < 0.001. The 
main effect of the distraction level and the interaction of the main effects were not 
statistically significant. Post hoc pairwise comparisons showed that the participants 
thought that level of the haptic feedback was more sufficient for the task with exten-
sive haptic user interface than with user interface with confirmation haptic interface 
MD = 2.5, p < 0.001.  

The main effects of the other subjective rating questions were not statistically  
significant. 

5 Discussion and Future Work 

In this experiment we evaluated how the level of haptic support and task environment 
difficulty level impact to user performance and satisfaction. In the present study, the 
main task was to drive or watch the video. The numeric input with the phone was 
done as a secondary task.  

As our results show, with a descriptive extensive haptic interface, where haptic 
feedback is supporting the task, the errors in the main task, driving, were reduced. 
This differs from the result in earlier research [10] [12] [5], where the impact for the 
driving safety could not be found, while using more simple haptic interfaces than in 
this experiment. These results support the preliminary view, based on the trend in the 
data that versatile haptics supporting the task well enough can impact the driving 
safety [11] and the results that task specific visual-haptic and audio-haptic feedback 
help drivers to drive more stable [3]. 

However, it is crucial to notice that in both conditions there were significantly 
more driving errors, than with the baseline driving without any additional tasks. Thus, 
these results do not support the view that using the mobile phone should be allowed 
while driving. But, if the users do it anyway [15][14], using the appropriate haptic 
interface could make the use of touch screen systems safer, than using them with sim-
ple confirmation haptics only. Our results also support adding haptic feedback in in-
car touch screens and other systems used while driving. 

Regarding the performance results on the numeric input task, the earlier results [6] 
indicating that cognitive load did not have a significant impact in the performance 
were not repeated. In the present experiment the input error rate was impacted by the 
task demand level. However, in this experiment the more demanding task was consi-
derably more demanding than cognitive levels used in Leung’s [6] experiment. Thus, 
in the driving condition, demand is so high that it will reduce secondary task’s per-
formance. Based on this, rising error rates should be taken into account in user inter-
face design for the car environment. 

The finding that versatile haptic interface will reduce the input rate [13] was  
repeated in this experiment. The result on better input error rates in Yatani’s experi-
ment was not found in this experiment. However, as can be seen in error rate bars in 
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Figure 2, there is a trend that in extensive haptic interface error rates are getting 
smaller, even though the difference was not statistically significant. While in this 
experiment the number of participants was 12, the trend showing smaller error rates 
might be found significant with a larger sample. Also, the extensive haptic interface 
was novel and not familiar to the participants, with time and practice the results might 
get better and users learn interaction strategies to help them to gain more from addi-
tional feedback. 

From the subjective experience results it can be seen that the participants thought 
that using the phone while driving was more difficult. Haptic level did not affect to 
this result, which does not support the initial assumption that haptics might be more 
useful in a more demanding task environment. The level of haptic support did not 
affect to the user experience ratings. Interesting in these results was that even though 
the extensive haptic interface was unfamiliar and provided haptic feedback all the 
time, it was not considered less pleasant or difficult. Vice versa, the level of haptics 
was considered to be more sufficient for the task, which supports the result that users 
prefer multimodal feedback while driving [9]. 

6 Conclusions 

Based on our results, extensive and informative haptic interfaces supporting the task 
they are designed for would be recommended for the touch screen interfaces, which 
are used while driving. The results support the assumption that extensive haptic inter-
face helps the driver to drive safer, even though not as safe as by not using the device 
at all. The cost of that safer drive is the interaction speed with the secondary system. 
It can be assumed that extensive haptics helps the driver to perform the secondary 
task more by touch, less by sight, and thus keep the concentration and eyes more on 
the road, less on the secondary task. 

Extensive haptification of user interfaces cannot make the use of the device as safe 
as not using the device while driving, so under no circumstances based on these re-
sults should use of touch screen systems be recommended while driving! However, 
providing well designed haptifications for the tasks the drivers manage with touch 
screens, allowed or not, could make it safer. 
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Abstract. In this paper a trilateral Multi-Master-Single-Slave-System with con-
trol authority allocation between two human operators is proposed. The authority
coefficient permits to slide the dominant role between the operators. They can
simultaneously execute a task in a collaborative way or a trainee might hapti-
cally only observe the task, while an expert is in full control. The master devices
are connected with each other and the slave robot peer to peer without a central
processing unit in a equitable way. The system design is general in that it al-
lows delayed communication and different coupling causalities between masters
and slave, which can be located far from each other. The Time Domain Passivity
Control Approach guarantees passivity of the network in the presence of com-
munication delays. The methods presented are sustained with simulations and
experiments using different authority coefficients.

1 Introduction

Through bilateral teleoperation, where a human operator controls a remote robotic ma-
nipulator with a master device, a human gains access to distant evironments or to envi-
ronments behind a barrier as in minimally invasive surgery. That is also possible over
long distances as demonstrated in 2002 with the ZEUS robotic system [1]. Additionally
to the remotely operating surgeon there was still a surgeon on site in case of an emer-
gency. This local surgeon could also be integrated into the control system with a local
master console, enhancing the bilateral to a trilateral system. Analogous to surgery,
potential applications for trilateral systems can be found in deep see or in space.

A trilateral system could either be used in a collaborative way where a local profes-
sional gets temporary support by a distanced specialist or as a training system where a
trainee learns from a mentor ([2,3,4,5]). At the beginning of such a training the trainee
can observe the mentor’s action haptically without influence on the slave robot. With
increasing experience the trainee should be provided with progressively higher control
(see Fig. 1). This procedure is in this paper solved by the variation of an authority factor.
In [2] a system with authority allocation and a unilaterally controlled slave is proposed.
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delaydelay
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Fig. 1. Trilateral teleoperation including authority allocation and time delay

Visual feedback of the slave’s position was provided and time delay in the operators’
haptic channel considered. This system was enhanced to a peer-to-peer system in [3]
with three equally privileged peers (slave and master devices) in a four channel control
architecture (4CH). However the effect of time delay was neglected here. In bilateral
systems the time delay as the general challenge in remote control has been tackled
with several energy based techniques i.e. the Time Domain Passivity Control Approach
(TDPA, [6,7,8]), Raisbeck’s passivity criterion [9] and the wave variables technique
[10] which is closely related to the scattering formulation [11]. Besides H∞-control [2],
wave variables [4] have been utilised in multi-agent-systems to handle the effects of
time delay. Llewellyn’s absolute stability criterion which is less conservative than Rais-
beck’s passivity criterion can not be extended to a trilateral system. Furthermore those
two approaches require models of the system’s complex mechanical devices. The first
trilateral peer-to-peer system respecting time delay is presented in this work whereby
the TDPA is applied because of its two major advantages, i.e. the consideration of the
ideal case assuming the time delay to be zero (Tdelay = 0) in the design process and the
ability to handle non-linearities and unmodeled effects [12].

The focus in this paper is placed (a) on the mechanism to distribute the authority,
(b) on how to guarantee passivity despite time delay and (c) how this structure can be
generalized. In section 2.1, the signal flow architecture will be discussed with focus on
the authority allocation (AA). The network representation is introduced in section 2.2
and the activity analysis of the authority allocation provided in section 3. Based on this
the peer-to-peer TDPA is designed and the passivity proof accomplished. Experiments
follow in section 4. Conclusions and future research will be discussed in section 5.

2 System Description

2.1 Signal Flow Diagram

Figure 2 shows the signal flow diagram of the proposed peer-to-peer telepresence sys-
tem. In the depicted position force architecture (PF) velocity (v) and force (F) signals
are exchanged between the haptic devices (Master1, Master2) and the robot (Slave)
through the communication channels represented by time delay elements e−Tis. The PI-
controllers (PI-Ctrl, virtual damper and spring) are located on the slave’s side of the
communication channels corresponding to the PF architecture (respectively for the op-
erators’ channel on the trainee’s side). The factors βME and βTR, corresponding to men-
tor and trainee respectively, determine the allocation of authority between the operators
through scaling of the delayed forces from the PI-controllers. Those forces correspond
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to the influence of an agent on the addressed device. The relationship between the two
authority variables βTR and βME is given by:

βT R = 1−βME with βTR/ME ∈ {0...1} (1)

indicating that a reduction of the mentor’s authority βME leads to a correlated increase
of the trainee’s authority βT R. Reducing βME from 1 to 0 progressively assigns con-
sequently higher influence on the system to the trainee. In contrast to [3] the slave’s
feedback signals (F12, F13) remain unaffected by βME/T R since the slave’s position
(represented by the feedbacked force) as the main concern should always be presented
correctly to the master devices.

2.2 Network Modelling

In this chapter the signal flow of the telepresence system will be transferred into net-
work representation. This electrical modeling provides several useful tools which have
been developed for circuit analysis. Since energy is flowing through ports which are de-
scribed by power conjugated variables the energy observation in the system is heavily
simplified. Because of the analogy between the potentials force (F) and voltage and the
flows velocity (v) and current the signal flow subsystems can be replaced by so-called
network ports. The TDPA utilises passivity observers (PO) which compute the energies
at the ports i of a network subsystem in order to analyse the system’s activity behavior:

Ei(t) =
∫ t

0
Pi(τ)dτ,

where Pi(t) is the power computed as: Pi(t) = vi(t)Fi(t). As depicted in Fig. 4 vi is the
velocity flowing through a port i across which the force Fi is applied. The following
convention regarding the signs of the port signals is assumed: If the integrated dual
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Fig. 2. Signal flow diagram of trilateral PF architecture with authority allocation (βTR,βME ) and
time delay (e−Tis)



398 M. Panzirsch et al.

product Ei(t) of a current entering the network and a positive voltage defined at the first
terminal of the port w.r.t. the second one, is positive, the network is passive. Else, if it is
negative, it is active. That means that energy flowing into the network results in positive
energy. Regarding the sign of the power Pi(t), the direction of flow can be computed
(similar to [8]) as:

Pi,in,NP(t) =

{
Pi(t), if Pi(t)> 0

0, if Pi(t)≤ 0
(2)

Pi,out,NP(t) =

{
0, if Pi(t)> 0

−Pi(t), if Pi(t)≤ 0.
(3)

The power Pi,in,NP(t) flows into a regareded network subsystem at port i on the side of
the network subsystem NP. Whereas Pi,out,NP(t) stands for the power flowing out of a
network subsystem at port i on the side of NP. NP are here the network subsystems
terminating the 3-port such that NP can be ”M” for Mentor, ”T ” for Trainee or ”S”
for Slave. The energy Ei(t) and the power Pi(t) are positive defined and monotone
(see eq. (2) and (3)). The passivity controllers (PC) dissipate the amount of energy
undesirably generated in an observed network. The subsystem terminated by the devices
Master1, Master2 and the Slave robot can be identified as a 3-Port (see Fig. 3), which
can be split up in a modular way into three communication channel networks (CC)
and three control unit networks (CU). The CUs include the authority allocation (eq.
(1)), force distribution and the PI-controllers j, ZPIj (s) = Kp/s+Kv. Depending on the
control architecture, different control unit and communication channel blocks can be
inserted. In Fig. 5, the CC for a position force (PF) architecture is depicted examplifying
the communication between mentor and trainee. The force transmission over the PF
communication channel to the mentor can be represented as a voltage source whereas
the velocity transmission to the trainee corresponds to a current source [14]. For the
study case, i.e. the PF architecture, the network blocks of the mentor and trainee control
units are illustrated in Fig. 7. The controllers are represented by an impedance ZPIj .
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2.3 Authority Allocation

The next element which needs to be represented in the electrical scheme is the authority
allocation (AA) governed by the coefficients βT R and βME , as defined in (1). Since the
velocities of each device (masters and slave) are not scaled by the authority coefficient
(v3 = v5, v7 = v8) the AA can be modeled as a dependent force source (see Fig. 6(b))
whose value is given by:

Fβ 1 = F5 −F3 = (1−βTR)F5. (4)

The force Fβ 1 corresponds to the force which is substracted from F5 through the AA.

2.4 Force Distribution

The force distribution can be understood by checking the interconnection of the CU’s.
Taking for instance the trainee side (see Fig. 7(b)) the port 9 attached to the device
master2 is the result of a series interconnection of port 8 of the authority allocation AA2

and port 21 next to the CC between trainee and slave.
Thus, the resulting force is given by the sum of each interconnected network. For

the case of master1, Fig. 7(a), the sum is given by F2 = F3 +F12. To verify that the
interfaces between the blocks surrounding the force distribution block satisfy the port
requirement, it has to be shown that the in- and outflowing velocities at each port are
identical. This requirement is fulfilled as can be seen by looking at Fig. 8: v2 = v3 = v12.

3 Passive Trilateral Control

To examine the influence of the CU on the TDPA design the energy behavior of force
distribution and authority allocation has to be studied.

3.1 Energy Analysis of Subsystems

As can be analysed in Fig. 8 the force distribution is a lossless element, since it is
designed as a series connection containing no network elements. It follows from the
definition of the authority allocation (4) that e.g. AA1 (see Fig. 6(b)) purely injects

+

vi

Fi

−
1-port

Fig. 4. 1-port network with port i, veloc-
ity vi and force Fi

−−

++
+

v5 v6

F5 F6
F6(t −T2) v5(t −T1)

Fig. 5. Network representation of com-
munication channel CC for PF architec-
ture
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or dissipates energy depending on the direction of energy flow. AA1 affects in trainee
direction the power P3,in,M and in mentor direction the power P5,in,T (v5 = v3):

P5,out,T (t) = P3,in,M(t)+PAA1,M

P3,out,M(t) = P5,in,T (t)+PAA1,T .

Where PAA1,NP(t) is the positive defined power flowing towards trainee (NP = M) and
mentor (NP= T ) respectively. The corresponding energies AS,NP (the energy is injected
by network subsystem S from the direction of NP) can be computed as:

AAA1,M(t) =
∫ t

0
Pact

AA1,M(τ)dτ with (5)

Pact
AA1,M(t) =

{
−(P3,in,M(t)−P5,out,T (t)), if P3,in,M(t)−P5,out,T (t)≤ 0

0, if P3,in,M(t)−P5,out,T (t)> 0.
(6)

The power Pact
AA1,M

(t) accounts in contrast to PAA1,M(t) only power generated by AA1

(for the case of the authority allocation Pact
AAi,M

(t) equals PAAi,M(t)). The positive defined
absolut energy dissipation DAA1,M(t) of a subsystem can be evaluated analogously:

DAA1,M(t) =
∫ t

0
Pdis

AA1,M(τ)dτ with (7)

Pdis
AA1,M(t) =

{
P3,in,M(t)−P5,out,T (t), if P3,in,M(t)−P5,out,T (t)> 0

0, if P3,in,M(t)−P5,out,T (t)≤ 0.
(8)
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The power Pdis
AA1,M

(t) accounts analogously to Pact
AA1,M

(t) only power dissipated by AA1.
AA1 shows active behavior in direction of the trainee since the at port 5 outflowing
power is always higher than the at port 3 inflowing one. Thus e.g. DAA1,M(t), DAA2,T (t)
and also AAA1,T (t) and AAA2,M(t) are always zero. In contrast energy is e.g. by AA1 in
direction of the mentor and by AA2 in direction of the trainee (DAA1,M(t), DAA2,T (t))
partly dissipated. The activated energy must not be dissipated by the TDPA to serve the
functionality of the authority allocation.

3.2 Placement of Passivity Observers and Controllers

For the proposed peer-to-peer system three passivity observer (PO) and passivity con-
troller (PC, [6]) placements have been studied. Each of those placements focuses mainly
on the passivation of the communication channels. The handling of the 3-port as a black-
box surrounded by POs and PCs corresponding to the TDPA controlled 2-Port in the
bilateral system is not possible, since the generated and dissipated energy in the system
has to be differentiated by its direction of flow [7].

Channel-PO/PC: One possible placement corresponds to the standard bilateral PO/PC
system which encloses only the communication channel. Thus in the channel-PO/PC
placement one PO/PC system is applied on each of the three CCs in the trilateral sys-
tem. In contrast to the approach proposed in the following this placement can also be
implemented using the wave variables technique.

Track-PO/PC: As already suggested in [13] a bilateral network (track) surrounded
by the PO/PC system can include an I-controller (the integral component acts on the
position) besides the CC. In the track-PO/PC placement of the trilateral system the
authority allocation is added to the TDPA controlled track in addition to the communi-
cation channel and the corresponding controllers (track: AA, CC, PI). Thus at each port
of the 3-Port one impedance PC is sufficient to dissipate the energy generated in the
two tracks in direction to the corresponding device. In Fig. 9 the PO/PC system for the
track-PO/PC is depicted. The POs enclose each authority allocation, PI-controller and
communication channel. This is the most general approach since it can be applied for all
types of control architectures. In this approach the activity of the AAs must be observed
and allowed by the PC. Stability is guaranteed e.g. by the Routh-Hurwitz criterion under
neglection of the time delay. Furthermore the dissipation of the track subsystems have
to be taken into account since they would obscure the activity of other subsystems. Be-
sides the authority allocation each PI-controller j and especially its proportional part
as a damper dissipates the energy DPIj ,NP(t) which is calculated analogously to (8). In
contrast to the channel-POPC structure this activity is dissipated by the PCs which leads
to a more conservative but also more robust system. On the other hand the track-PO/PC
enables the conjoint passivation of two tracks leading to one 3-Port termination. Thus
not the whole energy generated by an active CC in one track has to be dissipated by the
corresponding PC if the CC of the other track is dissipating energy at the same time.

3.3 Passivity Proof

In this section the mentor’s track-PO/PC system will be examined representatively (see
9). PO8 and PO15 observe the positive energy flowing into the tracks. PO7 and PO8
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observe the energy injection of AA2. PO7 and PO6 observe the dissipation of PI3 in the
direction of the mentor. This holds for PO13, PO14 and PO15, AA3 and PI5 in the same
way. The dissipation of AA1 is observed by PO5 and PO3. PO3 and PO12 measure the
energy exiting to the mentor. The requirement for passivity of a m-port

EmPort
obs (t) =

∫ t

0
F1(τ)v1(τ)+F2(τ)v2(τ)+ ...+

+Fm(τ)vm(τ)dτ +E(0)≥ 0.
(9)

implies that the amount of energy flowing into the system is higher than the one of the
outflowing. The energy E(0) which is stored in the system at t = 0 has to be respected.
To prove that the mentor’s track-PO/PC passivates the communication channels, the
energy E2tr,M

x (t) and the energy E2tr,M
obs (t) have to be considered. E2tr,M

x (t) is the energy
exiting the tracks at port I (see 9(a)) to master1 in a passive system. In an active system
the energy E2tr,M

obs (t) exits at Port I after dissipation of energy (generated by the tracks)
through the PC. The passivity of the tracks is secured if the energy compassed by the
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PC functionality E2tr,M
obs (t) is smaller than E2tr,M

x (t):

E2tr,M
x (t)−E2tr,M

obs (t)> 0. (10)

The delay-free energy E2tr,M
x which guarantees the passivity of the tracks is given by:

E2tr,M
x (t) = E8,in,T (t)+AAA2,T (t)−DAA1,T (t)−DPI3,T (t)+

+E17,in,S(t)+AAA3,T (t)−DPI5,S(t)−E2,out,M(t).

The separate calculation of energy generation and dissipation presented in section 3.1
serves the observation of the absolute energy generated or dissipated by a subsystem
respectively. If instead of the in- and outflowing power flows the in- and outflowing
energies are considered (as in the following for the communication channel) the overall
energy behavior (since t=0s) is measured. These differing calculations make no differ-
ence for the AAi since these network ports have a constant behavior in each direction of
flow. In contrast for the PI-controllers a separate calculation of the generated energy is
necessary since those subsystems are at different instants highly dissipating and gener-
ating energy. Regarding the overall energy behavior would lead to an energy storage in
the PO/PC system. The PC would then react firstly on track activity when this storage
is discharged which might result in oscillatory behavior.

The energy E2tr,M
obs (t) (observing the activity of CC2, CC4, PI3 and PI5) is given by:

E2tr,M
obs (t) = E8,in,T (t −T2)+AAA2,T (t −T2)−DAA1,T (t)−DPI3,T (t −T2)+

+E17,in,S(t −T3)+AAA3,T (t −T3)−DPI5,S(t −T3)−E2,out,M(t).

The PO/PC system designed by this E2tr,M
obs (t) leads to the dissipation of the communi-

cation channels’ and the PI-controllers’ activities APIj ,NP(t). To fulfill (10) in terms of
passivity the following inequality must hold:

E(t −T2/3)−E(t)< 0.

Since the in- and outflowing energies Ein, Eout , activities AAA and the dissipations DAA

and DPI are defined to be purely increasing, never decreasing (E(t) > E(t −T2/3)) in-

equality (10) and thus the passivity can be proven. The energy E2tr,M
2diss which has to be

dissipated by the mentor’s PC in the time step TS results in

E2tr,M
2diss (t) = E8,in,T (t −T2)+AAA2,T (t −T2)−DAA1,T (t)−DPI3,T (t −T2)+

+E17,in,S(t −T3)+AAA3,T (t −T3)−DPI5,S(t −T3)−E2,out,M(t)

−E2tr,M
diss (t −TS)

The energy E2tr,M
diss (t−TS) is taken into account which has been dissipated by the mentor

PC until the current time step TS. The passivity proof and PO/PC design for trainee and
slave PC is analogous.
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4 Experiments

In this section experiments analysing the system’s performance in dependence of time
delay and authority allocation will be presented. In the following the track-PO/PC has
been applied in combination with a position force architecture (PF) on rotatory 1DoF
haptic devices (by SensoDrive) which were connected to a QNX system. This hardware
was chosen for the masters and the slave likewise. For the experiments every communi-
cation channel has been restrained by one unique time delay.The PF control architecture
has been implemented on Matlab/Simulink with a sampling time of 1ms. Compiling
the model by Real-Time Workshop supported appropriately real-time performance on
a QNX machine. The system has been tuned to go unstable with Ti = 10ms (unique PI
parameters: damping BPI = 0.06 Nms

rad , stiffness KPI = 3.5 Nm
rad ).

In the first experiment (see figure 10(a), 10(c)) the mentor has the full authority (βME =
1). The mentor guides the slave against a wall (time: 3.5s to 5s) marginally penetrating it.
The position plot shows that the slave follows the mentor very well. The trainee though
resists the movement. During this resistance the trainee’s PC dissipates a high amount
of energy (EPC). The effect of the authority allocation can be recognized looking at plot
Fi,2Sl (see 10(a)). F18,2Sl is the force sent to the slave from the trainee side. This force
is completely canceled by the AA (βTR = 0) whereas the mentor’s force F15,2Sl is en-
tirely received by the slave. The passivity proof is accomplished in 10(c) where it can be
seen that Eout is always smaller than Ein.With βME = 0.75 the trainee is assigned a little
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Fig. 11. Performance and Passivity Proof of the track-PO/PC system, with varying channel delay
and authority allocation in a PF-architecture

control in the second experiment as the forces Fi,2Sl confirm (10(b)). The position fol-
lowing can be analysed in phases of consistent operator movement and is satisfactory
despite the delay of 50ms. The position diagram in figure 10(b) shows that the slave does
not stick as much to the mentor as in the first experiment since it is also influenced by
the triainee’s movement. The passivity proof plot (see 10(d)) shows that the mentor’s
PC dissipates too much energy in phases of reconvergence of the three devices.

In figure 11(a) a shared authority situation is displayed. The slave is now exactly
positioned in the middle of the two operators. The operators’ passivity controllers dis-
sipate about the same amount of energy.

In the last experiment the delay was chosen to 200ms per communication channel.
The position following of the devices is still satisfactory (see 11(b)). E.g. from time =
8s to 9s the operators have the same intention and thus the same position. The slave’s
position is delayed by approximately 0.2s as expected. Regarding the experiments con-
jointly (see 10(a)-11(d)) one can recognize that the amount of dissipated energy (EPC)
increases with the delay since the channel’s activity rises. Furthermore it can be seen
that the PC of the guiding operator (mentor for βME > βT R and vice versa) dissipates
less energy than the one of the trained operator.

5 Conclusions and Future Research

The TDPA has been applied to a trilateral system in a generic way. It is general in the
sense that it allows any control architecture and any communication channel
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characteristics in the peer-to-peer system. The experiments showed good results for
roundtrip delays up to 200ms. The authority allocation system has been optimized re-
sulting in satisfying position following of the three peers. The PF and the PP control
architecture (which has not been presented in this paper) are already modeled. Present-
ing the force sensed by the slave device will in the future improve the perception of the
slave’s environment. Therefore another control unit and communication channel set for
the 4Ch architecture is to be developed. The energy behavior of the introduced author-
ity allocation and the PI controller was analysed and considered in the PO/PC design.
The track-PO/PC controlling two tracks conjointly leads to the most robust approach
compared to the straight forward usage of the bilateral channel-PO/PC. To avoid high
frequency forces generated by passivity controllers with impedance causality a method
introducing a virtual mass spring system [8] has already been integrated. This proceed-
ing will in future works be compared to the usage of admittance PCs [6].
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Abstract. We present a closed-loop neurorobotic system to investigate haptic
discrimination of Braille characters in a reading task. We first encode tactile
stimuli into spiking activity of peripheral primary afferents, mimicking human
mechanoreceptors. We then simulate a network of second-order neurones receiv-
ing the primary signals prior to their transmission to a probabilistic classifier. The
latter estimates the likelihood distribution of all characters and uses it to both
determine which letter is being read and modulate the reading velocity.

We show that an early discrimination of the entire Braille alphabet is possible
at both first and second stages of the somatosensory ascending pathway. Fur-
thermore, 89% of the characters are correctly recognised in a constant-velocity
reading task, while a closed-loop modulation of the speed allows for faster scan-
ning and movement kinematics similar to the ones observed in humans –though
with a lower classification rate.

Keywords: Dynamic haptic discrimination, Braille reading, Spiking neural net-
works.

1 Introduction

Braille reading involves haptic texture perception as well as cognitive processing and
motor control operations. At the peripheral afferent level, the forces exerted by Braille
character dots on the fingertip induce visco-elastic deformations of the skin which stim-
ulate the mechanoreceptors innervating the epidermis. The information conveyed by
first afferent neural signals is transmitted to the spinal cord as well as to the cuneate
nucleus (CN) of the brainstem. The CN projects to several areas of the central nervous
system, including the cerebellum and the thalamus, which in turn transfer the informa-
tion to the primary somatosensory cortex. Processing along this pathway allows haptic
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information to be interpreted and leads to adaptive motor responses affecting the read-
ing finger’s movement kinematics. In fact, a Braille readers’ fingertip undergoes several
accelerations during character scanning. These changes in velocity are common to all
subjects and appear to originate mainly from motor control mechanisms. Nonetheless,
cognitive (i.e. linguistic) processes are shown to also affect velocity modulation, and
the role of lexical, sub-lexical and semantic processing is currently being investigated
[1], [2].

Here, we propose a neurorobotic framework to study active sensing during fine
haptic discrimination of Braille characters. We simulate skin indentation protocols in
which Braille-like tactile stimuli are dynamically scanned by an artificial touch sen-
sor. Deformation signals act as inputs to a network of leaky-integrate-and-fire neurones
(LIF), which perform an analogue-to-spike conversion and mimick the role of cuta-
neous mechanoreceptors. In particular, we model the activity of Slow Adapting type I
(SA-I) primary afferents, in terms of both spiking discharge and receptive fields (see
[3], for a recent review). LIF neurones project onto a second order network modelling
CN responses through a population of Spike Response Model (SRM) [4] units. Down-
stream from the CN, a naive Bayesian classifier computes the probability distribution of
all Braille characters online. The likelihood distributions are ultimately used to discrim-
inate the letter currently scanned and devise an adapted velocity trajectory optimising
the scanning/discrimination time.

2 Material and Methods

Figure 1 shows the complete robotic setup. We use a set of 26 different probes, repro-
ducing a scaled version (1:1.67) of all Braille characters, to stimulate an artificial touch
sensor in order to simulate the human fingertip deformations exerted by Braille dots.
The touch sensor is rubbed over the Braille alphabet and its analogue responses are
encoded and decoded by the simulated first- and second-order afferents (mechanore-
ceptors and cuneate neurones respectively). CN output activity is finally interpreted by
a probabilistic classifier to perform character discrimination and adaptive speed control.

2.1 The Artificial Touch Sensor

An artificial skin prototype1 [6], [7] was initially used to collect and characterise a first
dataset of analogue responses to Braille character indentations. This artificial fingertip
consists of 24 capacitive square sensors disposed according to a rectangular grid layout.
Each sensor has a dimension of approximately 3 mm and the inter-centre distance is 4
mm, for a total sensitive surface of approximately 18× 23 mm (Fig. 1B). The array is
covered by a 2.5 mm thick neoprene layer aiming at modulating the pressure exerted
on the sensors. The response strength of each sensor is proportional to the indentation
level and ranges from 0 to 189 femtoFarads (fF). The acquisition frequency of each
capacitive pad is 20 Hz.

1 Developed at the Italian Institute of Technology (IIT), Genoa, Italy.
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Fig. 1. Overview of the entire encoding/decoding pathway and robotic setup. (A) From left to
right. We employ Braille characters as tactile stimuli to indent a capacitive artificial touch sensor.
A network of Leaky-Integrate-and-Fire (LIF) neurones [5] converts analogue signals from the
sensor into spiking activity, mimicking fingertip mechanoreceptors. LIF neurones project onto a
network of Spike-Response-Model units [4] implementing second order cuneate nucleus (CN)
cells. The outgoing activity is decoded by a Naive Bayesian Classifier whose output allows a
speed controller to devise an optimal velocity for the fingertip movement. (B) Top: Examples
of scaled Braille characters used as stimuli. Bottom: schematic representation of the encoding
process, from artificial sensor signals to CN neurones output activity. (C) Top: LIF neurones
modelling mechanoreceptor activity fulfil a topological mapping of fingertip regions. Bottom: CN
cell receptive fields are built so as to collect the activity of either a single cell or different possible
combinations of two or three adjacent mechanoreceptors. (D) The artificial fingertip mounted on
a robotic hand/arm setup (Institute of Robotics and Mechatronics, German Aerospace Center c©).

We developed a simulator reproducing the responses of the artificial fingertip and
offering a greater flexibility in data generation and experimental protocols [7]. We mod-
elled the touch sensor responses by means of Gaussian kernels of amplitude 55 fF and
standard deviation 1.6 mm. Additionally, we added a white noise to the amplitude and
standard deviation of the signals (2.5 fF and 0.1 mm respectively) and we modelled
possible position errors due to the experimental setup by adding a Gaussian noise to the
location of each stimulus (sd = 0.1 mm).

2.2 Primary Afferent Coding: Analogue-to-Spike Transduction

We implement a network of 12 leaky integrate-and-fire (LIF) neurones [8], [5] to con-
vert analogue touch sensor outputs into spike train patterns (Fig. 1C). We map the
capacitance values provided by the touch sensors into current intensities I(t) driving
the LIF neurones by applying a multiplicative gain factor of −390 pA/fF (determined
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by comparing output LIF spike trains against recorded mechanoreceptor responses [9]).
The dynamics of the membrane potential V (t) of each LIF neurone is:

C · dV (t)
dt

=−g · (V(t)−Vleak)− I(t) (1)

where C = 0.5 nF denotes the membrane capacitance, g = 25 nS the passive conduc-
tance, Vleak =−70 mV the resting membrane potential, and I(t) the total synaptic input
of a neurone. The membrane time constant is then τ = C/g = 20 ms. Whenever the
membrane potential V (t) reaches the threshold Vthr = −50 mV the neurone emits an
action potential. Then, its membrane potential is reset to Vreset =−100 mV and the dy-
namics of V (t) is frozen during a refractory period Δ tref = 2 ms. We also use a “thresh-
old fatigue” [5] to model the phenomenon of “habituation”. It consists in increasing the
threshold Vthr by a value Athr each time the neurone discharges, making it harder for
the neurone to spike again (i.e. preventing it from responding in a highly tonic manner
even in the presence of strong inputs). In the absence of spikes, the threshold decreases
exponentially back to its resting value VrestThr:

dVthr(t)
dt

=−Vthr(t)−VrestThr

τthr
(2)

with τthr = 100 ms, VrestThr =−50 mV and Athr = 50 mV.

2.3 Second-Order Processing in the Cuneate Network

We model individual cuneate cell responses by means of 49 SRM neurones [4] (see [10],
for a previous use of the model) implemented through a simulation environment [11]
optimised to reduce execution time. We include a noise model (i.e. escape noise) that
follows a stochastic process, thereby providing a linear probabilistic neuronal model.

An input spike arrival at time t induces a membrane potential depolarisation under
the form of an EPSP (excitatory postsynaptic potential) ΔV (t) described by:

ΔV (t) ∝
√

t exp(−t/τ) (3)

where the parameter τ = 2 ms determines the decay time constant of the EPSP. If several
spikes excite the neurone within a short time window, the EPSPs add up linearly:

V (t) =Vr +∑
i, j

wi ΔV (t − t̂ j
i) (4)

where i denotes presynaptic neurones, j indexes the spikes emitted by a presynaptic
neurone i at times t̂ j

i , and Vr = −70 mV is the resting potential. The term wi indicates
the synaptic weight of the projection from the presynaptic unit i, defined as:

wi =W ·w0,1
i (5)

with factor W determining the upper bound of the synaptic efficacy, and w0,1
i being

constrained within the range [0,1]. We use W = 0.04 in our simulations. At each time
step, a function g(t) is defined as:

g(t) = r0 log
(

1+ exp
(V (t)−V0

Vf

))
(6)



A Neurorobotic System for Investigating Braille-reading Finger Kinematics 411

where the constants r0 = 11 Hz, V0 =−65 mV, Vf = 0.1 mV are the instantaneous firing
rate, the probabilistic threshold potential, and a gain factor, respectively. A function A(t)
determines the refractoriness property of the neurone:

A(t) =
(t − t̂ − τabs)

2

τ2
rel +(t − t̂ − τabs)2

H (t − t̂ − τabs) (7)

where τabs = 3 ms and τrel = 9 ms denote the absolute and relative refractory periods,
respectively, t̂ the time of the last spike emitted, and H the Heaviside function. Finally,
the functions g(t) and A(t) allow the probability of firing p(t) to be computed:

p(t) = 1− exp
(
− g(t)A(t)

)
(8)

We implement the synaptic connections between mechanoreceptors and cuneate nu-
cleus neurones so as to generate the receptive fields shown in Fig. 1C. Each CN neurone
receives non-plastic inputs from either one or a group of two/three adjacent mechanore-
ceptors depending on the stimulus (see Fig. 1 for details). The dimension and shape of
the receptive fields and the synaptic weight distribution of the mechanoreceptor-to-CN
projections allow topographical information to be maintained at the level of the second
order output space. Also, thanks to the adopted connectivity layout, CN neurones col-
lecting signals from large receptive fields mirror both single primary neurone activation
and multiple co-activations, thus enriching the population’s spiking dynamics.

2.4 Assessing Neurotransmission Reliability: Metrical Information Analysis

In order to decode neural activities and quantify fine touch discrimination, we apply the
recently defined metrical mutual information I∗(R;S) [12]. Unlike Shannon’s definition
of mutual information [13],[14], this measure takes into account the metrical proper-
ties of the spike train space [15],[16],[17] and has been proven to be suitable to decode
the responses of human mechanoreceptors obtained via microneurography recordings
[10],[12]. The definition of I∗(R;S) relies on a similarity function based on the distances
between spike train responses elicited by the entire set of stimuli. The Victor and Pur-
pura Distance was used in the definition of the metrical information [15]. This specific
spike metric makes it possible to modulate the importance given to temporal (and rate)
coding in the mapping of the spike train space through a cost parameter.

The perfect discrimination condition corresponds to maximum I∗(R;S) and zero con-
ditional entropy H∗(R|S) [12]. It occurs when the size of the largest cluster of responses
(to the same stimulus) becomes smaller than the smallest distance between all clusters
of responses [12].

2.5 Online Classification of Braille Characters: Naive Bayesian Classifier

To discriminate Braille characters during the reading task, we trained a Naive Bayesian
Classifier (NBC) via multinomial distributions. This learning algorithm belongs to the
family of probabilistic classifiers relying on Bayes’ rule to compute the posterior prob-
ability of the sample classes. Despite its simplicity, the NBC has proven to be fast and
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efficient even when the feature independence hypothesis underlying its application is
not fulfilled [18],[19].

Braille characters (i.e. dataset classes) are defined from the spike train activity en-
coded after the touch sensor signals. With the aim of performing a fast classification,
we built the training dataset in two steps. We first swiped the fingertip over the com-
plete set of 26 Braille characters and collected the cuneate neurones’ responses. We then
binned the 49 CN cells spiking activity with temporal windows of increasing length (see
Fig. 3A). The bin size increment was fixed at 10 ms. Each temporal bin is characterised
by the spatiotemporal organisation of the firing activity it encloses and is labelled with
the corresponding character. The properties of the spiking activity present in each bin
(e.g. spike times, spiking neurones), contribute to building a model associating specific
Braille characters to the different patterns of activity. In the online task, a character de-
tection occurs whenever the probability distribution’s peak exceeds the 90% threshold.

2.6 From Classification to Reading Velocity Control: Kurtosis-Based
Assessment of the Likelihood Distribution

Given the procedure adopted to build the activity dataset and the small time bin chosen
as temporal increment, characters’ probability distributions can be measured frequently
while reading. We use such information to compute the excess Kurtosis index which
indicates the extent to which a probability distribution is peaked around its values.

At each simulation time step, the Kurtosis index gradient is used to adapt the reading
velocity. A positive value indicates that the distribution is narrowing. Such a conver-
gence reflects a decrease in the uncertainty on the character being scanned and triggers
a velocity increase proportional to the gradient value. Differently, a distribution’s widen-
ing induces a deceleration. We investigate whether this velocity modulation decreases
the classification time as compared to a constant velocity movement.

3 Results

3.1 Characterisation of Mechanoreceptor Responses

In a previous study, we compared simulated and human mechanoreceptors responses
to fingertip skin indentations through Braille-character probes [20]. Modelled primary
afferents exhibit receptive fields qualitatively similar to those of human Slow Adap-
tive I (SA-I) mechanoreceptors, in terms of shape, dimensions and signal-to-noise ratio
(see Fig. 2A). SA-I primary afferents show a topological mapping (i.e. their activity
correlates with the area of stimulation), demonstrating their role in encoding spatial
discontinuities [3]. Fast Adaptive I (FA-I) mechanoreceptors have similar spatial prop-
erties but, thus far, no clear experimental evidence has shown whether SA-I or FA-I
afferents primarily carry the information needed for Braille character recognition [21].

The first spike jitter distributions of simulated and human SA-I mechanoreceptors,
are statistically equivalent in terms of median and shape (Mann-Whitney U test, P >
0.11; Kolmogorov-Smirnov test, P > 0.076), despite a time lag in the simulated re-
sponses of about 2 ms (see Fig. 2B). Thus, modelled mechanoreceptors present the
same variability in spike latencies as SA-I afferents, but on a larger time scale.



A Neurorobotic System for Investigating Braille-reading Finger Kinematics 413

3.2 Information Content of First and Second Order Tactile Afferent Responses

We investigate neurotransmission reliability at both the first and second order neurones
level by decoding mechanoreceptor and CN cell responses to the entire Braille alphabet
during scanning. More specifically, we focus on the evolution of the information con-
tent over time with the aim of quantifying how rapidly a perfect discrimination of all
characters can be achieved after the stimulus onset.

Figure 2C (Top) illustrates the evolution of the metrical information and conditional
entropy as spikes flow in while scanning the entire Braille stimuli set at a constant
velocity of 30 mm/s. The cost in the Victor and Purpura Distance was chosen so to
allow the earliest possible perfect discrimination.

At the mechanoreceptor level, first spikes occur at around 100 ms, and 250 ms later
the condition for an errorless stimulus reconstruction is satisfied. In comparison, a small
delay is observed at the CN output level, and almost perfect discrimination is possible
just as soon. As expected, the metrical information curve exhibits a plateau starting at
around 200 ms and lasting approximately 75 ms. This corresponds to the stimulation
phase during which the fingertip is already in contact with the first column of Braille
dots while the second does not stimulate any sensor yet. The information value at the
plateau is about half of the total amount of information transmitted.
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Fig. 2. Characterisation of mechanoreceptor properties and theoretical information analysis of
first and second order afferent responses to Braille stimuli. (A) Spatial event plots of human SA-
I mechanoreceptor responses to scanned Braille characters ‘e’, ‘n’ and ‘r’ and their simulated
counterparts (recorded sections adapted from [21]). (B) Distribution of standard deviations (SD)
of first-spike latencies for both SA-I (left) and simulated (right) mechanoreceptor responses. (C)
Top: Time course of metrical information (full line) and conditional entropy (dashed line) at the
output of LIF (left) and CN (right) neurones, as the fingertip scans the Braille characters at 30
mm/s. The 26 Braille characters serve as stimuli, with 20 repetitions per stimulus used. First
spikes occur at around 100 ms, and the perfect discrimination condition is reached about 250 ms
later. Bottom: Information variability, measured as mean standard error, over time.
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3.3 Classification of Braille Characters in a Reading Task

We collect a dataset of character samples and fit a probabilistic classifier to estimate the
posterior probability of Braille characters while reading. When the NBC fitting param-
eters are used for offline classification, a near perfect discrimination is possible as soon
as enough spikes are processed by the classifier. In fact, as a result of the binning pro-
cedure adopted, data samples built by gathering the spiking activity in small temporal
windows (cf. Sect. 2.5) do not carry enough information to allow a correct discrimina-
tion; on the contrary, considering longer periods leads to a decrease in the uncertainty
(see Fig. 3B). A clear example of the evolution of probability distributions over time
is given in Fig. 3C. At the beginning of the scanning movement, the spiking activity of
CN neurones responding to letter ‘r’ (Fig. 3C, left panel) does not allow to distinguish
between ‘r’ and the other Braille characters with a similar dot disposition (i.e. ‘l’, ‘p’,
‘q’, ‘v’ - see Fig. 1C, left panel inset). But, as time evolves, probability distributions
start to peak indicating that the uncertainty decreases till a correct classification is pos-
sible (maximal probability reached for letter ‘r’). A similar example is shown for letter
‘e’ (see Fig. 3C, right panel).

In online simulations, when the classifier is tested with a constant scanning veloc-
ity of 30 mm/s, 89% of the scanned characters are correctly discriminated (10% false
positive, 1% no classification). Differently, if a speed modulation is adopted, the NBC’s
performance decreases to 78% of correct classifications (18% of false positives, 4%
no classification). However, the discrimination of most letters is sensibly the same in
both cases. The observed loss in overall performance is mostly due to couples of letters
(e.g. ’a’ and ’c’) whose recognition rate fall considerably (down to approximately 45%)
given to the similarity between character dot patterns.

3.4 Online Reading Velocity Modulation

The methodology we adopted for building the spiking-activity based dataset, lends it-
self to a frequent computation of Braille character probability distributions. We asked
whether the probabilities evolution over time could be seen as a possible mechanism un-
derlying the changes in reading speed of blind readers that can be attributed to lexical
and sub-lexical processes. Thus, we computed the Kurtosis index gradient on probabil-
ity distributions at each time step (cf. Sect. 2.6) and, upon multiplication by a constant
factor, used it to modulate the reading speed (see Fig. 4A).

Following the velocity modulation approach, global reading performances improve.
At the end of the scanning of a single character, the average velocity adopted through
modulation is higher than the finger’s initial velocity (i.e. when it first encounters the
character) which would have been maintained in the absence of dynamic changes to
the reading speed (i.e. constant velocity scanning). For a base velocity of 30 mm/s,
the speed modulation allowed the average scanning velocity to increase to 35.4 mm/s.
Moreover, we observed an average number of 8.6 accelerations per character (see Fig.
4B). This result is coherent with what was observed in human Braille reading experi-
ments where the influence of lexical (i.e. words) and sub-lexical (i.e. characters) content
on fingertip velocity intermittencies are investigated [2].
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Fig. 3. Binning procedure and Naive Bayesian classifier output likelihood distributions. (A) CN
spiking activity is binned following time windows of increasing size (n× Δ t). (B) Confusion
matrix of training samples (100 samples per character), indicating classification probabilities as
determined by the Bayesian classifier. For each character, samples of increasing duration are con-
sidered (matrix rows). Small bins capture little activity and the classifier is not able to distinguish
between different patterns (light blue values). Differently, larger bins collect enough informa-
tion to allow character discrimination (red values). (C) Expanded sections of panel B for letters
‘r’ (left) and ‘e’ (right). Initially, characters with similar dot patterns (reported in the insets) are
equally probable. As time increases, more activity is collected and the probability distribution
peaks on a single value (indicating the character being read).

4 Discussion

Dynamic haptic discrimination in humans involves several processes at different levels
of abstraction (e.g. encoding/decoding of afferent signals, sensorimotor control, deci-
sion making). At the periphery of the somatosensory pathway, primary afferents pre-
cisely encode tactile signals and reliably convey them to downstream structures [9]. At
the same time, tactile information is used by cognitive and motor processes to interpret
the stimulus and adapt limbic movements to optimise texture exploration.

In Braille reading, the perceptual, cognitive and motor aspects reciprocally and dy-
namically interact. Notably, it has been demonstrated that blind subjects continuously
change reading velocity while surfing a dotted character line, regardless of the semantic
of the patterns they encounter and often unconsciously [1]. Nonetheless, besides motor
related velocity intermittencies, word frequency and sub-lexical content contribute to
the pervasive changes of the reading speed [2].
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Fig. 4. CN activity modulation and dynamic adaptation of the reading speed. (A) Top (left to
right): Sensor activation as the stimulus is scanned. Center: The activity of CN neurones is shown
as a function of the stimulus position relative to the fingertip. Bottom: Modulation of the reading
speed along the Braille line. The fingertip initially moves at a constant velocity. As the character
enters the sensor area, the scanning speed starts being modulated on the basis of the computed
character probability distributions. Soon after the stimulus has been entirely covered by the finger,
a sudden increase in velocity is observed, indicating a peak in the probability distribution. After
the classification is performed, the velocity is reset to a constant value (i.e. 30 mm/s). (B) Scatter
plot: Number of accelerations and decelerations observed during individual character scanning,
for a representative set of samples. Each dot corresponds to a mean value computed over 3 trials
of a single character. Depending on the complexity of the pattern being read, a variable number
of velocity changes is required. Top and Bottom right: Number of accelerations and decelerations
probability distributions.

In this study, we propose a neuro-inspired closed-loop system to investigate haptic
discrimination during Braille reading. We integrate tactile information coding at the
neuronal level with a probabilistic framework for dynamic stimulus classification and
adaptive motor control. We convert the analogue signals from an artificial fingertip into
spiking activity and we apply an information theoretical analysis to the first and second
afferent output stages. We finally interpret online the output of the second order Cuneate
Nucleus neurones through a Naive Bayesian Classifier and use the character probability
distribution to determine an efficient reading velocity.

Our results show that signals at the earliest stages of the haptic ascending pathway
are conveyed as to allow a complete and fast discrimination by downstream decoders.
We demonstrate that a probabilistic approach allows to efficiently recognise all Braille
characters in an online reading task and we show that a dynamic adaptation of the
finger velocity allows a faster recognition. Finally, we observe a number of accelerations
which is coherent with human experiments outcomes and we argue that a probabilistic
signal interpretation can account for the velocity intermittencies not induced by motor
control operations.

We are currently investigating how the interferences created by different scanning
velocities on the activity of CN neurones influence the classification process. We are
also integrating a cerebellar model in the closed-loop system to explore in further de-
tail motor and cognitive contributions to velocity corrections. We finally propose to
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investigate whether the speed modulation can help improve discrimination performance
in the case of noisy fingertip movements.
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Abstract. This paper describes a novel haptic guidance scheme that helps po-
wered wheelchair users steer their wheelchair through narrow and complex envi-
ronments. The proposed scheme encodes the local environment of the wheelchair
as a set of collision-free circular paths. An adaptive impedance controller is con-
structed upon these circular paths. The controller increases resistance when near-
ing obstacles and simultaneously helps the user to change motion towards a safer
circular path. To test the algorithm, a commercial powered wheelchair was inter-
faced and equipped with necessary sensors and an in-house built haptic joystick.
The user was asked to drive backwards into a narrow elevator with and without
navigation assistance. Although there is still room for improvements, the first re-
sults are promising. Thanks to the assistance the user can perform this maneuver
successfully in most of the cases without even looking backwards.

Keywords: haptic guidance, navigation assistance, robotic wheelchair, shared
control.

1 Introduction
Accurately steering vehicles backwards, e.g. for parking or maneuvering, remains a
non-trivial, error-prone task. Since 2003 where Toyota sold the first intelligent park
assist system in the Toyota Prius, more and more car manufacturers promote similar
park assist systems. These devices help drivers when executing parallel parking maneu-
vers. Typically the user keeps the control over the velocity, while steering is managed
by the car. While the need for assistance during backwards maneuvers with powered
wheelchairs is presumably much higher than for cars, as many users have big trou-
ble even looking backwards in their chair, manufacturers of powered wheelchairs are
not that far as their counterparts in the automotive sector. The large difference in mar-
ket size and available budget explains to a large extent the development delay. Further
explanations can be found in the different vehicle kinematics, the large variability in
environmental conditions compared to the more or less structured car parking tasks,
but also the large variability in level of expertise and capability of the drivers. Powe-
red wheelchair drivers form a very heterogeneous public covering people with physical
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and/or cognitive disabilities with varying level of expertise. Navigation assistance sys-
tems that help during navigation should account for this large variability and be able
to cope with it in a reliable manner. The above elements explain why car technology
cannot be simply transferred to wheelchair navigation assistance.

One seemingly appealing manner to overcome the large heterogeneity in the pop-
ulation of wheelchair users would lie in the development of technology to execute
maneuvering tasks fully autonomously, thus without the need for user interventions.
While this might from a technological point of view become possible, from the point
of view of the user this is not always attractive. People in general, and people with
disabilities in particular, like to be in control. The knowledge to be capable of exe-
cuting quite complex tasks can boost moral. This is the case for youngsters who are
eager to learn and gain control or for older people that might be afraid to loose con-
trol. For people with multiple sclerosis or dementia for example exposure to challeng-
ing navigation tasks may help them remain capable and alert, whereas the absence of
stimuli might speed up degradation of earlier competences. Also providing too good
assistance might have a detrimental effect [1]. The final goal of the EC-funded FP7
project RADHAR (http://www.radhar.eu), which stands for Robotic ADapta-
tion to Humans Adapting to Robots, exists in developing technology that allows auto-
matic adjustment of the level of navigation assistance adapted to each specific user at
each instant in time. This assistive technology should enable the user to execute com-
plex navigation tasks in a safe, intuitive and rewarding manner.

This paper describes a novel haptic guidance scheme that was developed within the
framework of RADHAR project that helps users maneuver backwards with a powered
wheelchair. The assistance simplifies the navigation, while keeping the user in full con-
trol of the wheelchair. The layout of the paper is organised as follows: section 2 summa-
rizes briefly the major principles of steering commercial powered wheelchairs; section
3 reviews a number of efforts described in literature that provide navigation assistance
to powered wheelchair drivers. The difference between what we like to call ‘unilateral’
and ‘bilateral’ assistance schemes is shortly explained. Section 4 describes a novel bi-
lateral navigation assistance scheme that haptically guides the user along collision-free
paths. Experimental results of this control scheme are presented and discussed in sec-
tion 5. Finally, conclusions are drawn and directions for future work are sketched in 6.

2 Powered Wheelchair Navigation Principles

Powered wheelchairs are non-holonomic vehicles that are operated by various types
of input devices ranging from proportional manual joysticks, over chin or tongue joy-
sticks towards scanning eye-tracking devices [2] or even exotic brain computer inter-
faces [3]. This section gives a rough sketch of the basic operating principle of powered
wheelchairs through proportional manual joysticks. These two-dimensional
joysticks are most commonly used in practice as input devices. The navigation assis-
tance schemes developed further on in this paper rely on a haptic variant of a traditional
2DOF joystick.

http://www.radhar.eu
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2.1 Non-holonomicity of Powered Wheelchair

Similar to cars, commercial powered wheelchairs are non-holonomic vehicles, some
exceptions (e.g. [4]) left out of consideration. Dissimilar to cars is the type of non-
holonomicity. Powered wheelchairs have two driven wheels, the velocity (ω1,ω2) of
which is controlled separately. When both wheels rotate at the same speed, assuming
equal wheel diameters, the wheelchair moves on a straight line. When both wheels
rotate at the same speed but in opposite direction, the wheelchair turns on the spot. This
relation is expressed as

vwch = rwheel(ω1 +ω2)/2, (1)

ωwch = rwheel(ω1 −ω2)/Bax. (2)

Here vwch and ωwch are respectively the translational and rotational velocity of the
wheelchair expressed in a local wheelchair coordinate frame Σwch. The frame Σwch is
rigidly attached to the wheelchair in the center between the two driven wheels (see
Fig.1). The distance between both driven wheels along the wheel axis is Bax. rwheel , the
wheel radius, for the left and right wheel is assumed equal and constant for simplic-
ity. Depending on the type of wheelchair front-, mid- or back-wheels are actuated. The
non-actuated wheels, often refered to as castor wheels, stabilise the wheelchair but also
disturb the idealized relations (1) and (2). Wheel slippage, pressure variations in tires
and other dynamic effects are other factors that affect the navigation. For reasons of
simplicity all these disturbance factors are not accounted for in this work and relations
(1) and (2) are employed.

2.2 Mapping of Joystick Deflection to Wheelchair Motion

The most straightforward manner to operate a non-holonomic wheelchair is probably
by employing a traditional proportional manual joystick, with a linear relation between
joystick deflection and commanded wheelchair speed. This mapping is conceptually
depicted in Fig.1. For a joystick deflection (x j,y j) expressed in coordinate system frame
Σ j attached to the joystick base, the commanded wheelchair rotational and translational
velocity are:

vwch = kvy j, (3)

ωwch = −kωx j (4)

with appropriate velocity gains kv and kω . When maintaining this particular joystick
position over a longer period of time, the wheelchair will follow a circular trajectory
Cm, expressed in a base reference frame Σb with radius given by:

rwch = |vwch|/|ωwch|. (5)

When ignoring the dynamic effects of the wheelchair, a general wheelchair trajectory
can be approximated as a sequence of instantaneous motions on circular paths Cm that
follow joystick motions (x j,y j) over time. The traversal speed along the circular path

is proportional to the joystick deflection amplitude r j =
√

x2
j + y2

j . It is straightforward
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Fig. 1. One to one mapping of joystick position (left) to wheelchair velocity (right). Each position
(x j,y j) expressed in frame Σ j corresponds to a linear and rotational velocity (vwch,ωwch) w.r.t. the
local wheelchair coordinate frame Σwch, resulting in an instantaneous circular path with radius
rwch=vwch/ωwch in base coordinate frame Σb.

to verify that for all joystick positions forming a constant angle φ j + iπ , i = {0,1} with
the horizontal X-axis of Σ j, the wheelchair will move along the same circular path Cm,
albeit with different speeds. By extension, all two-dimensional joystick positions can
be encoded in such way to a one-dimensional set of circular paths. For computational
reasons a discrete number of paths with radius rm

wch is employed:

rm
wch =

∣∣∣∣ kv

kω
tan(mΔφ)

∣∣∣∣ , for m=0, . . . ,N − 1 and N ∈ Z
+
0

and Δφ =
2π

N − 1
where N → ∞. (6)

Each circular path segment is represented as a (v,ω ,dt) tuple where the path’s length
equals v ·dt and the orientation change ω ·dt. mΔφ ={0,π} corresponds to pure rota-
tional motion, whereas mΔφ ={π/2,3π/2} corresponds to pure translational motion.

Note that mapping (3-4) requires a user who wants to drive backwards to the right
to hold his/her joystick to the left. This is quite counterintuitive and complicates deli-
cate back and forth maneuvering. Some wheelchair manufactures therefore foresee an
opposite mapping for backwards motion.

3 Navigation Assistance for Powered Wheelchairs

Maneuvering powered wheelchairs and more in particular maneuvering such devices
backwards remains a challenging and potentially dangerous task, even for experienced
wheelchair users. Seemingly simple and frequently occuring maneuvers like
door-passing or taking an elevator require in reality considerable motor and cognitive
skills. The relatively large dimensions of wheelchairs compared to the size of the envi-
ronment, the limited response speed and large inertia can lead to dangerous situations,
possibly inflicting serious harm upon driver, bystanders or damage the environment.

For this reason, so-called ‘smart’ wheelchairs are being developed since the early
eighties. These systems try to simplify navigation tasks and assist in transporting the
user safely to a desired location [5]. Some of the more advanced systems such as TAO,
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Human Operator  Robotic Wheelchair

'Unilateral'
Decision Making

(a) Traditional shared control schemes dis-
play asymmetry in the decision making pro-
cess. Users only understand decisions after
actual displacement took place.

(b) Bilateral shared control schemes feature
a deeper level of control sharing. The user
can negotiate directly with the wheelchair
over a haptic communication channel.

Fig. 2. Navigation assistance through unilateral or bilateral shared control

NavChair, Rolland or SmartChair foresee multiple assistance modes that are activated
depending on the context. Such systems partially take over the control from the user and
adjust the user’s inputs by providing assistance for wall-following, collision avoidance
or door-passage tasks. Since the user only perceives the decisions by the navigation
system after wheelchair displacement, such approaches might unexpectedly cause frus-
tration and might actually complicate maneuvering tasks. For instance this is the case
when the provided assistance does not correspond to the needed or the expected as-
sistance. The latter is often referred to as mode confusion in literature [6, 7]. Shared
control approaches that follow this pattern (Fig.2a) exhibit a certain asymmetry in the
decision making process and will be referred to as unilateral shared control approaches
hereafter. With good knowledge of the wheelchair behaviour the user might be able to
anticipate the wheelchair’s response. Yet, in complex or adaptive assistive schemes this
is an error-prone and possibly dangerous process.

To avoid mode confusion problems, researchers started recently to experiment with
haptic feedback for wheelchair navigation [8–15] and tele-operated mobile robots [16–
18]. By setting up a fast, bilateral communication channel between the user and the
wheelchair controller, control can be shared more profoundly (Fig.2b). The user can
directly negotiate with the controller over this haptic channel and is given the final word,
as he/she can overrule unwanted wheelchair actions. Next to challenges in designing
robust haptic display hardware for this application, a major challenge remains in the
design of intuitive bilateral shared control methods that fully exploit the opportunities
of the haptic channel and that do not cause additional fatigue of its user. The next
section describes a novel haptic navigation assistance strategy that is designed to this
end. Experiments, described in section 5 show how this scheme is effectively used to
simplify complex maneuvering tasks such as backwards docking into an elevator.
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4 Haptic Guidance along Circular Paths

In this section the novel haptic guidance algorithm is introduced. In contrast to earlier
works in literature on haptic guidance, the proposed algorithm takes the non-holonomic
nature of the wheelchair motion carefully into account. The approach further incorpo-
rates the wheelchair’s complex (2-dimensional) geometry in order to determine safe
passage through confined spaces (subsection 4.1). An adaptive impedance controller is
designed (subsection 4.2) to haptically feed the encoded environment information back
to the user, assisting him/her to move safely and with confidence.

4.1 Environment Encoding as a Set of Collision-Free Paths

As explained in subsection 2.2, an arbitrary wheelchair trajectory can be seen as a con-
catenation of multiple circular paths. At each instant of time the user holding the joy-
stick in position (x j,y j) commands the wheelchair to move along a path with radius rm

given by (6). The time that the user can hold the joystick in the same position without
the wheelchair colliding to an obstacle is a measure of the safety of such a circular
path. For example if the distance to an obstacle along this path is large, this path can be
considered a relatively safe path and the navigation assistance should not interfere. If,
on the other hand, the time is short this means that a collision is imminent and haptic
guidance away from the collision is required.

Following this principle, the first part of the algorithm encodes the wheelchair’s en-
vironment as a set of collision-free paths. This takes place as follows:

1. a local map of the environment is built and refined at a fixed update rate. Ranging
data from laser sensors together with odometry data is used to build online a map
of the environment and to localise the wheelchair within this map. Prior knowledge
on the environment can be employed to improve the accuracy of the local map or
to speed up the map building process.

2. next, intersections are calculated between the local map and a template of N circular
paths departing from the wheelchair. For this, the wheelchair is simulated to follow
with a predefined speed (v,ω) each circular path and the earliest time of intersection
dt is recorded. These time-values, representative for the collision-free lengths, are
stored in an N × 1 vector dt.

Figure 3 depicts an encoding of the environment into a set of collision-free paths.

4.2 Adaptive Impedance Controller to Render Collision-Free Paths

Supplied with a vector of path lengths dt, a model-free impedance controller ( [19,
20] displayed in Fig.4), is programmed next. The target impedance Zd , written in the
Laplace domain is:

Zd(s) =
k(φ)

s
+b. (7)

Both stiffness k and damping b contain a radial and a tangential component. The ra-
dial component affects the wheelchair speed along a certain trajectory. The tangential
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Fig. 4. Impedance controller providing haptic guidance along collision-free paths

component tries to bend the wheelchair motion towards a different circular path. A nat-
ural manner to translate collision-free paths towards a stiffness map k would exist in
attributing higher resistance to shorter collision-free paths and vice versa. In this work
a power relation with power p between radial stiffness and path length is employed as
described in Table 1. For p < 1 the stiffness increases slowly at first and then rises fast
when nearing an obstacle. We also performed experiments with a linear relationship be-
tween stiffness and collision-free distance. However, in these experiments, we felt that
obstacles further away had a relatively large and undesired influence on the stiffness as
compared to obstacles nearer by. Given that we do not (yet) take wheelchair velocity
into account in the stiffness computation, we found that the polynomial relationship
gave better results. Further analysis is deemed necessary to understand this relationship
better and see if/how it affects overall system stability.
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Table 1. Algorithm 1

Calculating stiffness kdt from path length dt
Input: dt
Output: kdt

if (dt ≥ dtmax)
kdt = kmin;

else if (dt ≤ dtmin)
kdt = kmax;

else

kdt = kmax − (kmax −kmin) ·
(

dt−dtmin
dtmax−dtmin

)p
;

Under the assumption of perfect masking of joystick dynamics, the radial force dis-
played to the user is given as:

Fr =

{
−Fr,0− k(φ j) · r j − br · ṙ for r ≥ rnz

−br · ṙ for r < rnz
(8)

where the joystick position is given as r j =
√

x2
j + y2

j and φ j = tan(y j,x j). The stiffness

k(φ j) = kdt for dt = dt(m). The factor br is the radial component of the damping b. For
stability reasons a neutral zone with radius rnz is programmed around the midpoint in
(8). Offset Fr,0 is such that Fr|(r=rnz) is zero, when ṙ = 0.

In order to pass by an obstacle rather than simply slowing down in front of it, a
tangential force Fφm is calculated with central finite differences from the surrounding
radial stiffness values as in:

Fφm =

{
−Fφm,0 −

km+1−km−1
φm+1−φm−1

·r j − bφ · φ̇ for r j ≥ rnz

−bφ · φ̇ for r j < rnz
(9)

with bφ the tangential component of the damping b and with joystick angle φm ∈ [(m−
1/2)Δφ ,(m+ 1/2)Δφ) for m= 0, . . . ,N − 1 and Δφ defined in (6). Note that to avoid
overly complex notations, the special cases m = 0,N are ignored in (9). The offset Fφm,0

is a constant such that Fφm |(r j=rnz) is zero, when φ̇ = 0.

5 Experimental Setup and Validation

5.1 Experimental Setup

To validate the proposed algorithms a test setup was built around a Corpus C500 front-
wheel drive wheelchair by Permobil AB. The system is depicted in Fig.5. A metal
frame was added to the wheelchair to mount additional hardware. Two Baumer MDFK
10G8124/N64 encoders were integrated on the outgoing axes of the driven wheels.
These are used for odometry. Two Hokuyo URG-04LX laser sensors with a field of
view of 270◦ were placed at diagonal corners of this frame. In this way a full 360◦
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Fig. 5. Permobil Corpus C500 wheelchair interfaced and upgraded for providing haptic naviga-
tion assistance

2-dimensional scan of the surroundings of the wheelchair is captured. A host com-
puter mounted at the back of the seating reads out the laser scanners and builds 2D
maps of the environment. The host computer communicates over UDP with a NI Com-
pactRIO 9074 central processing unit (cRIO). Labview RT, a real-time OS based upon
VxWorks, is installed on this embedded PC. The haptic control loop runs here at a rate
of 1kHz. A recent in-house designed 2DOF haptic joystick is mounted in line with the
armrest of the wheelchair. This is a compact and powerful joystick showing high con-
tinuous output force at the handle (up to 40N, thanks to 2 Maxon RE30 motors, a cable-
based reduction mechanism with 1 : 10 reduction ratio and Maxon ADS E 50/5 PWM
current-controlled motor drives). Also, high resolution position measurement (Scancon
2RMHF5000, 20.000 p.p.r. after quadrature encoding) and interaction forces measure-
ments (HBM, 1-LY11-1.5/120 strain gauges glued on the joystick handle) are available.

5.2 Experiment Description

With cardboard boxes an artificial environment was built up to represent an elevator.
The user is asked to maneuver the wheelchair backwards inside this elevator starting
from a fixed pose. The maneuvering capability with or without navigation assistance is
measured during the execution of this task. Parameters that were recorded are time until
completion and the number of collisions. At this stage of the research all experiments
are conducted by one single able-bodied user (male, 33 years) with limited expertise
in conducting powered wheelchairs. Both experiments were conducted 10 times. Three
types of experiments were conducted and executed in random order:

type 1: Navigation without Guidance. The user was allowed to look backwards over
the shoulder during these experiments. Note that this way of operation is not possible
or very tiring for many typical wheelchair users.
type 2: Navigation with Visual Guidance. The user was asked to maneuver the
wheelchair while observing the GUI of Fig.3. Guidance forces were calculated and
displayed on the GUI (alongside collision-free path lengths) but not applied to the user.



428 E.B. Vander Poorten et al.

Table 2. Summary of results. (Time in s, average and standard deviation calculated for successful
runs only.)

run 1 2 3 4 5 6 7 8 9 10 av. stdev coll.
type 1 13.23 13.15 10.11 14.31 11.94 9.45 9.69 10.46 12.07 10.14 11.14 1.47 1
type 2 11.00 12.09 11.47 14.01 9.6 10.34 17.51 11.84 9.82 15.73 11.60 1.48 4
type 3 25.4 10.43 21.86 15.23 19.48 13.37 26.65 13.02 40.83 17.94 18.23 5.89 4

type 3: Navigation under Haptic Feedback. The user was asked to drive ‘blindly’
inside the elevator solely relying on his sense of touch and the control scheme of sec-
tion 4. For this, 432 circular paths were used, and the other parameters in Table 1 were:
p = 0.15, dtmin = 0.3m and dtmax = 4m. Some additional precautions were taken. In or-
der to avoid that big jumps in path lengths, due to sensor noise, produce sudden jumps
in impedances/and output forces, the circular path data are smoothened by applying a
Gaussian convolution mask to vector dt. Also, as environment scanning and processing
takes place only at a rate of 10Hz, calculated impedance values are upsampled to 1kHz
by extrapolating the last two measurements.

5.3 Summary of Results

Table 2 and Fig.6a summarize the results from the different experiments. At this
moment, navigating the wheelchair while looking backwards over the shoulder is still
superior, but, also here, collisions could not be avoided. Indeed, the task is quite chal-
lenging as the elevator is narrow, leaving only about 10cm of space at both sides be-
tween wheelchair and door post. With only visual or haptic guidance, the amount of suc-
cessful executions dropped to 6/10. This score might seem low, but it must be stressed
that the user did not have to look backwards over the shoulder. So such navigation strat-
egy could come in handy to help especially those users that experience problems in
looking over their shoulder while steering a wheelchair. Note also that without look-
ing backwards and without guidance successful backwards maneuvering was close to
impossible.

At this moment GUI-based navigation is still faster than navigating solely based
upon haptic guidance (Table 2). Under haptic guidance the user is somehow ‘palpating’
the environment to feel where the passage is. The GUI on the other depicts this passage
at once, leading to a faster execution. On the other hand, the haptic guidance warns the
user when a collision is near. Figure 6b shows an exemplary trajectory where the user
turns the wheelchair after such warning and successfully completes the task.

There is still room for improvement. Fig.6c shows that the encoding into circular
paths has its limitations. An extension towards other than circular paths will be in-
vestigated. Also, at some instants in time, parts of the environment were not observed
(Fig.6d). By constructing the wheelchair trajectories from a local map rather than from
pure sensory data, paths can be calculated more reliably.

6 Conclusions and Future Work
This article presented a new haptic guidance scheme that is designed to help powered
wheelchair users navigate their wheelchair more reliably in their daily environment.
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Fig. 6. Navigation trajectories and possible causes of faulty or limited guidance

The guidance scheme contains one component that slows the wheelchair down when
approaching an obstacle. Another component bends the wheelchair’s motion towards
safer paths. The scheme was experimentally validated on a backwards maneuver to
drive a wheelchair into an elevator. The results showed that it is feasible to perform such
maneuver solely based on haptic guidance, without the user requiring to look backwards
over the shoulder or to focus on a GUI screen. Further improvements are still needed
however. Improvements could include the use of non-circular paths and the use of the
wheelchair’s velocity and dynamics in the calculation of the resistance force. Moreover,
we would like to test the combination of haptic and visual feedback, and to tune the
stiffness-distance relationship further.
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Abstract. In attempt to improve haptic interaction and manipulation technique in 
surface computers, we propose an interactive haptic feedback display that util-
izes ‘direct touch’ on a surface computer without using a mediation device. The 
proposed haptic display lets users interact with the virtual objects inside a pres-
sure-sensitive screen directly using a virtual finger as if the user’s finger can pe-
netrate through the screen surface and sink in to the digital world inside the 
screen, as well as receive haptic feedback direct to their fingers from the display. 
Using the proposed display, users were able to perceive touch sensation with 
haptic feedback when they come in contact with virtual object surfaces and dis-
criminate different stiffness using vibratory and pseudo-haptic feedback respec-
tively. This innovation creates a new breakthrough in virtual interaction with 
more accessible and realistic haptic interaction approach for surface computing. 

Keywords: Immersive Display, Direct Touch, Haptic, Virtual Reality,  
Pseudo-Haptics. 

1 Introduction  

Surface computers and touch screens have been rather common among users. In sur-
face computing devices, users interact directly with touch-sensitive screens, which 
could be any intuitive surfaces or everyday objects such as tabletops [1] and bathroom 
mirrors [2].It is a new way of interacting and working with computers in a more natu-
ral way: using their hands and gestures. For more sensible and wider breadth of in-
formation, haptic systems are increasingly being integrated into surface computing 
interactions. Researches have created many different methods to allow haptic feed-
back to be displayed on surface computers such as using magnets [3], ultrasonic vi-
brators [4], or using surface acoustic wave [5]. Yet, most approaches in the past still 
require the use of stylus or gloves which limits the computer interaction to be as natu-
ral as the real world. These kinds of interactions lack in haptic information and  
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manipulation capabilities. Therefore, more natural and seamless interaction between 
users and the digital world with realistic haptic feedback technology is in demand for 
surface computers. 

In this paper, we propose a new way to produce a haptic feedback for a surface 
computing device. Fig. 1 illustrates our proposed concept. Basically, we utilize the 
combination of haptic and visual information to produce an immersive effect. When 
user presses the screen surface, a virtual finger is rendered inside the screen and elon-
gates from the touch point in accordance with the fingertip pressing force. If the us-
er’s finger and the virtual finger on the screen appear parallel with each other, user 
can feel as if his or her finger is extending and shrinking inside the screen. The basic 
idea of this concept is similar to a previous study [6]. However, our concept differs 
from the previous study [6] as they used a stylus which was capable of producing a 
haptic feedback with a motor, while in our case, no mediation device was used be-
tween the finger and the screen.  

We propose two different haptic feedback schemes. One of it utilizes a vibrator at-
tached to the screen. When user touches a virtual object inside the screen with his or 
her elongated virtual finger, the contact surface vibrates so that the user can feel as 
though something comes in contact with his or her elongated virtual fingertip. Here, 
we aim to simulate a contact of object during direct touch with a simple vibrator.  

After touching the surface of the virtual object, as the user pushes its surface even 
further, we utilize a second method called “Pseudo-Haptic” technique which was 
proposed in [7]. By changing the visual deformation depth of the virtual object in the 
screen in accordance with the pressing force, user can feel different stiffness sensation 
of its surface. For example, when pressing a virtual object’s surface with the same 
pressing force, the object with greater surface deformation depth displays a softer 
texture to users. In contrast, a small depth of deformation with the same pressing 
force provides the users with a stiffer sensation. Using these two methods, we aim to 
produce a more realistic haptic sensation during direct touch, thus improving haptic 
interaction and manipulation technique for surface computing. 

This new technique allows users to interact seamlessly while having visual and 
haptic information spatially coincident with each other. Furthermore, with direct 
touch technology manipulation technique, immersion for surface computing can be 
implemented more effectively, thus providing more accurate handling for Computer 
Aided Design (CAD), game, virtual shopping or virtual aid applications for education.  

Screen 

Virtual finger 
elongates 

Finger presses on 
screen 

Virtual object 

Fig. 1. Proposed display concept 
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2 Direct Touch Haptic Display with Virtual Finger 

2.1 Hardware and Software Implementation 

The hardware implementation of our haptic display system involves a fingertip nor-
mal force sensor, an amplifier, an analogue-to-digital (AD) converter and an output 
touch panel display as shown in Fig. 2. An Iconia tablet computer [Acer] with Win-
dows 7 operating system is used as an output touch panel display for the system. The 
tablet computer is chosen for its compact design, and compatibility with graphics and 
programming interface. Meanwhile, the touch recognition function in the tablet com-
puter allows it to receive touch information input directly from the touch screen. 

We used strain gauges for measuring the fingertip normal force on the screen. The 
force sensor system in this research utilizes two pairs of strain gauges on both right and 
left side of the support plate, attached to two pairs of parallel 0.3 mm thick brass plates. 
Each pair of brass plates at each sides act as a bending beam with parallel strain to 
measure the force applied on the display. Half-bridge-gauge system is implemented for 
each sides of the display as shown in Fig. 3. The strain gauge pairs collectively produce 
an output voltage V which is in proportional relation with the fingertip normal force F at 
a fixed position in the middle of the screen. This relation is shown in Fig. 4.   
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In order to realize the device described in Fig. 1, we need to measure not only fin-
gertip pressure force but also a finger posture to produce a virtual finger which appear 
extending straight with a real finger from the user’s perspective. In this paper, howev-
er, we assume that finger contact position, its posture, and user’s eyes positions are 
always fixed to simplify the fabrication of prototype system. We plan to measure the 
finger posture as one of our future works. 

2.2 Graphics and Visual Display 

The visual display rendered for this research is generated using OpenGL. The location 
of a vertex of an object is defined by 3 coordinates; x, y, and z. The origin of the sys-
tem is positioned at the surface of the screen for z axis, and in the middle on the 
screen for x and y axis.  

In the virtual space for this research, we have chosen a three dimensional perspec-
tive view from OpenGL library. According to perspective view, all objects farther 
away from the screen look smaller to the viewer and ultimately they disappear into a 
vanishing point. The virtual finger will elongate along the z axis towards the vanish-
ing point in the middle of the screen. Therefore, virtual finger of the display will al-
ways appear elongating towards the middle of the screen as shown in Fig. 5. 

The virtual finger is a combination of a cylinder with flexible length and two spheres 
which share the same diameter. The spheres are placed at both ends of the cylinder such 
that the centre of the sphere coincides with the centre of the circular face of the cylinder at 
both ends. The origin of the virtual finger is located at one end of the prototype.  

The origin of the virtual finger is set to always coincide with the touch point of 
user’s finger on screen, which is acquired from the touch-screen on the tablet com-
puter. Once a touch is registered on the screen, the touch point acts as the initial point 
for elongation of the virtual finger into the virtual space inside the screen. Meanwhile, 
the length of the projected virtual finger is determined by the strain gauge’s output 
voltage V yield from the fingertip normal force. The virtual finger is set to not appear 
during touch manipulation and only appear when ‘press’ from user’s fingertip is reg-
istered, which is normal force over 1 N. 

3 Direct Touch Sensation Using Vibration Feedback 

As users manipulate the screen, users focus their sight to the virtual finger inside the 
screen rather than their own finger. When the virtual finger come into contact with ob-
ject’s surfaces in virtual space, mechanical haptic feedback can be sent to the user’s 
finger by vibrating the display screen. The vibration is aimed to simulate the same sen-
sation as when humans’ fingertip comes into contact with object surfaces in the real 
world. If the presentation of visual information from the virtual finger coincide with 
tactile information from their own fingertip, users might feel as though the virtual finger 
is attached their body. This body awareness study was done using the well-known Rub-
ber Hand Illusion [8]. We plan to create a similar illusion with the rubber hand illusion 
in this research. Using vibration as a mechanical haptic feedback, we aim to create an 
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illusion that virtual finger is a part of user’s finger, such that the vibration comes from 
the tip of the virtual finger in virtual space, not from the user’s fingertip on the display.  

3.1 Procedure and Evaluation 

Human receptors of the skin are well-known to have their optimal sensitivity ranges; 
Pacinian corpuscle nearing 250 Hz, and Meissener’s corpuscles nearing 50 Hz. For 
early stage evaluation of the display, we have selected these two frequencies to excite 
respective receptors and investigate which one is preferable to simulate illusion for 
virtual finger to be felt as part of user’s body. Accordingly, we prepared one and a 
half period of two different frequency sinusoidal waves (250 Hz for 6 ms and 50 Hz 
for 30 ms) as vibration. Users were asked to press the screen at a fixed position such 
that the virtual finger elongates to reach a rectangular rendered surface further inside 
the virtual space as shown in Fig. 6. As the tip of the virtual finger comes into contact 
with the virtual surface, vibration was added to the screen with a voice-coil motor, 
which is secured to the screen. Then the users were asked about the perceived location 
of the contact; at the end of their finger, at the end of the virtual finger, or other. It is 
assumed that the outcome frequency of the display at the fingertip position is the 
same as the input vibration since the voice-coil motor was secured as close as possible 
to user’s fingertip position on the screen. 10 people, involving 7 male and 3 female 
took part in the evaluation. They were all range from 22 years old to 25 years old.  

3.2 Result  

The result is shown in Fig. 7. When the frequency was 250 Hz, more users were able to 
feel the contact sensation at the tip of the virtual finger rather than and the end of their own 
finger. However, with 50 Hz vibration, more users perceived the contact sensation at the  
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tip of their fingers. This suggests that 250 Hz is more suitable frequency vibration to exhi-
bit the sensation of the virtual finger being a part of the users’ body during manipulation.  

This result is probably because at 250 Hz, Pacinian corpuscle, which is a cutaneous 
mechanoreceptor with poor localization information, reaches its sensitivity peak at this 
point. Therefore, during the virtual manipulation, user’s ability to localize the contact 
using tactile sensation becomes poor. Consequently, during the sensory conflict between 
tactile and visual information, users’ perception on the spatial localization of the contact 
comes from the visual information (which is the virtual finger touching the virtual sur-
face). Therefore, instead of feeling the screen vibrating, users perceived the source of 
the vibration to come from inside of the screen, which act as a cue when the virtual 
finger comes into contact with a virtual object. Moreover, similar to rubber hand illusion 
[8], even though users are aware that the virtual finger is not physically attached to the 
users, from the result, we can say that users can feel a sense of body ownership and 
awareness of contact with virtual object surfaces using the virtual finger. 

4 Virtual Surface Stiffness Display Using Pseudo-haptics 

To attain wider breath of information with less complex structures in the direct touch 
haptic display, we propose a technique using pseudo-haptic feedback to create illusion 
of displayed haptic properties to users when the user is pressing on the screen to ma-
nipulate the virtual finger.  

The pseudo-haptic illusion technique used in this research is proposed to display 
surface stiffness of an object in the virtual space. The surface stiffness is defined as 
the value of the surface displacement D along the force direction over the fingertip 
normal force F when a surface is pressed as shown in Fig. 8. The relation of the fin-
gertip normal force F and the surface displacement can be written as 

 F
k

D
s

1=  (1) 

where ks is the surface stiffness.  
When a surface of an object is pressed, the virtual finger’s elongation from the  

surface is equal to the surface displacement, Dv in the virtual space. Meanwhile, the  

Fig. 8. Surface stiffness is defined by fingertip normal force F and surface displacement D
display 
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fingertip normal force is determined by measuring the output voltages V of strain 
gauges. Therefore, the relation of the surface displacement and fingertip force can be 
written as 

 

V  
S

D
v

v
1=  (2) 

where Sv is the surface stiffness in the virtual space. In this research, the variations of 
the Sv values are used to transpose the effect of surface stiffness when pressing on 
surfaces of virtual objects. Fig. 9 illustrates the modification technique of the Sv value 
during the simulation of surface stiffness in two different objects. The Sv value is 
higher when pressing object A in virtual space with the virtual finger compared when 
pressing object B with the same amount of force. This designates a larger force 
needed to deform the object A compared to object B. Therefore, a larger Sv value ratio 
indicates a ‘stiffer’ surface of a virtual object, and conversely, a smaller Sv value ratio 
indicates a ‘less stiff’ surface.  

4.1 Surface Stiffness Discrimination between Virtual Samples 

The aim of this evaluation is to measure user’s ability to discriminate virtual sample 
with varying surface stiffness value. It is inferred that when user presses on a virtual 
object, the stiffness perceived subjectively by the user is higher when the surface 
stiffness setting is increased. 

Evaluation Setup. A simple rectangular surface is rendered using non-uniform ra-
tional B-spline to simulate a deformation depth change as virtual finger presses on it. 
In contrast with evaluation in section 3, the rectangular surface is virtually positioned 
right below the screen as though user can virtually touch the surface by touching the 
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Fig. 9. Example of Sv value modification to display surface stiffness 
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screen. When ‘press’ from fingertip is detected on the screen, the surface will appro-
priately deform with the elongation of the virtual finger so that no offset in fingertip 
force is produced. The virtual samples are colored, textured and positioned the same 
way such that no difference can be identified when users are visually introduced to 
the virtual samples. The virtual samples of six are set with different surface stiffness 
Sv; 0.1, 0.2, 0.5, 1.0, 2.0, and 2.5 V per unit length (u.l.).  
 
Procedure and Evaluation. A total of 11 people, involving 8 male and 3 female took 
part in this evaluation. They were all range from 22 years old to 25 years old, with no 
known perception disorders. All of the users used their right hand which is their 
dominant hand to perform the task. This evaluation is conducted with seven-rank-
evaluation scores, ranging from -3 to +3. Score -3 is applied for ‘soft’ and +3 for 
‘stiff’. Before the evaluation is conducted, the users had to investigate all the virtual 
samples randomly without giving any scores. This is conducted to provide the users 
with a range of available surface stiffness feeling for the evaluation scoring. For each 
trial, the user first had to place their index finger on a fixed position on the screen 
such that the virtual finger elongation and deformation of the virtual sample is clearly 
visible to the user as shown in Fig. 10. Then, users had to push the screen several 
times to manipulate the virtual finger and deform the virtual sample. The surface 
stiffness score is given by user after evaluating the surface stiffness of the virtual 
sample. The same trial is done with six virtual samples for all 11 users. 
 
Results. The score recorded for each user is standardized to fit a normal distribution 
with an average of 0, and standard deviation of 1. The average of the standardized 
scores for each virtual sample across 11 users is calculated and shown in Fig. 11. Using 
analysis of variance, the result for each sample shows statistically significant difference 
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with over 99% confidence level between all pairs of means. The result suggests that 
stiffness score increases as surface stiffness of virtual sample increase. This indicates 
that even though the users were pressing on the same screen, the average stiffness score 
of each virtual sample is higher as the surface stiffness value Sv increase. When asked 
about the discrimination method, most users explained that when a higher surface stiff-
ness is set for a virtual sample, a larger normal fingertip force is needed to deform of the 
virtual sample’s surface equally during the interaction. Consequently, the users had to 
push harder on the screen and receive larger reactive force.  

With this result, we can clarify that the visual illusion from pseudo-haptic feedback 
has assisted the user to discriminate the surface stiffness of a virtual sample from the 
others. Furthermore, it is proven that users can effectively discriminate surface stiff-
ness values between two or more virtual samples using the proposed pseudo-haptic 
display method.  

4.2 Surface Stiffness Discrimination between Virtual and Real Samples 

Evaluation in section 4.1 proves that the direct touch haptic display is capable of pro-
ducing pseudo-haptic property of surface stiffness with discriminable intensity. How-
ever, it is still not clear whether the surface stiffness in virtual environment is realistic 
enough or comparable with in the real world. Therefore, an evaluation is conducted to 
compare the surface stiffness of virtual samples with that of real samples.  
 
Evaluation Setup. Four real samples were prepared using silicone rubber. Their 
properties are shown in table 1. For the evaluation, each real sample is used as refer-
ence for comparison with 7 other virtual samples. The virtual samples are colored, 
textured and positioned to appear visually similar. Similar to evaluation in 4.1, the 
virtual samples are placed directly below the screen so that no force is needed to 
elongate the virtual finger to reach the sample. Therefore, stiffness perception can be 
judged only by the force used to deform the sample. 

Table 1. Details of real samples 

Sample number (real) 1 2 3 4 

 

Surface stiffness ks, 
N/mm 

9.53 4.50 3.85 3.66 

Virtual surface stiff-
ness Sr, V/u.l 

21.9 10.3 8.8 6.8 
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Each real sample is measured for its surface stiffness ks by adding compression 
force from 0 to 5 N and measuring their surface deformation depth. The surface stiff-
ness of each real sample ks is converted into equivalent virtual surface stiffness value. 
The conversion method involves determining the displacement in the virtual world Dv 
measured from outside the screen as D, and using the calibration value between out-
put voltage V and fingertip normal force F. The values of the surface stiffness ks and 
reference virtual surface stiffness values Sr are shown in table 1. The surface stiffness 
of virtual samples for comparison Sv varied from the reference surface stiffness Sr by 
7 factors f; 0.4, 0.6, 0.8, 1.0, 1.2, 1.4, and 1.6. The relation between the reference 
surface stiffness Sr and virtual sample’s surface stiffness for comparison Sv is given by 

  
S

S
f

r

v=  (3) 

This means that the surface stiffness of virtual sample for comparison Sv is equal to the 
reference surface stiffness Sr when stiffness factor f is 1. During the evaluation, the real 
samples are partially covered such that only the upper surfaces of the real samples are 
visible to the users as shown. This is so that users will judge the surface stiffness based 
on the surface of the sample, instead of the overall solid shape of the sample.  

Procedure and Evaluation. Eight people, from the age of 22 to 25, took part in this 
evaluation. There were 4 male and 4 female with no known perception disorders. All 
of the users used their right hand which is their dominant hand to perform the task. 
This evaluation is also conducted with seven-rank-evaluation scores, with minimum 
score -3 for ‘different’ and maximum score +3 for ‘similar’. Before the evaluation is 
conducted, the users had to press on each of the virtual samples randomly with re-
spective real sample without giving any scores to provide the users with a range of 
available surface stiffness comparison for the evaluation scoring. For each pair 
evaluation, users had to evaluate the surface stiffness of a real sample as the reference 
stimulus before testing on the surface stiffness of a virtual sample as the comparison 
stimulus as shown in Fig. 12. The similarity score is given by user after investigating 
the surface stiffness of the both the real and virtual samples. After one trial, the win-
dow in the tablet computer is changed and a new virtual sample is introduced ran-
domly to the user. The same procedure is done for all four real samples, which 
summed up the trials to 28. 

Fig. 12. Real and virtual sample’s surface stiness discrimination setup 

Virtual sample Real sample
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Result. The similarity score ranging from -3 to +3 in this evaluation is standardized 
with the same method as in evaluation 4.1. The average standardized similarity score 
for each stiffness factor f is calculated, and subtracted with the minimum average 
score such that the least similar score is set to 0. The final similarity score for each 
real sample’s stiffness factor is shown in the Fig. 13. Zero in the similarity score axis 
shows the most dissimilar sensation between real and virtual sample. 

The discrimination result for each real sample indicates that the similarity score in-
creases with increment of stiffness factor f until it reaches a peak, before decreasing 
again. The peak of the similarity score specifies the most similar surface stiffness 
comparison Sv to real sample’s surface stiffness ks. Since we have set the virtual sam-
ple’s surface stiffness to be equivalent to real sample’s surface stiffness at f=1, we 
expected to see the peak of the similarity score to come just about stiffness factor f=1. 

From Fig. 13, virtual sample with the most similar stiffness feeling with real sam-
ples 2 and 3 resulted at stiffness factor 1 as expected. However, surface stiffness of 
real sample 1 and 4 were perceived most similar to virtual samples with surface stiff-
ness factor of 0.6 and 0.8 respectively. The result for each real sample statistically 
shows over 95% confidence level for the difference between all pairs of means of 
similarity score using the analysis of variance. As aimed, the result proves that using 
the proposed technique, virtual samples can produce a stiffness sensation similar to 
that of real objects if set to its most similar surface stiffness Sv value. 

 
Discussions. The difference from expected stiffness factor result for real sample 1 and 
4 may result from psychological and measurement factor. In psychological factor, we 
believe that the most similar stiffness feeling for all the real samples varies among 
users individually due to subjectiveness of perception. In measurement error, the mea-
surement for surface stiffness ks may have produced its own error which could have 
influenced the final comparison result. There is also dissimilarity of deformation 
shape between real sample and virtual sample for users to discriminate. Moreover, the 
error in calibration value for converting silicone sample’s surface stiffness ks to virtual 
sample’s surface stiffness Sr is also a possible factor for the error in final evaluation.  
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Since reference object is always tested first, a global perceptual offset may be pro-
duced form the order effect. We plan to treat this influence in a more detailed evalua-
tion in the future. 

5 Conclusion 

In this paper, an interactive haptic feedback display that utilizes direct touch interac-
tion between finger and the virtual world on a surface computer without using a me-
diation device is proposed. The display allows users to experience immersive illusion 
of user’s finger penetrating through the screen to manipulate the virtual space inside 
the screen. As designed, the virtual finger was successfully rendered and elongates 
from the contact point inside screen according to user’s fingertip normal force during 
user’s manipulation.  

By adding vibration to the display surface, users can feel the sensation of directly 
touching the surface of virtual objects using the virtual finger. From the evaluation, it 
seems that vibration with 250 Hz produces greater illusion of contact sensation than 
vibration with 50 Hz. We can also conclude that the display is capable to simulate the 
virtual finger to feel part of user’s hand, instead of just an interactive object in the 
virtual space.  

Moreover, with the proposed pseudo-haptic feedback, our evaluation clarifies that 
when pressing on the virtual surface, users are able to perceive different stiffness 
feeling of virtual samples with varying surface stiffness setting. With further evalua-
tion, we clarify that the surface stiffness displayed by the pseudo-haptic technique in 
this research can produce a similar stiffness sensation as perceived from real objects. 
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Abstract. To understand principles of human hand dexterity, investiga-
tion of dynamic contact control by the hand is essential. Here, we devel-
oped a novel high-density tactile sensing glove lined with flexible printed
circuit boards (FPCs) which were embedded with 1-mm-sized pressure
sensitive elements at 1052 points per hand. Those FPCs are arranged in
such a way that did not interfere with natural hand movements. In order
to demonstrate how the glove captures the hand’s sensation and action,
we conducted two experiments while human subjects wore the glove.
First, we investigated the relationship between pressure distribution and
external force exerted on a grasped object. The results showed that the
external force correlates to the pressure distribution and that the direc-
tion of the external force can be roughly estimated from the pressure
distribution. Second, we observed object discrimination by a blindfold
subject. As a result, the difference of exploratory patterns arises from
difference of objects used in the task was successfully observed from the
data of the glove.

Keywords: Flexible PCB, Hand skill analysis, Haptic exploration.

1 Introduction

The human hand is highly dexterous. Even trivial actions such as grasping can
be difficult for robots to replicate in the real world. This is due to a lack of under-
standing of how humans realize object manipulation through dynamic sensory-
motor interactions.

To clarify motor control mechanisms used by humans, simultaneous mea-
surement of sensory inputs and motor outputs is necessary. Contact with the
environment is a direct cause of tactile sensation and often a direct consequence
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of motor actions at the same time. Therefore, tactile sensory information due to
contact must be rich in information about control of object manipulation.

Also, contact is often instantaneous, weak and can occur at any point on
the surface of the hand. Thus, it must be measured as a seamless distribution
over the entire surface of the hand by highly sensitive tactile sensors. However,
because skin deforms dynamically according to joint movements, thick and stiff
tactile sensors interfere with joint movements when they are distributed all over
the hand at a high density. To address all of these concerns, we designed a novel
tactile sensing glove lined with dense arrays of tactile sensors which were realized
by embedding pressure-sensitive elements in thin FPCs [1].

The objective of this paper is to summarize preliminary results of experiments
performed while a human wore the glove. The paper is organized as follows. The
next section summarizes existing studies of contact measurement on the human
hand. In section 3, key elements of the design of our tactile sensing glove are
described. Section 4 gives a detailed explanation of the two experiments we
conducted to demonstrate how our glove can capture the action of the human
hand. Lastly, section 5 states our conclusions and future goals.

2 Related Works

Johansson et al. [2,3] conducted detailed studies on human tactile sensation using
invasive means, in which metal electrodes were directly inserted into the upper
arm to receive afferent signals generated by mechanoreceptors distributed under
the skin of the hand. Though this approach is highly accurate in capturing true
tactile signals issued by the human subject, the use of only this approach limits
the measurement to tens of mechanoreceptors, thereby limiting the field of view
to a small area such as the fingertips. Moreover, electrode insertion restricts the
subject’s movement.

On the other hand, many researchers have tried non-invasive measurement
techniques by attaching various touch-sensitive device to the surface of the hu-
man hand. For example, Nikonovas et al. [4] and Lee et al. [5] attached nearly
twenty force-sensing resistors(FSRs), Matsuo et al. [6] attached 160 units of me-
chanical switches, Sato et al. [7] attached pressure sensitive rubber with stitched
electric wires, making up a matrix of 212 pressure sensitive units, and TekScan R©
developed a sensor glove named the GripTM system using pressure sensitive ma-
trix of 349 sensor elements embedded in thin films. The latter two examples
show that matrix designs are advantageous for realizing higher spatial resolu-
tion. However, to assure free joint movements, none of them cover whole surface
of the hand seamlessly. For example, in the case of Sato et al. [7], only half of
the frontal face of the fingers and thumb are covered, and in the case of GripTM

system, the center of the palm is completely excluded from sensor coverage.
Based on our survey, a detailed and non-invasive means of measuring contact

of the human hand are necessary to understand human hand dexterity. How-
ever, thus far, tactile sensing gloves whose sensors cover the entire hand without
interfering with the wearer’s hand movements have yet to be realized. This is
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to host deviceelastic glove
Sampling electronics

Sensor elements Sensor sheets Wiring for sensing

(a) Main components of the glove (b) Photography of the glove

Fig. 1. Whole image of the developed tactile sensing glove

due to difficulties in covering not only small and curved but also dynamically
deformable surfaces of the hand.

3 Development of Tactile Sensing Glove

We designed a new tactile sensor based on our previous study [8] of a tactile
sensor module which consists of a signature branch-shaped sensor sheet with
adaptability for complex curved surfaces. The newly developed tactile sensor
sheet is more compact, tight, and thin, with sensing resolution matching that of
the two-point discrimination in the human hand. The sensor sheet is specially
designed so as to ensure moveability around joints and creases of the thumb, the
fingers, and the palm.

The overall structure of the tactile sensing glove is shown in Figure 1. Sensor
sheets are encapsulated in a base glove made of thin layers of elastomer for
durability. The back of the hand is not considered as the sensing area because
this area is rarely used for manipulation in everyday situations.

In the first stage of the designing, the target distance between adjacent sensor
elements is set to 2 mm on the fingertips, to 3-5 mm on other areas of the fingers
and on the thumb, and to 6 mm on the palm, considering the distribution of
two-point discrimination on the human hand [9]. This results in a total number
of approximately 1000 sensor elements on each hand. Each sensor element is
aimed to be under 1 mm in size.

The basic structure of the developed sensor element is shown in Figure 2a,
and the pressure response of the element is shown in Figure 2b. This sensor
element is designed to be practically insensitive to bending so it can properly
read out applied pressure even when it is curved dynamically according to skin
deformation. Each sensor element occupies only 1.4 mm by 0.6 mm area in the
sensor sheet, and the total thickness of the sensor sheet is 120 μm.

The sensor measures contact resistance between the conductive film and the
two separate electrodes placed opposite to it. When the pressure reaches thresh-
old, around 0.4 kPa in the case of an element depicted in Figure 2b, the con-
ductive film makes contact with both of the two electrodes, and a kilo-ohm
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Fig. 2. The developed pressure sensitive element for tactile sensing glove
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Fig. 3. Shapes of the developed sensor sheets

resistance appears between the electrodes. The resistance is converted into volt-
age, and then the voltage is read by a 12 bit A/D converter mounted on the
sampling board. After initial contact, the resistance value decreases as pressure
increases in a nearly linear manner on the log-log scale.

Shapes of the developed sensor sheets are shown in Figure 3. Each branch
of the sensor sheet is 1.0 mm-wide on the fingers and the thumb, and 1.5 mm-
wide on the palm. Because skin deforms along creases, each branch is placed
approximately in parallel to its nearest crease.

4 Experiments

Two experiments were conducted to explore what can be known from the pres-
sure distribution measured by the glove.

Pre-process for Tactile Sensor Data. Resistance values on all sensor el-
ements are sampled at 125 frames-per-second. Although each sensor element
has a different pressure-resistance profile, we chose to directly use the resistance
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value in analysis presented in this paper without converting each sensor ele-
ment’s read-out resistance into units of pressure. This is because the goal of this
experiment was to investigate whether differences in resistance patterns alone
are sufficient for characterizing manipulative actions. Because resistance value
decreases logarithmically with increase in pressure, the following normalization
is applied.

vj =

⎧⎪⎨
⎪⎩

0 (rj > R0)
1 (rj < R1)(
log

rj
R0

)
/
(
log R1

R0

)
(else)

, (1)

where rj is the measured resistance value of a sensor element j, R0 and R1 are
the upper and the lower limits of resistance, defining the range of interest.

4.1 Force Estimation Experiment

Even a simple action such as grip takes substantial skill. For example, to hold
an object such as a rod steady, one must be able to sense forces acting on the
object. We hypothesized that pressure patterns measured by the sensor glove
will be able to identify external forces acting on a grasped object.

-x

x,y = tilt
z = rotation

+x

+y-z+z

-y

(a) Setup

-x

sequence:

-x, +y, +x, -y

+y

-y

+x

(b) Tilt sequence

sequence:

+z, -z, +z, -z

2
4

1
3

(c) Twist sequence

Fig. 4. Setup and the test conditions for the first experiment

Figure 4a illustrates the experimental setup. We defined components of exter-
nal forces f = (fx, fy, fz)

T
as two tilt directions x and y, and one twist direction

z. During the experiment, a rod was held by the left hand while wearing the
tactile sensing glove and external force was exerted on the rod by the right hand
instead of contact with environment. First, learning data sets were collected un-
der seven conditions. In one condition, no external force was applied on the rod.
In four of the conditions, the subject grasped the rod while the rod was tilted in
the -x, +x, -y, and +y directions. In the last two conditions, the rod was twisted
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Fig. 5. Results of force component estimation

in the -z and +z directions. Each data set contains tactile sensor frames from
1-second recording, and each data frame v = (v1, . . . , vq)

T
consists of q (=1052)

variables corresponds to normalized values of each sensor element.
Secondly, the linear regression model that converts tactile sensor vector v into

estimated force vector f̂ was obtained as follows. For each condition i, data set
was acquired as Di = {(fi,v1,i) , . . . , (fi,vNi,i)} , where f±x = (±1, 0, 0)

T
, f±y =

(0,±1, 0)
T
, f±z = (0, 0,±1)

T
, f0 = (0, 0, 0)

T
, and total data set was defined

as D = {D+x,D−x,D+y,D−y,D+z,D−z,D0}. Canonical correlation analysis
(CCA) gives following linear transformation: si = AT

(
fi − f̄

)
, ti = BT (vi − v̄),

where A and B are the matrices containing the canonical correlation vectors
that maximize the correlation between s and t. Because s and t are the same in
terms of linear approximation, we now reach a linear regression equation:

f̂ =
(
BA−1

)T
(v − v̄) + f̄ . (2)

Following seven training sets, test data v is collected through the tilt sequence
depicted in Figure 4b and the twist sequence shown in Figure 4c. The sequences
of force components vector f̂ estimated from each test data are shown in Fig-
ure 5a and 5b. From the results of tilt sequence, we can tell that the direction of
force vector is successfully estimated. Also, from the twist sequence results, the
estimated direction of twist force corresponds to exerted twist. Furthermore, we
can say that the change in the pressure distribution by twist is independent to
those by tilt in x and y directions because f̂x and f̂y stay at around zero during
the course of the task sequence.

It came as a surprise to us that we were able to estimate twist information
based on our sensor glove, as our tactile sensors were designed to measure force
exerted in the normal rather than tangential direction. Usually, twist can be
estimated by tangential forces on the surface of the hand. However, in our case,
twist caused independent changes in pressure distribution, allowing us to dis-
criminate twist directions. We believe that this can be explained by either the
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1A 1B
(a) Objects for task 1.

2A 2B
(b) Objects for task 2.

3A 3B
(c) Objects for task 3.

(d) (e)

Fig. 6. Objects used in the second experiment are shown. In each subfigure (a) to (c),
object A is in the left, and object B is in the right. Objects for task 1 are fixed on a
flat surface to avoid being recognized by the difference of movement. Objects for task
3 are combined as shown in (d) and (e) to regularize the height. The diameters of the
objects are between 50 to 60 mm.

deformation of the soft pads on the surface of the hand or by involuntary mod-
ulations of grasp force in order to avoid slippage. The change in tactile sensor
data caused by twist are depicted in Figure 5c.

4.2 Haptic Discrimination Experiment

In order to demonstrate how the glove can capture actions in active sensing, the
second experiment was focused on haptic discrimination. Lederman[10] showed
that humans select optimal exploratory movements according to what they want
to know. With this in mind, we compared glove data measured in discrimination
tasks between different pairs of objects.

Experimental Setup. We designed tactile-sense-dominant tasks using five dif-
ferent objects shown in Figure 6. In each task, two objects, A and B, are used
for two-class discrimination. Task difficulty varied across pairings. Task 3, for
example, is thought to be easier than tasks 1 and 2 because the geometry on
the top of the objects are comparatively more dissimilar. The three tasks were
performed in consecutive blocks, starting with task 1 (20 trials) followed by task
2 (12 trials) and then followed by task 3 (15 trials). In each trial, one object,
either A or B, was presented in random order.

The subject was permitted to touch and see those objects associated with
labels A and B before each task to make himself familiar with the objects. The
object was presented in a fixed location on the table, and was occluded by a
board which stood between the table and the subject, and subject wore earplugs
and headphones emitting white noise to shut audio keys out. After an object was
set on the table, the subject was permitted to touch the object by his gloved hand
until he was able to discriminate it as object A or B. The subject was directed
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1A 1B 2A 2B 3A 3B

Fig. 7. Examples of tactile sensor data measured in haptic exploration are shown. Each
dotted graphics corresponds to the sensor sheets on the palm.

to lift the hand from an object immediately after discrimination. Finally, the
subject answered A or B orally, and the next trial began.

The fingers and the thumb were not permitted to be used because humans
possibly rely on postural information such as joint angle while manipulating
objects with their fingers and thumb in order to recognize them. Moreover,
the subject was directed to explore object’s surface with minimal displacement
of the object. To prevent the fingers from touching the table surface during
discrimination, objects were chosen to have heights of around 3-4 cm. There was
only one, male, right-handed subject (first author). The glove was worn on his
left hand.

Results. Figure 7 shows examples of tactile sensor data and sample frames from
a video footage recorded during exploration. The accuracy of subject’s answer
in tasks 1, 2 and 3 was 100%, 93.3%(=14/15), and 100% respectively.

Due to the physical constraints of the task (no finger use, prohibition of object
movement) the subject was forced to gently push against an object in the most
accessible way, which was from above. In the case of task 1 and 2, where objects
have similar geometry on their top surface, no qualitative difference was noted
between tactile sensor pattern observed between objects A and B. However, in
the data observed from object A of task 3, we observed a consistent torus-shaped
pattern, distinct from that of object B.

Also, based on the video footage, it is found that the subject touched each
object several times until discrimination, changing the position of contact on the
palm. This action was also evident in the time sequence of mean values of tactile
sensor elements: μv. Figure 8a is an example time sequence for over the course of
several trials for object A in task 1. Multiple peaks observed in μv indicate that
the subject touched the object multiple times in each trial. Also, from a gradual
decrease in the number of peaks with increasing trial count shown in Figure 8b,
we can infer that the subject gradually adjusted to the discrimination task along
the course of each block.

For the rest of the analysis, we focused on the the last peak in μv of each trial,
corresponding to the touch right before answering. Assuming that the last touch
contains critical information for decision-making, it is expected that variance of
pressure pattern is smaller than those observed in earlier touches. The variance
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Fig. 8. Multiple times of touch observed in tactile sensory data measured in haptic
discrimination trials

of tactile sensory data during the n-th last touch of each trial with multiple peaks
is shown in Figure 9. With respect to task 2 and 3, only the data during the last
touch is plotted because multiple peaks were observed in less than two trials,
which was too few to calculate variance. Results of task 1, indicated by the blue
line and red line in Figure 9, support our speculation that the tactile sensory
data during the last touch has the smallest variance, supposedly containing the
most critical information for decision-making. Also, we can tell that task 3 gives
notably large variance during the last touch compared to the other tasks. This
corresponds to the speculation that task 3 is easiest among three tasks.

A variance in tactile sensory data is defined as follows to investigate distri-
bution of contact position. First, assuming from hand actions observed during
each touch that the hand changes contact intensity without significantly chang-
ing the position of contact, the tactile sensory data giving the maximum value
in μv is used as the representative sensory data during each touch. To normalize
variation in intensity of contact, the data is divided by its L2 norm. Next, a
pair of tactile sensory data are compared pixel-wise. Consequently, variance sn
is defined by

sn =
∑
i∈In

|v̂i,n −mn|2 /#In, (3)

mn =
∑
i∈In

v̂i,n/#In, (4)

where i is the trial with a certain object of a certain task, In is the collection of
trials i where μv has n-th last peak, v̂i,n is the normalized tactile sensor data at
n-th last peak, and mn is the centroid of v̂i,n.

Finally, in order to visualize to what extent the contact location on the palm
converged during the last touch, the center of pressure (COP) of the data from
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Fig. 9. Variance of tactile sensory data in n-th last touch was plotted to show that the
last touch has smaller variance compared to earlier touches
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Fig. 10. Histograms of COP point in the last touch of each trial are shown. Bin size
of the histogram is 3 mm by 3 mm. The dashed line drawn in the middle of the palm
shows the contour of the area where the center of the object can move while outline
of the object is still fully covered by the palm. The black cell indicates the maximum
value of the histogram, and the white cell indicates zero.

the last touch for each object was plotted (Figure 10). Now, COP is approxi-
mated by

COP =
∑
j

xj ṽj/
∑
j

ṽj , (5)

where xj is the position of the tactile sensor element j on the palm. We can see
from the figure that, in comparison with the area depicted by the dashed contour
(where object’s center can move within the palm), tasks 1 and 2 yielded more
compact COP distributions, whereas task 3 yielded a broader distributions and
therefore a higher relative variance (Figure 9).

Discussion. Difference in exploration strategies can be found by comparing
tactile sensor data during task 3 versus tasks 1 and 2. Both Figure 9 and 10
indicate that the position of the hand relative to object while making decision is
distributed broader in task 3 compared to tasks 1 and 2. This can be explained
by the fact that objects in task 3 can be recognized regardless of the position of
contact on the palm because their geometry on the top surface are very different.
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It is important to note that although the number of peaks in each trial con-
verges to one in every task (Figure 8b), we observed that it was not necessarily
the case that towards the end of the experiment, subjects only needed to touch
the object once. Based on the video footage, we observed that the subject cor-
rected the palm positions based on extremely slight contacts, without activating
any tactile sensor element, even in trials where there was only one recorded peak
in μv. Therefore, as the subject adapted to the discrimination task, he developed
the ability to gain information from contacts that were too weak for the present
design of the tactile sensing glove.

5 Conclusions and Future Work

To study operating principles of human hand dexterity, we developed high-
density tactile sensing glove to measure detailed pressure distribution over the
seamless frontal surface of the human hand, and reported data from two prelim-
inary experiments using the glove.

The results of the first experiment showed that the external force exerted on
the grasped object correlates to the pressure distribution measured by the glove
and that the direction of the external force can also be estimated. Moreover, the
results suggest that not only normal but also the tangential forces correlate to
pressure distributions on the surface of the hand while the hand grips an object
steadily.

In the second experiment, differences in haptic exploratory patterns for dif-
ferent object was successfully observed from the data measured by the glove. We
also found that we need more sensitive tactile sensor to investigate fine sensory-
motor control which allow humans to explore haptic information rapidly, even
when forced to use the palm where sensitivity is relatively low compared to other
parts of the hand such as the finger tips.

As a short-term goal, we will further validate these preliminary findings by
recruiting more subjects. We will also improve tactile sensor elements and other
electronic components to realize more detailed measurement of weak haptic con-
trol. We also plan to analyze manipulative actions involving finger use by inte-
grating motion sensors with the tactile sensing glove.
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Abstract. We propose a thermal display that can present a sudden temperature 
change using spatially divided warm and cold stimuli; the display exploits two 
characteristics of human thermal perception: the spatial resolution of thermal 
sensation is low, and the thermal threshold depends on the adapting temperature. 
Experimental results confirmed that users perceived separate individual thermal 
stimuli as a single stimulus when the thermally stimulated area was small  
because of the low spatial resolution. The spatially distributed warm and cold 
stimuli enabled users to perceive the thermal sensation rapidly even if the cold 
stimulus was suddenly presented after the warm stimulus and vice versa. 
Furthermore, our thermal display successfully made the skin more sensitive to 
both warm and cold stimuli simultaneously by using spatially divided warm and 
cold stimuli, each of which separately adjusts the adapting temperature. 

Keywords: thermal display, thermal perception, spatial stimuli, adapting 
temperature. 

1 Introduction 

Presentation of the thermal sense, by which we perceive an object’s temperature and 
material, has been a great challenge in the development of haptic displays. It has been 
revealed that the thermal sense is one of the important properties in human texture 
perception [1][2]. For example, Shirado and Maeno [2] identified four primary 
properties of haptic perception: roughness, coldness, moistness, and hardness. On the 
basis of these studies, many haptic displays that can present not only mechanical skin 
deformation but also a temperature change in the skin have been developed [3][4]. 

We also aim to develop a thermal display as part of a haptic display, in particular 
the glove-type or grip-type, which are generally used in both research and practical 
applications. To achieve this aim, we consider two main requirements for the thermal 
display. The first is the device size: the thermal display should be small and light 
enough for integration with other haptic displays, i.e., tactile and kinesthetic ones. The 
second is ease of control: the thermal display should present the change in skin 
temperature that occurs when a human touches an object.   

To develop a method that could satisfy these requirements, we focus on the Peltier 
device, in which a heat flux is created between the two sides of the device by applying 
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voltage. It works as either a cooler or a heater depending on the polarity of the 
and the rate of temperature change can be controlled by adjusting the voltage. 
Furthermore, because the Peltier device can be implemented in a relatively small size 
even though it requires equipment for heat radiation, it can be easily mounted in other 
haptic displays. Because of these advantages, many studies have successfully 
represented the thermal sense using a Peltier device [3][4][5][6], and we also adopt it.  

However, the time response of the Peltier device becomes problematic when it is 
mounted on glove-type or grip-type haptic displays. When a human touches an object, 
the temperature of the skin surface changes rapidly at the moment of contact, and the 
human seems to perceive this change and recognize the object’s temperature or 
material [7]. Therefore, the Peltier device must represent such sudden temperature 
changes, but this is difficult to realize, especially when the temperature change 
becomes large, because the human skin is in continuous contact with the surface of 
the display.  

It may be possible to improve the time response by applying high energy to the 
Peltier device using large radiation equipment or by developing a higher-efficiency 
Peltier device. Another approach is to use the characteristics of human thermal 
perception [8]. If the thermal display is effectively designed on the basis of these 
characteristics, its performance could be improved, even though it consists of 
conventional Peltier devices.  

To present a sudden temperature change in glove-type or grip-type haptic displays 
using a Peltier device, we also focus on the characteristics of human thermal 
perception and propose a thermal display using spatially divided warm and cold 
stimuli (Fig. 1).  

 

Fig. 1. Configuration of proposed thermal display 

2 Proposed Thermal Display 

2.1 Spatially Divided Thermal Stimuli 

The configuration of the proposed thermal display is shown in Fig. 1. Peltier devices 
that act as warm or cold stimuli are located alternately on the heat sink. We expect 
this configuration to present a sudden temperature change efficiently because of two 
characteristics of human thermal perception: the spatial resolution is low, and the 
thermal threshold depends on the skin’s adapting temperature. 

2.2 Spatial Resolution 

The spatial resolution of tactile stimulation on the body has been measured in many 
ways, and the results have described a tactile spatial resolution of high accuracy. 
However, the resolution of thermal stimulation is low, mainly because of spatial 
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summation: when humans simultaneously touch two objects of different temperature, 
they perceive a temperature intermediate between those of the two objects [9]. For 
example, it is reportedly difficult to resolve two low-intensity warm stimuli presented 
150 mm apart on the forearm [10]. The ability to localize warm stimuli is better on the 
dorsal surface of the hand, where the resolution is approximately 19 mm [11]. 

Because of this characteristic, we consider that users could not perceive the 
position of the thermal stimuli when their area was smaller than the spatial resolution. 
Therefore, we expect users to feel that the entire surface of the thermal display is 
warm (or cold) even when only the two Peltier devices acting as warm (or cold) 
stimuli are activated. 

2.3 Adapting Temperature 

The thermal threshold, i.e., the ability to perceive variations in temperature, depends 
on many factors such as the rate of temperature change [12][13], the stimulated site 
[14] and area [15] on the body, and the adapting (or baseline) temperature of the skin 
[13]. We focused on the influence of the skin’s adapting temperature. When the skin 
temperature is around 28°C, the thresholds for detecting warm and cold stimuli are 
around 1°C and 0.1°C, respectively. As the skin temperature increases, the warm and 
cold thresholds decrease and increase, becoming 0.2°C and 1.1°C, respectively, when 
the skin temperature reaches around 40°C [13].  

Using this characteristic, Akiyama et al. [8] proposed that a slight increase and 
decrease in the adapting temperature in neighboring skin regions produced by two 
adjacent Peltier devices can be applied to lower the thermal threshold and thus make 
the skin more sensitive to both warm and cold stimuli. We also apply this method in 
order to present a sudden temperature change using spatially distributed thermal 
stimuli. 

2.4 Presentation of Sudden Temperature Change 

Figure 2 shows examples of the representation of temperature changes using the 
proposed thermal display. First, each Peltier device for providing warm and cold 
stimuli increases or decreases its surface temperature, respectively, in order to make 
the skin sensitive to both warm and cold stimuli simultaneously. Because the 
threshold of the thermal sense depends on the rate of temperature change, the user 
cannot perceive these thermal stimuli for controlling the adapting temperature if the 
temperature change is slow enough [16]. Furthermore, the user may perceive the same 
temperature as the initial one because of the effect of spatial summation. 

If a warm stimulus begins (e.g., the user touches a warm object in the virtual 
world), the Peltier devices acting as warm stimuli are activated, and the user rapidly 
feels a warm sensation. Then, when the user subsequently touches a cold object in the 
virtual world, the Peltier elements acting as cold stimuli are activated. Because the 
temperature of the skin in contact with the cold Peltier device maintains the adapting 
temperature even though the warm stimulus is presented, the user can quickly  
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perceive the subsequent cold stimulus. After the cold stimulus stops (e.g., the user 
releases the virtual object), the temperature of the Peltier elements acting as cold 
stimuli returns to the adapting temperature. 

Note that the proposed thermal display does not represent the absolute temperature 
of the skin surface correctly but presents the comparative temperature change. 
Therefore, a model for representing thermal sensation using the proposed display 
should be constructed for practical use. 

 

Fig. 2. Examples of presentation of thermal sense 

Furthermore, we consider that the proposed method could offer not only improved 
temporal response, but also a smaller device. A thermal display using Peltier devices 
requires equipment for radiation, such as a heat sink and fan, on the backside of the 
display surface. To present greater temperature changes, we must use larger radiation 
equipment. However, because the Peltier devices for warm and cold stimuli are 
arranged alternately in the proposed device, we expect that the heat produced by the 
devices could be mutually canceled in the heat sink. In the future, we will investigate 
whether this cross-interaction of heat could improve the radiation efficiency of our 
thermal display. 

3 Experiments 

In this section, we examined the efficiency of the proposed thermal display. First, we 
conducted an experiment on position identification of thermal stimuli in order to 
check whether the user could perceive the position of the stimulus in the proposed 
thermal display (experiment 1). Then, we examined the thermal response time and 
showed that the proposed thermal display can present sudden temperature changes 
(experiment 2). 

3.1 Materials and Methods 

Participants 
Five volunteers (three males and two females, average age 26.6 years) participated in 
experiment 1, and six volunteers (three males and three females, average age 24.5  
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years) participated in experiment 2. One participant was the author, and the others 
were naive to the hypotheses being investigated. Before the experiment, all of them 
were instructed about the experimental procedures.  

The thermal stimuli were presented to a fingertip on the dominant hand because 
most haptic displays present haptic sensations to the fingertip. All participants were 
healthy and right-handed: their average finger temperature was around 33°C in a 
room where the air temperature was maintained at around 24°C.  

Equipment 
Figure 3a shows the thermal display used in the experiments. Four Peltier devices (8.3 
mm × 8.3 mm × 2.4 mm; TEFC1-03112; Nihon Tecmo Co.) were placed on the heat 
sink (30 mm × 30 mm × 20 mm; made from aluminum), and a cooling fan was used 
to improve the devices’ performance. The Peltier devices were attached to the heat 
sink using double-coated heat transfer tape. 

The controller of the Peltier devices consisted of a laptop PC, two microprocessors 
(Arduino UNO; Arduino) and four motor servo driver chips (TA7291P; Toshiba Co.), 
as shown in Fig. 3b. The laptop PC calculated the voltages applied to each Peltier 
element and sent these values to two microprocessors through a serial connection. The 
received voltage was output from two digital‐analog (DA) converting pulse-width 
modulation (PWM) output pins, which were connected to driver chips that were in 
turn connected to the Peltier devices. The power supplies for the motor drivers were 
two DC adapters (5V2A; Akizuki Denshi Tsusho Co.). The voltages applied to the 
Peltier devices were updated at 200 Hz. 

Using this setup, we first examined the relationship between the voltage applied to 
a Peltier element (i.e., the output from motor driver circuit) and the temperature 
changes on the device’s surface. We placed a thermistor (103JT-025, Semitec Co.) on 
the surface of the Peltier element and applied arbitrary voltages to it at an air 
temperature of 24°C. Figure 3c shows the measurement results. The horizontal and 
vertical axes represent the applied voltage and the temperature change during the first 
1 s, respectively. The strengths of the thermal stimuli in the following experiments 
were determined using this relationship.  

 

 

(a)                                 (b)                                              (c) 

Fig. 3. Experimental equipment. (a) Appearance and (b) configuration of thermal display, and (c) 
relationship between voltage and rate of temperature change. 
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Procedures 

Experiment 1 
This experiment examined the accuracy with which the position of thermal stimuli 
applied by the four Peltier devices to the finger pad was identified.  

Each participant placed the tip of the right index finger so that the finger pad 
contacted all four Peltier devices, which were kept at around 33°C (the applied 
voltage was 0.35 V). Participants then pushed the start button for the thermal stimulus 
using the left hand. The thermal stimulus began 1–2 s (randomly selected) after they 
pushed the start button. The maximum duration of the thermal stimulus was 3 s. 
When the participants recognized whether the thermal stimulus was warm or cold, 
they pushed the stop button for the thermal stimuli using the left hand. They stated the 
type of stimulus (warm or cold) and its position. We also recorded the duration of the 
stimulus. After this procedure, the participants rested so that their skin temperature 
returned to its default state. 

Seven spatial patterns of warm and cold stimuli were used (Fig. 4). In one, all the 
Peltier devices provided stimuli, and in each of the others, two provided stimuli, so 
the total number of stimulus patterns was 2 × 7 = 14. Each pattern was presented to 
the participants five times. The order in which the patterns were presented was 
randomly selected. 

The strength of each stimulus (i.e., the voltage applied to the Peltier devices) was 
important in this experiment because the participants might recognize the spatial 
pattern of the stimuli from its strength, especially when the stimulus came from all the 
Peltier devices. Greenspan and Kenshalo [15] described the relationship between the 
thermal threshold and the area of the stimulation: the warm threshold can be halved 
when the area of the warm stimulation doubles, whereas the cold threshold can be 
halved with a four-fold increase in the cold stimulation area. We first determined the 
strength of stimuli from two of the Peltier devices (“Two Peltiers” patterns in Fig. 4) 
as 2°C/s (1.75V and -1.6V for warm and cold stimuli, respectively). Then, we 
conducted pilot experiments and determined the strength of stimuli presented from all 
the Peltier devices (“All Peltiers” pattern in Fig. 4) so that the participants perceived 
the same strength from each experimental pattern. In this case, the voltages of the 
warm and cold stimuli for all the Peltier devices were 1.0 V and -0.95 V, respectively.  

 

 

Fig. 4. Spatial patterns of thermal stimuli 

Experiment 2 
This experiment examined the efficiency of spatially divided thermal stimuli and the 
control of the adapting temperature for presentation of a sudden temperature change. 
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We assumed that a user touched warm and cold (or cold and warm) objects 
consecutively, as shown in Fig. 2, as an example of a sudden temperature change. 

Each participant placed the tip of the right index finger on the thermal display and 
pushed the start button using the left hand. A 5 s pre-stimulus began when they 
pushed the start button in order to increase or decrease the skin temperature, and then 
the main stimulus began. When the participants recognized the temperature change 
caused by the main stimulus, they pushed the stop button using the left hand, and the 
duration of the main stimulus was recorded. The maximum duration of the main 
thermal stimulus was 5 s. Then, participants assigned the perceived strength of the 
stimulus to one of three levels: when they perceived strong simulation, they scored it 
as 3; when it was weak, they scored it as 1. After this procedure, the participants 
rested for 20 s so that their skin temperature returned to its default state. 

The six thermal stimuli used in this experiment (shown in Fig. 5) were classified 
into three groups: I. the stimuli from all of the Peltier devices, II. the stimuli from two 
Peltier devices without adapting stimuli, and III. the stimuli from two Peltier devices 
with adapting stimuli. Groups I and III represent the conventional and proposed 
methods, respectively, and group II was used to examine the effect of controlling the 
adapting temperature. Each group consisted of pre- and main stimuli in order to 
present warm and cold (or cold and warm) stimuli consecutively. No stimulus was 
applied in the last 1s of the pre-stimuli except for the adapting temperature for the 
main stimuli; this represents a situation in which a human disengages a finger from 
one object and then touches a second object. Each pattern was presented to the 
participants five times. The order in which they were presented was selected at 
random. 

The strength of each main stimulus was the same as in experiment 1. The voltages 
for the warm and cold adapting stimuli were 0.65 V and -0.3 V, respectively. In this 
case, the skin temperature increased or decreased around 1.5°C from the normal skin 
temperature in 5 s. After the pre-stimulation, the skin temperature changed by around 
2.0°C and 4.0°C in 4 s when the stimuli were presented from all the Peltier devices 
and from two of them, respectively. These temperature changes were measured in the 
pilot experiment conducted by the authors (finger temperature was 33°C) using the 
thermistor. 

 

 

Fig. 5. Pattern of thermal stimulus in experiment 2 
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3.2 Results 

Experiment 1 
The graphs in Fig. 6 show the position recognition results for warm and cold stimuli. 
The horizontal and vertical axes represent the spatial pattern of the stimulus and the 
average correct answer ratio, respectively. Each dot represents the results for one 
participant; we adopted the average of five experiments for each stimulus pattern. The 
bars and error bars represent the average and standard deviation, respectively, of all 
the participants. Participant K.S. is the author. The correct answer ratio was calculated 
as the average of the ratio at which the participants correctly recognized the existence 
of a stimulus. In this case, because the participants indicated only whether a stimulus 
existed for each Peltier device, the chance level is 0.5. For example, when the 
participants answered that stimuli came from Peltier devices A and C and the stimuli 
actually came from Peltier device A, two of the four devices, A, B, and D, were 
recognized correctly, so the ratio was (1.0+1.0+0.0+1.0)/4 = 0.75.  

The correct answer ratio for all participants is not good (0.4–0.6; around chance 
level) regardless of the spatial pattern of the stimuli. Some participants correctly 
recognized the stimuli positions (0.75–9.0; above chance level) in the case of two 
adjacent stimuli, such as patterns AC and CD. The average recognition times were 
1.99 s, 2.04 s, and 2.28 s for patterns AD, BC, and ABCD, respectively, for both 
warm stimuli, whereas they were 1.58 s, 1.69 s, and 1.42 s for cold stimuli. Using 
two-factor (spatial pattern and warm or cold) ANOVA with only one observation 
(adopting each participant’s averaged time for five experiments), we determined that 
no significant difference was obtained between the various spatial patterns of 
stimulation [F(2, 29) = 0.23, p = 0.80], whereas significant differences appeared in the 
results produced by changes in the type (warm or cold) of stimuli [F(1, 29) = 45.36, p 
< 0.01]. All participants correctly recognized the type of stimulation for both warm 
and cold stimuli regardless of the stimulus pattern. 

   

Fig. 6. Correct answer ratios in experiment 1 

Experiment 2 
The graphs in Figs. 7 and 8 represent the response time and perceived strength, 
respectively, for warm and cold stimuli. The horizontal and vertical axes represent the 
stimulus pattern and the average perceived time or strength, respectively. Each dot 
represents the average results of five experiments for one participant. The bars and 
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error bars represent the average and standard deviation, respectively, of all the 
participants. Participant K.S. is the author. 

The average perceived time for both warm and cold stimuli was shortest for the 
proposed method (warm, 1.7 s; cold, 1.7 s) and longest for the conventional method 
(warm, 2.9 s; cold, 2.5 s). Employing two-factor (stimuli patterns and warm or cold) 
ANOVA with only one observation (adopting each participant’s averaged time for 
five experiments), we determined that significant differences in the results were 
produced by changes in the patterns of the stimuli [F(2, 35) = 11.35, p < 0.01]. In 
particular, the results of multiple comparisons (Ryan’s method) demonstrate that 
significant differences appear between groups I and II [t(35) = 3.72, p < 0.01] and 
again between groups I and III [t(35) = 5.58, p < 0.01] for warm stimuli. For cold 
stimuli, significant differences appear between the groups I and III [t(35) = 3.39,  
p < 0.01].  

Furthermore, the average perceived strength was highest for the proposed method 
for both warm and cold stimuli: 2.7 and 2.2, respectively. Employing two-factor 
(stimuli patterns and warm or cold) ANOVA with only one observation (adopting 
each participant’s averaged strength for five experiments), we determined that 
significant differences in the results were produced by changes in the patterns of the 
stimuli [F(2, 35) = 4.85, p < 0.05]. In particular, the results of multiple comparisons 
(Ryan’s method) demonstrate that significant differences appear between groups of I 
and II [t(35) = 2.82, p < 0.05] and again between groups of I and III [t(35) = 4.03, p < 
0.01] for warm stimuli, whereas no significant differences appeared for cold stimuli. 

    

Fig. 7. Perceived time of warm (left) and cold (right) stimuli in experiment 2 

   

Fig. 8. Perceived strength of warm (left) and cold (right) stimuli in experiment 2 
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3.3 Discussion 

The results of experiment 1 indicated that the participants could not correctly 
recognize the position of thermal stimuli on the fingertip. Some participants 
recognized the position correctly, but only when the stimuli were presented from 
adjacent Peltier devices. Therefore, we consider that users of the proposed thermal 
display could not recognize the position of each warm and cold stimulus because they 
are located alternately.   

According to the results of experiment 2, the participants’ perceptions of the three 
groups of stimuli were the most rapid and the strongest when the proposed method 
was used, although the strengths of the stimuli were almost same: the averaged 
recognition times for each stimulus were almost the same in experiment1. The result 
that the averaged perceived time of the cold stimulus is shorter than that of the warm 
stimulus corresponds to the results of conventional studies [12][13][14][15]: humans 
are more sensitive to cold stimuli. Although no significant differences appear between 
groups II and III, the averaged perceived time and strength for group III are better 
than those for group II. Therefore, we consider that controlling the adapting 
temperature is also important for the proposed thermal stimuli. Furthermore, we 
expect that a greater change in the adapting skin temperature would improve the 
perceived time and strength for group III. From these results, we concluded that the 
proposed thermal display, which consists of spatially divided warm and cold stimuli 
and controls the adapting temperature, can present a sudden temperature change at the 
fingertip better than a conventional display. We plan to expand the proposed method 
beyond the fingertip to the palm or other parts of the body. 

 Unfortunately, the proposed method did not work effectively for some 
participants, especially when a cold stimulus was applied. Since humans are more 
sensitive to cold stimuli, it is a possible that the difference between stimuli patterns 
became small for a cold stimulus. Furthermore, we attribute this result to differences 
in the initial skin temperature: if the initial temperature is high, it becomes difficult to 
decrease the temperature enough to make the skin sensitive to cold stimuli. We expect 
the proposed method to become more effective when the thermal display measures 
the skin temperature in real time and controls the adapting temperature more 
precisely.  

Interestingly, the participants perceived the stimuli more strongly with the adapting 
temperature than without it. Of course, the temperature of the skin that is in contact 
with the Peltier devices for warm or cold stimuli was the warmest or coldest, 
respectively, when the stimuli pattern was in group III. However, according to 
conventional studies of spatial summation, the adapting stimuli appear to weaken the 
perceived strength of the main stimuli. In the future, we will examine the perceived 
thermal strength presented by the proposed thermal display in more detail. 

4 Conclusion 

In this paper, we proposed a thermal display that can present a sudden temperature 
change using spatially divided warm and cold stimuli for implementation in a glove- or 
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grip-type haptic display. The display is based on two characteristics of human thermal 
perception: the spatial resolution of thermal sensation is low, and the thermal threshold 
depends on the adapting temperature. We experimentally confirmed the effectiveness 
of our thermal display. The participants perceived separate thermal stimuli as a single 
stimulus when the thermally stimulated area was small. The spatially distributed warm 
and cold stimuli enabled the participants to perceive the thermal sensation rapidly even 
when the cold stimulus was presented suddenly after the warm stimulus and vice versa. 

This study evaluated mainly the perceived duration of a temperature change at the 
fingertip, but for practical use, we have to evaluate the perceived strength of the 
thermal stimulation. It is also desirable to evaluate the proposed display on other parts 
of the body, such as the palm, so it can be implemented in smart phones or game 
controllers. 
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Abstract. In this paper we present a traffic control scheme for server to
client communication in distributed haptic virtual environments (VE).
We adopt a client-server architecture where the server manages the state
consistency of the distributed VE, while haptic feedback is computed
locally at each client. The update rate of network traffic from the server
to the client is dynamically adapted by exploiting characteristics and
limitations of human haptic perception. With this, an excellent trade-
off between network communication efficiency and perceptually robust
rendering of haptic feedback is achieved. Subjective tests with two users
collaboratively manipulating a common object show a packet rate reduc-
tion of up to 99% from the server to the clients without deteriorating
haptic feedback quality.

Keywords: Weber’s law, perceptual coding, distributed haptics.

1 Introduction

Incorporating the haptic modality into human-machine or human-human inter-
action mediated by technical systems is a growing research field. It has been
shown repeatedly that haptic feedback improves both task performance and the
sense of immersion into virtual or remote environments [1]. In shared appli-
cations, where several users can collaboratively work together, the addition of
the haptic modality to the audio-visual modalities also improves the sense of
togetherness and leads to better task performance [2]. Existing communication
infrastructures like the Internet make haptic exploration of distant real or virtual
environments feasible.

Shared haptic virtual environments (SHVEs) can be used for virtual pro-
totyping, assembly simulations, teaching/training applications as well as net-
worked multiplayer games with haptic feedback. All these applications struggle
with strong demands on the communication network due to haptic transparency
and stability reasons, like standard telepresence and teleaction (TPTA) systems
do [3]. The high temporal resolution of the human haptic perception system
requires a high stimulus refresh rate of 1kHz. Thus 1000 packets/second are
transmitted between the server and clients in both directions. To address these
issues in TPTA systems, perceptual haptic data reduction schemes have been
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c© Springer-Verlag Berlin Heidelberg 2012



470 C. Schuwerk, R. Chaudhari, and E. Steinbach

Server

User 1

User 2

User 3

Network

HIP position

haptics, video, audio

Centralized force rendering
at the server.

Consistency Server

User 1

User 2

User 3

All clients have a copy of 
the virtual environment:
Local force rendering

Network

HIP position

Virtual object state
(position, rotation, velocity)

Fig. 1. Architectures for SHVEs: standard force architecture with centralized force ren-
dering (left-hand side), distributed haptic virtual environment with consistency server
(right-hand side) (note: haptic interface point is represented as HIP)

introduced [3]. They successfully achieve up to 95% reduction in packet rates,
while keeping the distortion introduced into the haptic feedback below human
perception thresholds.

A number of network architectures can be conceived for building SHVEs.
The goal of such architectures is to support stable and perceptually transparent
visual-haptic collaboration between a large number of users, while consuming as
less network resources as possible. The most straightforward one is the client-
server architecture, where each user sends the current position of his haptic
device to the server, as depicted in Figure 1 left-hand side. Based upon these
incoming position data, reaction forces are calculated at the server individually
for each client and sent back. The haptic feedback is accompanied by video and
audio feedback to facilitate a convincing presentation of the shared scene at the
client side. Thus, this architecture extends the common TPTA scenario to a mul-
tiuser application. The primary drawback of this architecture is that the server
becomes a bottleneck as the number of users logging in to the shared virtual
environment increases. Moreover, the communication network closes a global
control loop between the humans and the remote virtual entity being controlled.
The stability of this control loop necessitates low-delay communication of haptic
data packets, when operating over packet-switched networks like the Internet.
In the remainder, we name this architecture as the Standard Force Architecture
(SFA).

A useful modification of this approach is to have local copies of the entire
virtual environment (VE) at each client, so that forces can be rendered locally
based on the current VE state. Such an architecture constitutes a so-called Dis-
tributed Haptic Virtual Environment (DHVE). Here, the state of the VE needs to
be kept consistent across all clients in the system for smooth and natural client-
to-client interactions. This task is handled by a consistency server (see Figure 1
right-hand side), where a centralized physics engine updates the movement of
objects. Now, instead of sending forces from the server to the client, the state
of the virtual objects in the VE is sent. The advantage of this approach, com-
pared to the SFA, is that the haptic control loop is now closed locally and force



Traffic Control in Distributed Haptic Virtual Environments 471

feedback can be calculated directly at the client side. This benefit comes at the
cost of increased effort for maintaining a consistent state of the VE across all
clients. In [4] Lee and Kim show that such an architecture is stable, regardless of
the delay in the communication channel, but not transparent. Transparency de-
pends on the round trip delay and physical properties of the virtual environment,
like object mass, stiffness and friction coefficients.

Adopting such a distributed architecture for our work, we will study the reduc-
tion of the packet rate from the consistency server to the client while maintaining
haptic transparency for the user. A reduced packet update rate from the server to
the clients leads, however, to deviations of the state of the VE among the clients.
These deviations may lead to perceivable artifacts in the force feedback displayed
to the user, when the VE state is updated suddenly. In order to ascertain that
the distortion introduced in the haptic feedback remains below the human hap-
tic perceptual thresholds, we propose a method to adaptively downsample the
update rate based on the limitations of human haptic perception. We neglect
communication delay in this work, as delay leads to unavoidable inconsistencies
in the VE states across the network and this is the topic of other related work,
which will be reviewed in the next section. We also adopt the above explained
Standard Force Architecture as a reference, to which the DHVE architecture will
be compared.

The remainder of this paper is structured as follows. In Section 2 we review
related work in the area of distributed haptic environments. In Section 3 we
shortly explain Weber’s Law and its use for perceptual packet rate reduction in
teleoperation systems. In the following Section 4 we explain our proposed packet
rate reduction scheme. Performance evaluation of the proposed architecture and
corresponding subjective tests are described in detail in Section 5 and the results
are presented in Section 6. Finally, in Section 7 we summarize our results and
conclude our work with a discussion of the limitations and how they can be
addressed in future work.

2 Related Work

One of the first experiments exploring the role of touch in shared virtual environ-
ments was conducted by Basdogan et al. in 1998. Their subjective experiment
involved two humans collaborating in different applications, e.g., in the ring on
a wire game. Performance was measured objectively and the user was asked sev-
eral questions after each experiment in order to measure their subjective sense
of togetherness. The presented results in [2] and [5] clearly show that haptic
feedback, in extent to visual feedback, improves task performance and increases
the sense of togetherness between the collaborators.

These results motivated more research on haptic feedback in shared and
distributed virtual environments. Hikichi et al. presented a new distributed
client-server architecture for shared virtual environments in 2001 [6], where force
rendering was moved from the server to the client. Here, the server-to-client
packet rate is controlled according to the network state to prevent congestion.
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Thus, the packet rate might drop below the usual haptic update rate. At the
clients, prediction and interpolation techniques are used to supplement missing
VE state update information. Additionally, Differential Pulse Code Modulation
(DPCM) is used to decrease the bitrate on the communication channel. The
evaluation of the system showed improved performance and higher subjective
ratings in presence of network delay compared to the traditional client-server
architecture, where position information is transmitted on the forward and force
samples on the reverse channel. This gain can be explained with the shift of the
haptic rendering from the server to the client and the opening of the formerly
closed global control loop between the user and the remote VE. Within such a
framework, delay leads to inconsistency in the VE state instead of destabilizing
the overall system. Contrary to this approach, we are adapting the transmission
rate of the VE state updates on the reverse channel according to the current
activity of the human and its perception of force.

The forward channel is studied by Ishibashi et al. in [7] where they control the
packet transmission rate from the clients to the server according to the network
load, by simply adapting the rate to the current average network delay. Please
note that we leave the packet rate on the forward channel untouched and are
only studying the return path from the server to the clients in this paper. Of
course, we plan to take both channels into account in future work.

Another network adaptive transport scheme for DHVEs is presented by Lee
et al. in [8]. Each haptic media unit (MU) is categorized into three different pri-
orities, whereby the lowest priority MU can be skipped and the highest priority
one has to be transmitted reliably, by sending redundant packets. At the server
and the client, a dead reckoning scheme is used for predicting the movement
of objects. Based on the quality of the object position prediction, the sender
sets the priority of each MU. Additionally, haptic MUs are aggregated into sin-
gle packets according to the current network state and the priority level. Every
client has its own physics engine which updates the object’s position locally. In
contrast, in our case, only the server runs a physics engine, assuring global state
consistency between the VEs. The system shows improved performance and re-
duced transmission rate over networks with transmission delay and jitter. The
prioritization of packets in [8] is based only on position, whereas our introduced
scheme takes resulting forces into account. As the user will feel force changes
rather than position changes, we claim that our approach is more general, as
position changes as well as physical properties of the virtual environment are
subsumed into the force computation and rendering process.

3 Haptic Data Reduction

Transmitting haptic signals over packet-switched networks is characterized by
strict delay constraints as well as high packet rates. Previous work has shown
that these challenges can be successfully addressed by the so-called perceptual
deadband approach [3]. It allows us to significantly reduce the amount of haptic
data as well as the network packet rate without impairing the system’s quality
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Fig. 2. Principle of perceptual deadband-based data reduction (adopted from [3])

as shown by human user studies [3]. These data reduction algorithms are based
on Weber’s law of Just Noticeable Differences (JNDs):

ΔI

I
= k or ΔI = k · I, (1)

where I is the initial stimulus and ΔI is the so-called Difference Threshold
(or the JND). It describes the smallest amount of change of stimulus I which
can be detected as often as it cannot be. The constant k (called the deadband
parameter k from now on) describes the linear relationship between ΔI and the
initial stimulus I.

Based on Weber’s Law, perceptually insignificant changes in the force feed-
back data stream are deemed undetectable and corresponding haptic samples
can be dropped. Thus, only if the difference between the most recently sent
sample and the current value exceeds human perception thresholds (grey areas
in Figure 2), defined by the deadband parameter k, a new signal update is trig-
gered (black dots in Figure 2). This new sample also redefines the deadband
width. At the receiver, a simple zero-order hold strategy or a linear extrapolator
allows for upsampling the irregularly received signal updates to a constant and
high sampling rate required for the local control loops.

4 Traffic Control for Server-to-Client Updates

In this section, we propose a perceptually motivated traffic control scheme for
the server-to-client communication in a DHVE. Each client sends the current
position of his haptic device (also called haptic interface point (HIP)) to the
server. As we only focus on the return channel, we keep the rate on the forward
channel at 1 kHz which corresponds to the rate of the local haptic loops at
the clients. The server receives the current position of all clients and calculates
the resultant updates of the virtual environment based on its physics engine.
This update information is then sent back to the clients whenever it is deemed
relevant for the client’s perception of the VE. More specifically, position, rotation
and velocity of each object, as well as the current HIP position of every client
is transmitted to all clients. Every client in turn updates its own local copy
of the virtual environment. In between the updates, the clients extrapolate the
objects’ movements linearly by using the received velocity. This also means that
an object at the client is not movable if its current velocity is zero and the client
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does not receive any updates from the server, although the user feels a resistive
force when pushing against the object due to local force rendering.

Nevertheless, the object’s position and rotation might change drastically due
to a received status update. This change can be felt as an abrupt force change.
The magnitude of this change is influenced by several factors. Firstly, the most
important factor is the discrepancy between the current client’s object state and
the newly received state update. This difference is influenced by the time between
two update packets and the object’s velocity. In [8], this position change at the
client side is the basis for deciding if a packet should be sent or not. However,
besides position/rotation change, other factors such as stiffness of the object,
penetration depth into the object, friction, etc. also influence force computation
and hence force perception. Hence, we base our decision - whether to transmit
a packet or not - on the perceptibility of the resultant force change:

if : |festimated − factual| ≥ k · |factual|, then : send update (2)

The perceptibility of the force change is determined based on the Weber’s law
and the deadband approach explained in Section 3. This is done at the server
by calculating the current virtual object status at the clients by performing
the same extrapolation mechanism as each client does, based on the last sent
update packet. Taking the current HIP position of the client, the current globally
valid object’s state at the server, the estimated object state at the client and
mechanical properties of the VE into account, the force that the user is currently
feeling is estimated (festimated). The actual force the user should feel (factual)
and festimated are compared using the perceptual deadband approach and a new
VE update is triggered when the inequality in (2) holds. Thus, the packet rate
from the server to the client is adapted to the user’s action, as well as to all
parameters that influence force rendering and the human force perception. This
distinguishes our approach from the ones adopting uniform downsampling or
rate adaptation based solely on position differences.

5 Psychophysical Evaluation

To evaluate the performance of the data reduction scheme described in Section 4,
psychophysical experiments were conducted.

5.1 Task Description

We design our evaluation methodology around a pursuit tracking task, wherein
two users collaboratively push/pull a virtual cube tracking the movements of a
reference cube as closely as possible. The mass of the cube is set such that a single
user cannot perform the task alone, and collaboration is necessary. This choice of
task is motivated by the bidirectional nature of haptics, which may lead to widely
varying haptic interactions across subjects, and thus to widely varying subjective
experiences and average packet rates. With two humans involved, this issue is
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Fig. 3. The dynamic virtual environment used for the pursuit tracking task

compounded further. The specified reference signal, namely the position of the
reference cube as a function of time, helps to reduce the variability between
different experiment runs and establish a common basis for evaluation across
subjects [9]. Additionally, one of the two humans involved in the task is the
same throughout the whole experiment.

The pursuit tracking task consists of a 1-DoF dynamic virtual environment
(refer to Figure 3). In this VE, the “reference” cube is to be pursued as closely
as possible with the “pursuit” cube. The reference cube serves only as a visual
reference, and cannot be haptically touched. The subjects can, on the other hand,
haptically interact with the pursuit cube and push or pull it. The pulling user is
attached to the pursuit cube with a virtual “pull” spring. Contact between the
user and the cube is lost if the spring force exceeds 2 Newtons. This is done to
ensure that a single user alone is not capable of executing the task successfully.
The reference cube moves from right to left and back to the start position twice
during a single run and its velocity is controlled to have a sinusoidal profile.

5.2 Subjects

In total, 14 subjects participated in the evaluation, 1 of them female and 13 male.
The participants’ age was in the range of 25-43 with a mean of 29 years. Two of
them were left-handed, the others right-handed. Four of them were researchers
working in the area of haptic data compression and daily users of desktop haptic
devices. The remaining subjects have frequently participated in subjective tests
for evaluation of haptic compression schemes in the past and were therefore
familiar with haptic devices. Nevertheless, before the actual experiment, they
were trained to ensure they were at par with the more experienced participants
for the given task.

5.3 Experimental Setup

The experiment consists of two sub-experiments:

1. Sub-experiment 1: Standard Force Architecture as explained in Section 1.
The physics engine and force rendering is centralized, force values as well as
a video representation of the VE are sent to the clients. To reduce the haptic
packet transmission on the return channel, deadband coding in combination
with a first-order linear predictor [3] is applied for each client.
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2. Sub-experiment 2: Distributed haptic virtual environments as explained in
Section 1. On the reverse channel from the server to the clients, the traffic
control scheme introduced in Section 4 is applied and the virtual objects’
state is transmitted instead of force values whenever the criterion in Eq. (2)
is fulfilled. Thus, forces are rendered locally but the physics engine remains
centralized to ensure a globally consistent VE state.

We consider only the haptic transmission rates in these experiments, neglecting
the rate needed for transmitting the video stream in sub-experiment 1. In both
sub-experiments there is no packet rate reduction scheme applied on the forward
channel, thus current position signals are transmitted to the server at the rate
of 1 kHz.

Each sub-experiment had 10 runs, within which the deadband parameter k is
varied between 0% and 50% to find a setting where the packet rate is maximally
reduced while maintaining satisfactory force feedback to the user. The order
of sub-experiments changed randomly from one subject to another, along with
the order of the parameter values within each sub-experiment. This was done
to prevent prediction of trends by the subjects and to avoid any systematic
manifestation of fatigue in the results of the evaluation. The seating posture
and hand-device configuration was standardized across subjects. In order to
prevent distractions due to noise emanating from the haptic device, subjects wore
headphones playing music. In addition, distractions due to visual observation of
the haptic device were avoided by blocking the view to the haptic device with a
cardboard. The PHANTOM Omni haptic device (Sensable Technologies Corp.,
Woburn, MA) was used for the experiments.

5.4 Experiment

To eliminate individual differences related to experience with the experimental
setup, or differences in understanding the instructions, a training session was
conducted at the beginning of the experiment. Herein, the task to be performed
was explained to the subjects and they had the chance to get familiar with
the task execution, the experimental setting and the parameter variations. We
used a within-subject experimental design, with all participants executing the
same haptic task under the same parameter settings. The range of the deadband
parameter k for both sub-experiments was determined in pilot tests.

At the beginning of every sub-experiment, the psychological scale of the sub-
jects was calibrated according to Table 1. Two reference stimuli for the specific
sub-experiment, corresponding to the ratings of 100 and 0 were displayed to the
user. The stimulus corresponding to the rating of 100 was the best (most “natu-
ral” haptic interaction, with no distortion artifacts due to data reduction) that
the system could offer (no packet rate reduction). The one corresponding to the
rating of 0 was the worst (deviating most from the “natural” haptic interaction,
high downsampling of update packets), while still allowing successful task com-
pletion. After the completion of every run, subjects were asked to rate the haptic
perception in comparison to the reference stimuli on the scale shown in Table 1.
Note that intermediate ratings between the ones indicated where also allowed.
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Table 1. Used rating scheme

Description Rating

no difference 100
perceptible difference, but not disturbing 75
slightly disturbing difference 50
disturbing difference 25
strongly disturbing difference 0

6 Results

The results of the subjective evaluation in both sub-experiments for the whole
deadband parameter range and the resulting mean packet rate from the server
to the clients are shown in Figure 4. According to the rating scale in Table 1, the
threshold denoting the quality degradation that is not disturbing is illustrated
with the horizontal line at a rating of 75. For the SFA with deadband-based
data reduction (sub-experiment 1), we can find the corresponding deadband pa-
rameter k to be around 8%, leading to a mean overall packet rate of 70 packets
per second from the server to the two clients (left-hand side of Fig. 4). For
the proposed approach (sub-experiment 2), these numbers change to k = 14%
and 10 packets per second (right-hand side of Fig. 4). This corresponds to a
packet rate reduction by a factor of 14 for sub-experiment 1 and 100 for sub-
experiment 2, respectively, when compared to the packet rate (1 kHz) for the
case of no compression. The distributed architecture has the advantage that a
single globally valid state of the VE is transmitted to all clients, rather than
individual force values for every client, calculated centrally at the server. Thus,
multicasting can be used for updating the connected clients’ VE states, reducing
load at the server’s network interface. On the contrary, in the Standard Force
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Fig. 4. Average ratings as a function of the deadband parameter k, their standard
deviations plotted as error bars and the corresponding packet rates.
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Fig. 5. Resulting packet rates per client and user ratings in the two sub-experiments

Architecture an individual packet is sent to each client, leading to an approxi-
mately linearly growing packet rate with the number of connected clients.

Statistical analysis was conducted to investigate the influence of the communi-
cation architecture (sub-experiment 1 or sub-experiment 2) on the user’s ratings.
Due to the small sample size, a normal distribution could not be assumed [10].
Thus, Friedman’s Test was used, which shows a statistically significant difference
between the ratings for the two architectures (χ2(1) = 9.85, p = .0017).

In Figure 5, the resulting average packet rate to a single client for the different
deadband parameters k (0 to 50%) and the corresponding subjective ratings are
shown on a semi-logarithmic scale. The desired operating point should lie as far
up (high subjective rating) and as much towards the left as possible (low average
packet rate). Please note that, contrary to Figure 4, the average packet rate per
client is shown. In this case the comparison of the two approaches is fairer, as
the packet rate will not increase with the number of connected clients in the
distributed architecture due to multicasting. The onset of disturbing degrada-
tion is felt at an average packet rate of around 10 packets per second for the
distributed architecture, while it was felt at an average rate of 35 packets for the
standard approach (half of the overall packet rate in Figure 4). This gain can
be explained as follows. When a user gets in contact with a rigid object, high
frequently transient forces lead to a large number of triggered force updates
in the Standard Force Architecture [11]. On the other hand, since the object’s
position/velocity is not changing significantly at first due to small penetration
depth during the contact event, thus no update packets have to be sent in the
distributed architecture.

A further illustration of the adaptation to mechanical properties of the virtual
environment and the users’ action is shown in Figure 6. Rigid objects in virtual
environments are commonly modeled with high stiffness values to ensure realistic
force feedback to humans, when touching the object [12]. With lower stiffness
values the user can penetrate deeper into the object, leading to the impression
of a soft rather than a rigid object. But for example when modeling a virtual
spring, as we do in our experiment, lower stiffness values are an explicitly desired
specification. The stiffness property is an important factor when rendering forces
and thus also heavily influences the user’s perception. In Figure 6, the packet
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Fig. 6. Packet rates during pushing and pulling within one single run. Different stiffness
values are implemented for the object stiffness (pushing) and the virtual “pull” spring
(pulling) and the packet rate is adapted accordingly.

rate during a single run with only one user involved for a deadband parameter
k = 15% in the distributed architecture is shown. It can be clearly seen how the
packet rate is adapted in each of the four phases to the virtual environment’s
specifications and the current user’s action. While pulling the cube, the packet
rate is smaller as a virtual spring with a lower stiffness value, compared to the
object’s stiffness, is modeled and thus larger position errors of the object’s state
at the client are allowed by the server’s traffic control scheme, because they lead
to smaller force changes.

7 Conclusions and Future Work

This work introduces a perceptually robust traffic control scheme for server to
client communication in distributed haptic virtual environments. The proposed
approach shows good packet rate reduction performance. For the collaborative
push/pull task, an average of only around 10 packets per second have to be
sent to the clients to achieve satisfactory haptic feedback. In comparison, for a
standard client server architecture with centralized force rendering, an average
of 35 packets per second per client are needed. Packet rate control is based
on end-user force perception, which subsumes changes in all factors that affect
force computation. This guarantees that perceptual requirements (reflected by
subjective ratings) will never be violated, unlike state-of-the-art approaches.

In the future, we plan to investigate the influence of communication delay on
the transparency of the overall system as well as the integration of packet rate
reduction schemes on the forward channel to the server. They are important, as in
both architectures investigated in this paper, the server becomes a bottleneck as
more clients simultaneously collaborate in the virtual environment and everyone
sends his current HIP position at a very high packet rate. Furthermore, we
will conceive a more general multiple DoF task, where multiple users can freely
interact with each other.
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Abstract. This paper presents a novel ungrounded force feedback device which 
is capable of making the user confuse as if a pulling force is displayed by 
utilizing non-linear characteristics of human perception. The force feedback 
device is mainly composed of a spring-mass system and a voice coil motor. By 
hitting a weight against a wall periodically, the device generates a vibration 
impact to the user. The device is 140 x 41.5 x 41.5 mm3 with total mass of  
230 g. A  sensitivity of the pulling force perception are evaluated and presented 
in this paper. 

Keywords: Ungrounded feedback device, Pulling force, Impulsive force, 
Spring-mass system, Sympathetic vibration. 

1 Introduction 

A force feedback device, which is a next generation human-machine interface capable 
of presenting a reaction force between human and virtual object, is expected to be 
applied to a variety of systems. The typical applications for the force feedback device 
are tele-operation and navigation systems. In case of tele-operation, by using a force 
feedback device, kinesthetic sensations can be displayed to an operator. Presenting 
deep sensory information together with audio-visual information enables an operator 
to get a natural feeling as if he/she is actually working on site. Particularly, in extreme 
conditions such as space, deep ocean level, nuclear power plant etc., tele-operation is 
rather necessary. For this reason, practical force feedback devices are required in 
order to improve a work efficiency.    

In a navigation system on the other hand, a force feedback device capable of displaying 
deep sensory information enables a user to intuitively identify the directions to go. As 
smart phones get huge interests around the world, many people become possible to find 
the way he/she should take to get a destination even in foreign countries. This is a kind of 
personal navigation system. Traditionally, a navigation system provides users with 
guidance information through auditory and visual information. However, a navigation 
using only these two sensory channels poses two problems. First, since users have to focus 
their hearing and visual attention to the navigation, they usually have to stop walking in 
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order to follow the guidance provided. Secondly, using these two information can lead a 
misinterpretation of information because the system is not intuitive. In contrast, navigation 
using deep sensory information can provide a safe and intuitive guidance, since deep 
sensory information is displayed directly to the body without distracting other sensory 
channels. Therefore, users can focus their sight and hearing to their surroundings. In 
particular, if the deep sensory information is displayed as a pulling force, it is possible to 
offer more natural navigation to a user, because the force reminds the user of the direction 
to destination. 

By using force feedback devices in the applications mentioned above, new value 
can be added to the traditional interface. However, most of force feedback displays 
such as PHANToM [1] and SPIDER [2] are all fixed to table/floor, i.e., grounded. 
Therefore, their application areas are limited, because they are bounded to their 
operating space ranges. For this reason, it has been impossible to apply the grounded 
force feedback devices to, for example, navigation system. Although some 
ungrounded force feedback devices which utilize the gyro effect [3] and the variation 
of angular momentum [4] have been proposed for mobile use, these devices can 
display only a short-time torque. Hence, development of an ungrounded force 
feedback device which can continuously display pulling force is required in order to 
expand the application area of force feedback devices. 

Ungrounded devices, which are able to display the pulling force by utilizing non-
linear characteristics of human perception, have been developed [5-6]. One is a 
device which uses a slider-crank mechanism to create asymmetric acceleration of a 
weight [5]. The other is a device which uses a rotating link mechanism to generate 
periodical impulsive force by hitting a weight against a wall [6]. However, these 
devices generate unnecessary fluctuations of displayed force in the direction 
perpendicular to the direction of pulling force displayed, and they produce an adverse 
effect on perception of the force. In addition, it is difficult to reduce the size and 
weight of the devices, because they use two symmetric devices in parallel in order to 
compensate the fluctuations.  

Hence, in this study, we propose a novel ungrounded pulling force feedback device 
using periodical vibration-impact. The device may not generate any fluctuations of 
displayed force, which are observed in the previously developed devices.  
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The peak of thrust force in direction of x-axis 

Fig. 1. Conceptual diagram of thrust force wave 
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Furthermore, the sensitivity of the pulling force perception with the developed device 
is evaluated. 

2 Proposed Method 

It is possible to make humans confuse as if the pulling force is displayed by 
utilizing non-linear characteristics of human perception [7-9]. Namely, as shown in 
Fig. 1, if periodically steep inertial forces are displayed to a user in a single direction, 
it is possible for the user to feel like being pulled in the direction. In order to generate 
such a periodical force, we propose a pulling force feedback device as shown in Fig. 
2. The force feedback device is mainly composed of a voice coil motor (VCM) and a 
spring-mass system. Natural vibration of the spring-mass system is generated by the 
VCM. Then the weight is hit against a wall with equal intervals in order to display a 
precipitous thrust force to the user. The reason why we use the natural vibration is to 
efficiently obtain motional energy. 

Since the motion of the system is in a single dimension, the device may not 
generate any fluctuations in other direction. Therefore, it is expected that this device 
is able to display more accurate pulling force than the pulling force feedback devices 
previously developed [5-6]. In addition, it may be possible to make the device smaller 
and lighter than the previous devices because the proposed device has much simpler 
configuration than the others. 

3 Development of Pulling Force Feedback Device 

3.1 Spring-Mass System 

According to the data reported by Amemiya et. al., the human perception sensitivity 
against the periodical pulling force becomes highest when frequency of the force is 10 
Hz [7]. Therefore, we decide to make the spring-mass vibrate with 10 Hz using the 
VCM (Akrbis, AVM20-10-C6.3) which generates 2 N per ampere. The proposed 
spring-mass system consists of a weight, a spring, a linear guide rail, and the VCM. 

Fig. 3. Spring-mass system 

Acrylic units Linear guide rail 

Weight Spring VCM 
Weight Voice coil motor 

Spring Linear guide rail 

Fig. 2. Conceptual diagram of proposed device 
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Fig. 3 shows the developed spring-mass system. The weight is made of brass, because 
the density is relatively large compared with other metal material. Moreover, it has a 
square section in order to have a larger surface area compared with a circular column, 
resulting in making the net force larger. Considering the input current to the VCM and 
the total weight of the device, the volume is determined to be 22 x 16 x 16 mm3. Then 
the mass of the weight is 49.2 g. In order to limit the motion of the weight in a single 
direction, it is set on the linear guide rail (DryLin, NS-01-17) which is composed of a 
rail with 15 g and a carriage with 1.7 g. In addition, there is an acrylic unit which is in 
contact with the weight in order to connect the weight and the spring. The carriage, 
the acrylic unit and the weight move together, and their mass m is 51.5 g in total. 

With regard to the weight, we determine the spring constant k of the spring to 
generate natural vibration of the spring-mass system with 10 Hz. Fig. 4 shows the 
model of the system. As shown in the figure, the system has two-degree-of-freedom 
of motion, because the movable part of VCM is not mechanically fixed. Therefore, 
the motion of the system is represented by the following equation of motion.  
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By solving this equation, we calculate amplitude of the weight A and that of the 
movable part of VCM B, and optimize k in order to maximize an amplitude ratio A/B 
with 10 Hz force input by the VCM.  

First, in order to estimate the damping constant c of the system, we produced a 
spring-mass system by using a spring of k = 216 N/m, which is determined by a 
simple vibration theory without damping, and measured the amplitudes of the weight 
and the movable part of VCM. Then, we compared the measured result with a 
numerical analysis result, and estimated a value of c. As shown in Fig. 5, they become 
close when the value of c is 2.05 Ns/m. Finally, we calculated an optimum value of k 
by using the estimated damping constant c in order to maximize the amplitude ratio 
with 10 Hz. As shown in Fig. 6, A/B reaches its peak at k = 268 N/m. Therefore, we 
decide to use the spring with spring constant k of 265 N/m.  

 

Fig. 6. Relation elastic coefficient and fraction of the amplitud（c = 2.05 Ns/m 
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3.2 Pulling Force Feedback Device 

Fig. 7 shows the pulling force feedback device we developed. As can be seen, the 
device is composed of the spring-mass system designed in Section 3.2, an acrylic 
outer frame, an acrylic wall, an urethane foam, and a high shock absorption urethane 
buffer. The direction in which the pulling force is displayed is the positive direction of 
the x-axis. We define the maximum thrust force generated in the positive x-direction 
as Fa, the maximum thrust force generated in the negative x-direction as Fb, and the 
thrust force rate as Fa/Fb. Moreover, we define the collision time of the weight against 
the wall as Δt. The developed device could adjust Fa/Fb and Δt by changing the 
thickness of the urethane foams. 

The acrylic wall is able to move and could be fixed in any position along the x-
axis. Namely, it is possible to adjust the position of the collision surface in order to 
make Fa/Fb maximum. Moreover, the urethane foam is set on the surface of the 
acrylic wall, indicated in Fig. 7 as (i), and its thickness d could be adjusted to change 
the collision time Δt. In this study, we prepare five urethane foams whose thicknesses 
are d = 2 mm, 4 mm, 6 mm, 8 mm, and 10 mm. The collision time Δt may increase 
when the urethane foam become thicker. In addition, we could also increase the thrust 
force ratio Fa/Fb by setting the high shock absorption urethane buffer between the 
VCM and the outer frame, indicated in Fig. 7 as (ii). The device is 140 x 41.5 x 41.5 
mm3, and the total mass without the urethane foam and the buffer is 230 g. 

3.3 Collision Experiment 

The thrust forces generated by the device were measured using a load cell. Fig. 8 
shows the example of time history of the thrust forces when the collision surface is 3 
mm away from the coordinate origin shown in Fig. 7. Sine-wave current with 
amplitude and frequency of 1 A and 10 Hz is input into the VCM, and the thickness 
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Table 1. Thickness of urethane foams and measured result 

d [mm] Fa [N] Fb [N] Fa/Fb Δt [ms] 

2 28.62 3.70 7.73 3 

4 21.49 3.51 6.12 4 

6 12.44 3.50 3.56 7 

8 10.09 3.45 2.92 10 

10 4.35 2.30 1.89 20 

 
 

Table 2. Presence and absence of the buffer and measured result 

Fa [N] Fb [N] Fa/Fb Δt [ms] 

With the buffer 28.62 3.70 7.73 3 

 Without the buffer 26.05 13.10 1.99 3 

 
of urethane foam is 2 mm. Since the forces toward the wall and the VCM are 
measured separately, the two waveforms are not synchronized. Furthermore, preloads 
are previously applied to keep the device in contact with the load cell. Then the minus 
value of the thrust forces may be measured in the experiment. We measured the thrust 
forces for 10 second to get 100 peak thrusts which emerged every 0.1 second. Then, 
the maximum value of positive and negative x-direction force, Fa and Fb, are 
calculated as an average of the 100 peak values. Furthermore, The collision time Δt is 
defined as in Fig. 9, which is an enlargement of Fig. 8, i.e., the collision time Δt is 
defined as the time period during the thrust force is measured positive. 
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First, we measured Fa, Fb, Fa/Fb, and Δt with different urethane foam thickness d. 
Note that, the 6 mm thick buffer is set. Table 1 shows the result. As can be seen, Fa/Fb 
decreases when the urethane thickness increases. On the other hand, Δt increases 
when the urethane thickness increases. Secondly, we also measured Fa, Fb, Fa/Fb, and 
Δt with/without the buffer when the urethane thickness d is 2 mm. Table 2 shows the 
result. As can be seen, Fa/Fb increases by setting the buffer, and Δt is kept constant 
with/without the buffer. 

4 Sensory Evaluation 

4.1 Sensitivity of Pulling Force Perception 

The sensitivity of the pulling force perception must depend on the thrust force ratio 
Fa/Fb, because human perception has non-linear characteristics [10]. Furthermore, it 
must depend on Δt as well, because human cannot perceive the thrust force if the 
collision time Δt is too short [6]. Therefore, we validate the produced device with 
regard to the sensitivity of the force perception by the pair comparison method [11].  

First, we prepare five experimental conditions (A1, A2, A3, A4, A5). Each condition 
has a different thickness of the urethane foam. Other than the urethane thickness, 
experimental conditions are the same, i.e., the buffer is set, sine-wave current with 
amplitude and frequency of 1 A and 10 Hz is input into the VCM. Table 3 shows d, 
Fa, Fb, Fa/Fb, and Δt with each experimental condition. Test subjects grip the device 
as shown in Fig. 10, and compare each combination of conditions, (A1, A2),  

 
Table 3. Measured result of A1~A5 

d [mm] Fa [N] Fb [N] Fa/Fb Δt [ms] 

A1 2 28.62 3.70 7.73 3 

A2 4 21.49 3.51 6.12 4 

A3 6 12.44 3.50 3.56 7 

A4 8 10.09 3.45 2.92 10 

A5 10 4.35 2.30 1.89 20 

Fig. 10. Way to grip the device 

Displaying direction  
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Table 4. Measured result of B1~B6 

d [mm] Fa [N] Fb [N] Fa/Fb Δt [ms] 

B1 4 10.01 3.53 2.83 5 
B2 4 9.87 6.38 1.55 5 
B3 8 10.09 3.45 2.92 10 
B4 8 10.01 6.71 1.49 10 
B5 10 10.30 4.05 2.54 15 
B6 10 10.20 6.87 1.49 15 

 

 
(A1, A3), …, (A4, A5), to evaluate the difference of the displayed pulling forces. The 
evaluations are conducted without sight, and subjects score the conditions on a 5-
point scale of -2, -1, 0, 1, 2 (2: detected high, -2: detected low). Number of subjects is 
6 male/female in their 20s.  

Fig. 11 shows the evaluation result. In the figure, values on the line mean each 
condition’s average preference-score. If the difference of the value between two 
experimental conditions is larger than a yardstick Y shown in the figure, there is a 
significant difference between them at the level of 5%. Hence, there is a significant 
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Fig. 11. Evaluation result（A1~A5）
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difference between (A3, A4) and (A1, A2, A5), and an order of the sensitivity is A4~A3 
> A2~A5~A1. Since A1 and A2 have a lower score than A3 or A4 despite A1 and A2 
have large Fa/Fb as shown in Table 4.1, it could be found difficult to perceive the 
pulling force when the collision Δt is too short.  

On the other hand, it is difficult to say that the low evaluation score of A5 is due to 
the collision time Δt because Fa and Fa/Fb of A5 are smaller than those of A3 and A4. 
Hence in the next experiment, we newly prepare six conditions (B1, B2, B3, B4, B5, 
B6). Table 4 shows d, Fa, Fb, Fa/Fb, and Δt of each condition. With all conditions, Fa 
is equalized to be about 10 N by adjusting the amplitude of the input current and the 
urethane foam thickness; B1 and B2 with 4 mm, B3 and B4 with 8 mm, B5 and B6 with 
10 mm, respectively. Moreover, the buffer is removed with B2, B4, and B6 to make 
Fa/Fb smaller. The experiment is again conducted without sight, and test subjects 
score the conditions on a 5-point scale of -2, -1, 0, 1, 2. Number of subjects is 6 
male/female in their 20s. 

Fig. 12 shows the evaluation result. As can be seen, there is a significant difference 
between (B1, B2) and (B3, B4, B5, B6), and the order of the sensitivity is B4~B6~B5~B3 
> B1~B2. Therefore, it is found difficult to perceive the pulling force when the 
collision time Δt is too short, even if Fa is equalized. Moreover, the sensitivity of 
the pulling force perception strongly depends on Δt, not on the thrust force ratio Fa/Fb, 
because there is no significant difference between B1/B2, B3/B4, and B5/B6. 

The reason why there is no significant difference between B3, B4, B5 and B6 is that 
the evaluation score of B1 and B2 are extremely low. Then, we removed B1 and B2 
from the analysis and analyze the other four conditions again. Fig. 13 shows the 
result. As can be seen, there is a significant difference between B4 and (B3, B5, B6), 
and the order of the sensitivity is B4 > B6~B3~B5. B4 has higher evaluation score 
compared with B3 because total time of negative x force generation is shorter. This 
shorter negative x force generation causes difficulty in thrust force perception, 
resulting in making the subject feel the positive x force stronger. Note that, the total 
times of negative x force generation are 5 ms with B3 and 2 ms with B4. Therefore, 
making the total time of negative x force shorter is required for the proposed pulling 
force feedback device. Furthermore, since B4 has a higher score than B6, 
the sensitivity of the pulling force perception is the highest if Δt is 10 ms.  
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4.2 Evaluation of Directional Perception 

In this section, to evaluate a directional perception with the experimental condition B4 
which has the highest score in the previous evaluations, we make test subjects grip the 
device in two different ways. One is the way in which they perceive the pulling force 
in “front” (elbow-to-hand direction) as shown in Fig. 14 (a). The other is the way in 
which they perceive the pulling force in “back” (hand-to-elbow direction) as shown in 
Fig. 14 (b). 

First, we make the subject grip the device in one of the two ways without sight. 
Then, we drive the VCM, and make them answer which direction they perceive the 
force, “front” or “back”. Following the same steps, we changed the way to grip the 
device randomly. Each subject evaluates the force displayed direction totally ten 
times, 5 in the ways of “front” and 5 in the ways of “back”. 

As a result, the correct answer rate is 95 % in “front” and 100 % in “back”. 
Therefore, we confirmed that there is no dependence of directional perception on the 
way to grip the device. 

5 Conclusions 

In this paper, we developed the ungrounded force feedback device which makes users 
feel as if the pulling force is displayed by using asymmetric periodical impact. Since 
the motion of the system is in a single direction driven by the VCM, the device does 
not generate any fluctuations of displaying force in the unwanted direction. We 
evaluated the sensitivity of the pulling force perception using the developed device. 
Then, we make sure that it is possible to display the pulling force to the user with the 
developed device. In addition, the sensitivity of the pulling force perception strongly 
depends on the collision time Δt, and it becomes the highest when the collision time 
Δt is 10 ms. And the total time of negative x force generation should be shorter in 
order to display stronger pulling force. Furthermore, as the result of the evaluation of  
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direction perception, the correct answer rate is higher than 95 % in the two different 
ways of grasping the device. Our future work focus on making the device smaller and 
lighter aiming for portable use, because it is not required to be grounded.  
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Abstract. This paper presents a study for defining the levels-of-detail
(LOD) in point-based computational mechanics in haptic rendering of
objects. The approach uses the description of object as a set of sampled
points. In comparison with the finite element method (FEM), point-
based approach does not rely on any predefined mesh representation and
depends on the point representation of the object. Different from solving
the governing equations of motion representing the entire object based
on pre-defined mesh representation which is used in FEM, in point-based
modeling approach, the number of points involved in the computation of
displacement/deformation can be adaptively re-defined during the solu-
tion cycle. This frame work can offer an implementation for the notion
of LOD techniques for which can be used to tune the haptic rendering
environment for increased realism and computational efficiency. This pa-
per presents some initial experimental studies in implementing LOD in
such environment.

1 Introduction

Interactive virtual training environment has been gaining popularity over the
past decades. One of the main challenges of such development is the modeling of
deformable objects such as soft tissues, organs, tendon, and skin. The two main
requirements for modeling such environment is the availability and knowledge of
material and biological properties of objects and the need for the efficient/fast
computational framework for achieving a desired interactive haptic rate.

One of the proposed approaches for modeling is based on the mass-spring
methodology which represents the object as discretized mass points with spring
connectivity. For example, (LeDuc, Payandeh, Dill) [12] and (Shi,Payandeh)
[4] modeled a 1D suture object, and (Payandeh, Zhang, Cha)[8], (Mollemans,
Schutyser) [22] and (Shi, Payandeh) [5] modeled a deformable cloth-like object
representing soft tissue. Another approach for modeling deformable objects is
based on finite element method (FEM) and its various extensions. For example,
(Berkley, Weghorts, Gladstone, ..)[9] presented a simplified computational set-
up for real-time approach for 3D soft tissue simulation, (Berkley,Turkiyyah,Berg,
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..)[10] and (Marlatt,Payandeh)[7] presented a fast linear solution for real-time
user interaction. In general, due to the large sizes of system matrices and the def-
inition of shape functions, most of the solution approaches require an increased
in computational load which in general not suitable for interactive applications.

An approach for modeling deformable objects is referred to as the mesh-
less method (Belytschko,Krongauz,Organ, ..)[13] which uses descretized element
nodes (or points) to construct the object and uses the governing equations of
motions through usage of radial basis weighting functions. (Fries,Matthies)[14]
presented one of the earliest meshless methods in physics-based animation of ob-
jects. (Pauly,Keiser,Adams, ..)[15] presented a meshless elastic and plastic defor-
mation framework. (Guo,Qin) [16] proposed a meshless paradigm for modeling
the point-sampled deformable object in real time. (Adams,Wicke,Ovsjanikov,
..)[17] proposed a similar meshless framework for modeling multiple deformable
objects for user interaction purposes. One of the extensions of meshless method
is referred to as the point-based approach. (Muller,Keiser,Nealen, ..) [18] pro-
posed a point-based modeling approach for graphic simulation of elastic and
plastic objects. (Muller,Charypar,Gross) [19] presented a point-based approach
for animating elasto-plastic solids, where a novel computational scheme based
on displacement gradient is introduced using neighborhood optimization. Some
experimental comparisons for haptic rendering of object using FEM and point-
based method was presented in (Shi,Payandeh) [21]. In this analysis it was shown
that the point-based approach can offer a comparable result to that of FEM and
hence can be used as an accurate representation and solution for haptic inter-
action. In this paper, we demonstrate the implementation of a similar approach
which can be suitable for haptic rendering. Comparing with mass-spring model,
the point-based approach incorporate implicitly the material properties of object
which has a significant advantage on obtaining an increased degree of accuracy
of the solution. Comparing with FEM, the proposed modeling frame-work can be
potentially applied to real time rendering applications by adaptively including
sample points in the computational model at the interactive rate.

The paper is organized as follow: Section (2) presents an overview of the
point-based computational mechanics; Section (3) presents a definition for LOD
which was used in this paper; Section (4) presents some experimental studies of
our proposed LOD and Section (5) presents some concluding remarks.

2 An Overview of the Point-Based Mechanics

Point-based mechanics approach discretizes the control volume of an object into
distributed points with no predefined connectivity or meshes (Figure (1)). In-
stead of using the polynomial interpolation functions used in FEM, functions
such as Radial Basis Functions (RBF) are selected for interpolation of a contin-
uous function based on a set of sample points [6].

Initially, through a weighting function, each point is defined to have a given
mass in relation to its neighbor points. This given mass is computed by dividing
the mass of the object by the number of points which need to be maintained
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Fig. 1. Illustration of the point-based model. The volume of the object is discretized
into points. The actual displacement/deformation of the object is achieved by the
displacement of each point inside the control volume. Xi is the position vector of the
ith point, Xi + Ui is its new position after being deformed through the displacement
vector Ui.

during each solution cycle. For example, the governing equation of motion of an
object can be written as:

ρẌ = −∇UE + fext, (1)

where ∇UE is defined as the spatial gradient of strain energy function with
respect to displacement vector. The following equation defines the computation
of strain which is used in the definition of E (strain energy function).

ε = 0.5(∇U + [∇U ]T + [∇U ]T∇U), (2)

where U is the displacement vector of a point. One of the main computational
challenges for the solution to above equation is the computation of the gradient
(i.e. ∇U). The following presents an overview of such computational approach.

In RBF approaches, Smoothed Particle Hydrodynamics (SPH) ([11]) is com-
monly used for the numerical computation of the gradient function. Moving
least square (MLS) is also a computational tool belonging to the RBF method-
ologies which reconstructs continuous functions from a set of unorganized point
samples (discrete points). A weighted least squares measure can further be com-
puted which biases the result towards the region around a point at which the
reconstructed value is being evaluated[2],[3].

The selection of weighting functions used in the computational model plays a
very important role. In modeling deformable objects, there are several criterion
which can be used for selecting a suitable weighting function. First the value of
the weighting function should always be positive since for example, mass and
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density of points are always positive; Secondly, the weighting function should
be decreased in its value when the distance between the reference point and its
neighbor points increase ( the influence is local and vanishes as the distance
increases) . In general, several weighting functions can be defined[19], which are
modified versions of composite quadratic tensor-product [16]:

ω(r) =

{
315

64πh9 (h
2 − ||r||2)3 ||r|| < h,

0 ||r|| ≥ h.
(3)

ω(r) =

{
15
πh6 (h− ||r||)3 ||r|| < h,
0 ||r|| ≥ h.

(4)

ω(r) =

{
15

2πh3 (− r3

2h3 + r2

h2 + h
2r − 1) ||r|| < h,

0 ||r|| ≥ h.
(5)

ω(r) =

⎧⎨
⎩

1− 2 r
h
2 0 < ||r|| < 0.5h,

2(1− r
h )

2
0.5h < ||r|| < h,

0 ||r|| ≥ h.

(6)

where r is the distance vector between any two points and h is a cut off distance.
The cut off distance, h, in the weighting function has two main properties. First,
when h is decreasing, it localizes the weights to points which are within the
reduced neighborhood of the current reference point. When h increases, it can
offer a uniform and smooth contribution of the neighbor points. Weighting func-
tion defined in equation (4) and equation (5) are only used for fluid modeling.
Equation (4) is used for solving the particle clustering problem and equation
(5) is used for viscosity computation. Equation (6) is also for modeling elastic
object.

For example, the density of each point can be computed as:

ρi =
∑
j

mjω(rij), (7)

where rij is the distance between point i and j. The volume of each point vi is
defined as:

vi =
mi

ρi
. (8)

The gradient function can be written as:

∇U =

⎡
⎣uxx uxy uxz

uyx uyy uyz

uzx uzy uzz

⎤
⎦ =

⎡
⎣∇ux

∇uy

∇uz

⎤
⎦ , (9)

where ∇ux = [uxx, uxy, uxz], ∇uy = [uyx, uyy, uyz], and ∇uz = [uzx, uzy, uzz]
denote the derivatives with respect to the three coordinate axes (x,y and z).
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Using MLS, the spatial derivative∇U evaluated at the ith point can be written
as:

∇uxi = M−1
i (
∑
j

(uxj − uxi)rijω(rij))

∇uyi = M−1
i (
∑
j

(uyj − uyi)rijω(rij))

∇uzi = M−1
i (
∑
j

(uzj − uzi)rijω(rij)),

(10)

where for example uxi denotes the x-component of the displacement vector at
the ith point and the matrix Mi is computed at point i is:

Mi =
∑
j

rijr
T
ijω(rij). (11)

The value for ∇U is also used to evaluate the strain defined in equation (2). The
strain energy at point i can be calculated as Ei = vi

1
2 (σ ·ε) where Ei is the stored

strain energy and vi is the volume of the point. The body force at the jth point
can be defined as:

fbody(j) = −∇UjEi = −viσi∇Uj εi, (12)

where fbody(j) is the body force evaluated at point j, Ei is the strain energy at
point i, vi is the volume of point i, σi is magnitude of stress, εi is the associated
strain. Based on the Newton’s Third Law, the body forces acting on point i is
computed as the negative sum of all the body force acting at its neighbor points,

fbody(i) = −
∑
j

fbody(j). (13)

Using the expression for ε and ∇U , we can determine the expression of ∇Uj εi
(details are omitted for brevity). The expressions for the internal body forces
are defined as:

fbody(i) = −2viJσidi, fbody(j) = −2viJσidj (14)

where J is the Jacobian matrix, di = M−1
i (−

∑
j rijωij), and dj = M−1

i (rijωij),
vi and vj are the volume of points i and j.

3 A Definition for Levels-of-Detail

The proposed framework offers an approach where global deformation of an ob-
ject can be computed using small number of points in the local deformation
solution. In order to establish relationships between the global and local defor-
mation of object as a function of the sampled points, we study how the resolution
of the base model of the object (i.e. object defined by set of foundation points )
can affect the haptic frame rate by increasing the resolution of the base point.
As pointed-out before, the major computational challenge in our approach is the
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computation of the displacement gradient tensor (∇U) evaluated at each point.
Intuitively the basic approach is that we assume the local deformation in only
affected by points in the proximity of the contact region. In this case, the con-
tact force propagate through-out the body where the resultant internal forces
have less propagation beyond certain threshold away from the contact area. A
localization or levels-of-detail (LOD) can then be implemented to capture the
above hypothesis where one should be able to increase the realism of the haptic
interaction while maintaining a high haptic rate. Here we propose an approach
by defining influence ranges as a function of the distance of a point from the
contact area. For example, in Figure (2) and at the instant of contact a dense
sample of points of object inside a volume located at the tip of a probe can be
considered as points located at the proximity of the contact area.

Fig. 2. Schematic diagram for Levels-of-detail - proximity between the tip of the probe
and the points within the half sphere object is detected by a sphere-sphere collision
detection algorithm. Neighbor points that fall within the influence range will be selected
and incorporated into the computational model

The local and internal deformation can propagate from the contact region to
points defining the boundary of the object. Our initial algorithm associates the
larger radius of influence propagation to smaller number of sample points from
the foundation points. We proposed a pseudo-random point selection algorithm
which selects points within pre-set ranges/radii under pre-defined weighting fac-
tors defined through a random number generator. For example, the selection of
weighting factor for the localization range (i.e. range within the contact area) is
set to be large since we require a high density of points in this range. On the
other hand, the selection weighting factor for the influence range is set to be
small since away from the contact area since we only need a limited number of
points to propagate the deformation from the contact region to the boundary
points. This approach is analogous to the LOD scheme used in the finite element
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model where the mesh density varies from fine mesh in the region of interest to
the coarse mesh in the boundary region. Figure (3) illustrates the conceptual
schematic based on the localization distance threshold.

Fig. 3. Schematic of the proposed LOD algorithm. A probe contacted an object repre-
sented by the blue point at the contact point. Two localization distances Tr1, Tr2 and
two propagation distances P1, P2 are initialized. P3 is the last propagation distance
which can include all the boundary points. Red points are the boundary points; Points
selected by the algorithm are shaded in black.

In Figure (3) we define localization distance Tr to be a linear function of the
cut-off distance h: Tr = kh, and we use two different constants (k1 = 1 and
k2 = 1.5) to define the threshold of the localization distances (Tr1 = h, Tr2 =
1.5h) as the selection ranges. Once being defined, Tr1 and Tr2 will remain con-
stant through-out the computation. Similarly, we define propagation distance,
Pi, where i indicates the i

th level of propagation. We also define Pi to be a linear
function of h. By changing the constants (k1, k2), the threshold distance of each
propagation level can vary.

Once the contact is detected, the dynamic selection algorithm initiated to
select the points in terms of the contact region and the propagation of defor-
mation. We incorporate selected points into the computation model and render
the deformation effect. The selection function first generates a random number
Ran between 0 and 10 and determines the selection weighting factor. Then, it
determines the distances between the current positions of neighbor points and
the contact point. After that, it selects the points by comparing the distances
with the threshold distance based on the selection weighting factor. If the dis-
tance is less than Tr1, the selection weighting factor is 1, and the point is directly
selected. If the distance is between Tr1 and Tr2, the weighting factor of selection
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is 0.8 (the probability of Ran > 2 is 4/5). The points within the propagation
levels are also selected based on the weighting factor of the propagation level
(i). Ki is a monotonically increasing integer in terms of propagation level i,
which controls the weighting factor of the propagation points being selected.
The weighting factor of selection for level i is 10−Ki

10 . The upper bound of Ki is
set to be 10.

4 Experimental Studies

We conduct experimental studies to compare and analyze how the number of the
propagation levels and the selection factors can affect the computational model
used in haptic rendering. The experiment is carried on a PC with a dual core
AMD Athlon 3.0GHz CPU, 3G RAM and nVidia 8600 graphics card with 1G
RAM of memory. Figure (4) shows the initial foundation points which were used
to represent the experimental object. Figures (5) and (6) show some examples
of our experimental results comparing the different propagation levels and their
selection weighting factors along with the system update rate. In the experiment,
we apply a constant pulling force at the 111-th point in the model, and plot the
magnitudes of the displacements of all the points in the model at the nine seconds
in the simulation. The localization distances Tr1 and Tr2 remain unchanged and
the selected neighbor points are shaded in brown and blue.

Fig. 4. Foundation points representing the object used in the proposed LOD studies

We analyze how different cut-off distances (Tr) of the localization can affect
the frame rate in the LODmodel. Table (1) compares the run time of the different
localization as a function of cut off distances on different foundation points. As
we increase the distance thresholds Tr1 and Tr2, the rendering time per frame
increases since more points are incorporated into the computational model.

5 Conclusion

In this paper, we investigated a 3D point-based object modeling approach for
haptic rendering. It was shown previously that this approach can offer a compa-
rable results to that of the FEM [21]. The proposed framework allows interaction
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Cases (a)

LOD Levels Two localization levels L1, L2; One propagation level, P1 = 5h, K1 = 6

Update Frame rate 16.7

Displacement plot

Run time plot

Propagation level plot

Fig. 5. Comparison of different propagation levels. First row is the definition of the
propagation level; Second is the associated frame rate; Third row is the displacement
plot of the points; Fourth row is the visualization of the displacement; Fifth row is the
schematics of the propagation level. In this experiment, we have define one propagation
level with low selection weighting factor (0.4). The local points are colored in brown
and dark blue, the propagation points are colored in green.
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Cases (b)

LOD Levels Two localization levels L1, L2; One propagation level, P1 = 5h, K1 = 8

Update Frame rate 38

Displacement plot

Run time plot

Propagation level plot

Fig. 6. Comparison of different propagation levels. First row is the definition of the
propagation level; Second is the associated frame rate; Third row is the displacement
plot of the points; Fourth row is the visualization of the displacement; Fifth row is the
schematics of the propagation level. In this experiment, we have define one propagation
level with low selection weighting factor (0.2). Brown and dark blue points are local
points and green points are propagation points.
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Table 1. Analysis of the proposed point-based LOD in haptic rendering

resolution

Frame
rate(fps)
for Tr1 =
h, Tr2 =
1.5h

Frame
rate(fps)
for Tr1 =
1.5h, Tr2 =
2h

Frame
rate(fps)
Tr1 =
2h, Tr2 =
2.5h

(a) 224 points 83 56 46

(b) 500 points 50 39 24

(c) 1200 points 40 33 20

where user can manipulate the point-based object model using a haptic device.
We present a notion of levels-of-detail (LOD) where foundation points represent-
ing the object can be grouped into different levels. Regions can be populated with
various densities of points. We have presented an approach were based on the
distances of points from the contact area, they can be populated with differ-
ent densities in various geometrical regions away from the contact point while
always including regions defined by the boundary points. Feasibility of the pro-
posed LOD approach was studied to investigate the practicality of the proposed
approach in changing the resolution of the points during the haptic interaction.
This framework allows both inclusion of the material properties of the object
and also direct mapping to various medical imaging modalities where scanned
point-clouds can be mapped into the haptic interaction framework.
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Abstract. In this work, we address the issue of virtual representation of objects
of cultural heritage for haptic interaction. Our main focus is to provide a haptic
access of artistic objects of any physical scale to the differently abled people.
This is a low-cost system and, in conjunction with a stereoscopic visual display,
gives a better immersive experience even to the sighted persons. To achieve this,
we propose a simple multilevel, proxy-based hapto-visual rendering technique
for point cloud data which includes the much desired scalability feature which
enables the users to change the scale of the objects adaptively during the haptic
interaction. For the proposed haptic rendering technique the proxy updation loop
runs at a rate 100 times faster than the required haptic updation frequency of
1KHz. We observe that this functionality augments very well to the realism of
the experience.

Keywords: Haptic rendering, HIP, proxy-based rendering, voxel based render-
ing, image pyramid, virtual museum, stereoscopic display.

1 Introduction

In the recent years digital technology is paving a way into safeguarding cultural her-
itages, and it also offers a great promise for enhancing access to them. A user’s expe-
rience of accessing such cultural objects can be made more realistic and immersive by
incorporating the recently evolving haptic technologies. Museum of Pure Form [2], a
virtual reality system placed inside several museums and art galleries around Europe is
an attempt to use of haptic technologies in cultural heritage applications. The incorpo-
ration of haptics in cultural heritage applications also helps in letting visually impaired
people feel the exhibits that are behind glass enclosures, making even very fragile ob-
jects available to the scholars and allowing museums to show off a range of artefacts
that are currently in storage due to lack of space. Further a joint hapto-visual rendering
improves the immersivenes of the kinesthetic interaction. Some existing systems also
allow users to interact with museum exhibition pieces via the internet [16]. It is required
that such a system should enable the users to hapto-visually explore ancient monuments
and heritage sites like Taj Mahal. However, currently available haptic systems are un-
able to handle objects at different scales.

� This work was supported in part by a DST grant on Indian Digital Heritage and another by
MCIT on perception engineering.

P. Isokoski and J. Springare (Eds.): EuroHaptics 2012, Part I, LNCS 7282, pp. 505–516, 2012.
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As a part of our exercise in preserving our cultural heritage we propose a simple
multilevel hapto-visual rendering technique with depth data of cultural heritage objects.
With mesh models of objects there are effective rendering techniques in haptics like god
object rendering algorithm as proposed in [17]. However this algorithm fails in the case
of point cloud based models. Further cultural objects appear at various different scales,
and the user needs to experience the object at different levels of details. A mesh-based
haptic technique is not amenable to scale changes as it requires the mesh to be pre-
computed at all scales which is not feasible. In this paper, we propose a fast, proxy
based rendering technique capable of working with point cloud based 3−D models.
Additionally the proposed method is amenable to haptic rendering at various scales.
In order to render the model at different levels of resolution, we generate depth at each
point of the model by reading the contents of depthbuffer in OpenGL and create a Monge
surface from it. We show that the user’s experience can be improved by allowing the
user to interact with the object at multiple resolutions. This feature allows the user to feel
the object more precisely at a closer level when needed and zoom out when context is
desired. We have also developed a graphical user interface to make accessibility easier.
Moreover, the easy availability of 3− D models makes it a cost-effective system to
savour the experience of various cultural heritage sites. The key contribution in this
paper include how to render a Monge surface represented by a non-uniform point cloud
data and how to handle scale change for zooming in and out during haptic interaction.

2 Literature Review

In the haptic rendering literature there are mainly two different approaches: Polygon
(geometry) based rendering and Voxel based rendering. A good introduction to the basic
haptic rendering technique is given by [7], [14]. Traditional haptic rendering method
is based on a geometric surface representation which consists of mainly triangular or
polygonal meshes. In polygon based rendering, each time the haptic interface point
(HIP) penetrates the object, the haptic rendering algorithm calculates the closest surface
point on the polygonal mesh and the corresponding penetration depth. If d is the vector
representing the depth of penetration in the model, the reaction force can be calculated
as F = −kd, where k is the stiffness constant, a physical property of the associated
surface. The above method has problems while determining the appropriate direction of
the force while rendering thin objects. Zilles and Salisbury [17], and Ruspini et al. [13]
independently introduced the concept of god-object and proxy algorithm, respectively,
which can solve the problems associated with thin objects.

In the God-Object rendering method [17], the authors use a second point in addition
to the HIP called “god-object”, sometimes called the ideal haptic interface point (IHIP).
While moving in free space the god-object and the HIP are collocated. However, as the
HIP penetrates the virtual object, the god-object is constrained to lie on the surface of
the virtual object. The position of the god-object can be determined by minimizing the
energy of the spring between the god-object and the HIP taking into account constraints
represented by the faces of the virtual object [7]. If (x,y,z) are the coordinates of the
proxy lying on the virtual object and (xh,yh,zh) represents the coordinates of the HIP,
the spring energy is given by
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L =
(x− xh)

2

2
+

(y− yh)
2

2
+

(z− zh)
2

2
+

3

∑
i=1

li(Aix+Biy+Ciz−Di) (1)

where L is the cost function to be minimized, l1, l2, l3 are Lagrange multipliers and (Ai,
Bi, Ci, Di) are the homogeneous coefficients for the constraint plane equations on which
the proxy lies. The ‘force shading’ technique (haptic equivalent of Phong shading) in-
troduced by Morgenbesser and Srinivasan refined the above algorithm while rendering
smooth objects [11]. Mesh based haptic rendering is not amenable to object scaling as
the constraint equation for the planes (Ai, Bi, Ci, Di) must be recomputed.

Volume haptic rendering technique is another alternative rendering technique used in
haptics. The most basic representation for a volume is the classic voxel array in which
each discrete spatial location has a one-bit label indicating the presence or absence of
material. Avila et al. have used additional physical properties like stiffness, color and
density during the voxel representation [1]. The voxmap-point shell algorithm uses the
voxel map for stationary objects and point shell for dynamic objects [10], [12]. Point
shell has been defined as a set of point samples and associated inward facing normals.
However, these normals are not available and one needs to compute the normal at every
location. The external surface ∂O of a solid object O can be described by the implicit
equation as [6]

∂O = {(x,y,z) ∈ R3 | φ(x,y,z) = 0},

where φ is the implicit function (also called the potential function) and (x,y,z) is the
coordinate of a point in 3−D. In other words, the set of points for which the potential
is zero defines the implicit surface. This has found applications in haptic rendering.
This technique also suffers from the thin object problem. Lee et al. have proposed a
rendering technique with point cloud data which computes the distance from HIP to
the closest point on the moving least square (MLS) surface defined by the given point
set[8]. Here the same problem occurs as in the distance field based rendering technique,
since we do not keep track of HIP penetration and therefore is not good in rendering thin
objects. El-Far et al. used axis aligned bounding boxes to fill the voids in the point cloud
and then rendered with a god object rendering technique[4]. Leeper et al. described a
constraint based approach of rendering point cloud based data where the points are
replaced by spheres or surface patches of approximate size [9]. Another proxy based
technique of rendering dense 3D point cloud was proposed in [15], where the surface
normal is estimated locally from the point cloud.

3 Proposed Method

The rendering technique we propose is a proxy based method which does not use polyg-
onal meshes for the reasons mentioned earlier. In practice, most of the cultural objects
are carefully preserved and a dense 3−D scan is performed on these objects to cre-
ate virtual 3−D model in the form of .obj, .ply, .3ds file, etc. Instead we directly use
the point cloud data defining the models. As mentioned in the introduction, we get the
depth data in the form of zi = f (xi,yi) where xi and yi are discrete values and zi is the
height of each sampled point from a reference plane (z = 0) and i and j can take values
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depending on the size of the model. We haptically render the sampled surface of the
object approximated by the depth values. In order to haptically render the object, we
need to find the collision of HIP with the bounding surface and hence the penetration
depth of HIP into the surface. The key factors in haptic rendering algorithm are-

1. The magnitude of the haptic force should be proportional to the penetration depth
of HIP from the surface.

2. The direction of force should be normal to the surface at the point of contact of the
proxy.

By taking these factors into consideration, the proposed algorithm tries to move the
proxy over the object surface in short steps during the interaction so that each time
it finds the most appropriate proxy position, the new position minimizes the distance
between HIP and proxy and at the same time applies the reaction force normal to the
surface at the point of contact. Initially, let us assume that the surface is known or the
values of z is known for all values of x and y in continuum.

Direction of proxy motion

Proxy and HIP in free space

HIP

Proxy
ProxyP

Q

P

Q
R

HIP

Object surface

P

R

(a) (b)

(c) (d)

P ′

P1

P ′
1

S

Fig. 1. Illustration of the proposed method to find the penetration depth of HIP into the surface

To understand our procedure let us look at the situation in Fig. 1. The bounding
surface of the object is shown with the curve. In free space, proxy and HIP are collocated
and is shown with green circle above the surface. Let the HIP and the proxy be in
free space at a time t = t0 as shown in Fig. 1(a). The HIP and hence the proxy are
together moving towards the surface in a direction as shown by the arrow. At t = t1, let
HIP and proxy touch the surface at point P as in Fig. 1(b). Up to this point the proxy
moves with the HIP. If the HIP is moved further in the direction it penetrates the surface
and let Q as shown in Fig. 1(c) be the HIP position at time t = t2. Now the proposed
algorithm finds the most appropriate position of proxy at R where the distance QR is
minimum, and the penetration depth QR is calculated in the direction exactly opposite
to the surface normal at R. To find the point R from the starting point P we use the
successive approximation method and move the proxy P to a distance δn along the
normal to the surface at point P′ and draw a line P′Q to the current HIP as shown in
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Fig. 1(d). The point P1 on the surface at which the line intersects is found and is updated
as the current proxy position. Again we move the proxy point P1 along the normal at the
current proxy position to P′

1 and the process is repeated until the final proxy position R
is attained. This is a greedy method but works well for smooth surfaces. If the surface
has a fine texture, the line P′Q may intersect the surface at multiple points and the
process may converge to a poor, local minima, yielding a jerky haptic interaction. In
case of multiple intersections, the one closest to P′ is selected. The length of the vector
δn determines the rate of convergence of the process. A large value of δn may lead
to some spurious interaction when PP′ may intersect the surface along the segment RS
instead of PR. Hence a smaller value of δn (0.1mm is used in our algorithm) is preferred
for rendering purposes. Quite naturally, it is required that the proxy position updation
is performed within 1 ms of time, so that the user’s interaction with the object through
the haptic device is unhindered and is carried at 1 KHz. Till now, we have assumed

x

z = f(x)
(xp, zp)

xp

f(xp) (xp, f(xp))

Proxy Position

Fig. 2. Surface approximation from depth values

the surface to be known. Now, we try to approximate the surface from the given depth
values. In case of 2−D depth data, we project the proxy onto the X-Y plane and the
corresponding depth value is obtained by interpolating the neighbourhood depth values
to form a continuous function z = f (x,y). For better understanding, we consider a one-
dimensional function z = f (x) as shown in Fig. 2. As we have the function defined only
at sampled points we interpolate the function at xp to find the value of f (xp). Since the
available points are sampled quite densely, bilinear interpolation is sufficient to find the
bounding surface as shown in Fig. 2. In order to check the collision of HIP with the
function we perform the following. At a given proxy position (xp,zp) we check for the
function value f (xp). If f (xp)> zp proxy has touched the surface, otherwise it is free to
move towards the HIP. Extending the concept to 2−D depth data, let Xh = [xh,yh,zh]

T

denotes the HIP point and Xp = [xp,yp,zp]
T denotes the proxy point. Collision can be

easily checked here by comparing zp with the depth interpolated at the projected point
z = f (x,y). The proxy movement during the rendering is managed by equation 2.

X(k+1)
p = X(k)

p + δn i f zp < f (xp,yp)

= X(k)
p + |δn| (Xh −Xp)

(k)

|Xh −Xp|(k)
otherwise (2)
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This allows a smooth interaction when the force is withdrawn out of the object. The
updated proxy then slowly moves towards the new HIP position.

4 Rendering

Rendering part of our work concerns with both haptic rendering and graphic rendering.
Haptic rendering involves generating software controlled forces and feeding it to the
users to provide them the sensation of touch. Any haptic rendering technique must
include two steps:

1. detection of collision of the HIP with the object.
2. force computation if a collision is detected.

If zp < f (xp,yp) then the proxy has touched the object and a force needs to be fed back
by the haptic device. Subsequently, the reaction force is computed as F =−kd where k
is the Hooke’s constant, and d is the penetration depth given by d = |Xh −Xp|, where
Xh is the HIP position and Xp is the proxy position. Here we assume the stiffness to
be constant everywhere on the surface of the object, but it can also be a function of po-
sition, provided the material property of the object is well documented. Fig. 3a shows
proxy and HIP positions while rendering an arbitrary surface. For illustration we have
selected only a small part of the depth map around the active region. The blue ball is
the computed proxy touching the surface while the HIP is penetrated inside the surface.
The HIP is shown with a red ball in the scene and the line from HIP to proxy is normal
to the surface point at the proxy position. In order to show the surface of the object

(a) (b)

Fig. 3. (a) Illustration of proxy and HIP positions for an arbitrary surface. (b) Stereoscopic view
of an Indian heritage object. (Data Courtesy: www.archibaseplanet.com)

graphically for simultaneous visual immersion, we display the image as a simple quad
mesh out of the depth values. The normal is computed at each vertex. Although, we
use point cloud data for haptic rendering, using the same for graphic rendering would
result in gaps in the visually rendered object. Hence we have opted for the mesh-based
graphical display in order to give a better perception to the viewer. We have used the
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stereoscopic display technique for creating the effect of depth in the image by present-
ing two offset images in different colours separately to the left and right eye of the
viewer. A human observer combines these 2−D offset images to recreate the 3−D
perception. Anaglyphic glasses can be used to filter offset images from a single source,
separated to each eye to give the perception of a 3−D view to the users. Fig. 3b shows
the 3−D view of an Indian heritage object as displayed on the screen.

4.1 Rendering at Different Scales

As mentioned earlier, heritage objects come at various physical scales- a few cm2 for
coins and bas-reliefs to a several km2 for ancient ruins like Hampi. In a virtual museum,
one should be able to experience objects of all sizes at different scales to get a sense of
overall structure to a finer details from the same data set. Hence, we have implemented
adaptive scaling in both graphic and haptic domains. In order to scale the surface we
resize depth data of resolution N ×N depending on the level we want, with N ×N as
the lowest level. If we load the level N ×N into the haptic space the full object can be
rendered visually as well as haptically. Users can select the level as well as the region of
interest at run time either using buttons in the haptic device or using keyboard functions.
Additionally, we have developed a graphical user interface for easy acessibility. The
pink window in Fig. 4 represents the selected region to be zoomed in.

Depending on the scale selected by the user, only the corresponding depth data is
dynamically loaded into the active haptic space and an appropriate haptic force is ren-
dered. As only a limited subset of data is loaded, the rendering is very fast. In general,
at higher levels of resolution, the user should be able to view higher depth value at each
point and also more finer details. The haptic force also vary accordingly. Hence in order
to incorporate realistic haptic and graphic perception, we need to appropriately scale
the depth values at each level of depth map. Further, trying to map a large physical di-
mension over a small haptic work space (typically about 4 inch cube of active space)
leads to a lot of unwanted vibrations (something similar in concept to aliasing) during
rendering. Hence the depth values need to be smoothed before being downsampled and
mapped into the haptic work space. The next section explains the generation of different
levels of depth data.

Fig. 4. Illustration of selection of a window for graphic and haptic rendering. (Data Cour-
tesy:www.cc.gatech.edu/projects/large models)
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5 Multi-scale Data Generation

The aim of this work is to allow users to have access to the cultural heritage at different
levels of details. To obtain the depth data at different levels of details, we perform
Gaussian low-pass filtering followed by down sampling with a factor M where M can
be any integer. We can also use fractional values of M, but it requires rational function
approximation methods. In our work, we illustrate with M = 2. For that the data pyramid
offers a flexible and convenient multiresolution format that mirrors the different levels
of details [5]. It consists of the available highest resolution depth data and a series of
successively lower resolution data. Low-pass filtering before sub-sampling is done to
prevent aliasing of data. Consequently, instability in the haptic domain is also prevented
as smoothing removes higher frequency components responsible for micro textures on
the surface. The presence of micro textures would have made sensing more realistic,
but this makes the haptic rendering process miss to some extent a full understanding
of the object at hand. The fine texture is experienced when the object is rendered at a
finer scale by zooming into the object. The base, or zero level of the pyramid is equal to
the original depth map (g0). Level 1 of the pyramid corresponds to depth map g1 which
is reduced or low-pass filtered version of g0. Each value in level 1 is computed as a
weighted average of values in level 0 within a 5× 5 window. Each value in level 2 (g2)
is then obtained from values of level 1 by applying the same pattern of weights. Fig. 5
shows the Gaussian pyramid of depth map. The depth value at each point at the level l
is given by the following equation:

gl(i, j) =
2

∑
m=−2

2

∑
n=−2

w(m,n)gl−1(2i+m,2 j+ n), (3)

For levels 1 < l < N + 1, and nodes (i, j), 0 < i < Cl , 0 < j < Rl , the upper level of
the pyramid can be represented in the above given form. Here N refers to the number
of levels in the pyramid, while Cl and Rl are the dimensions at level l. The weighting
pattern w(m,n) is the Gaussian kernel [3].

g0

g1

g2

Fig. 5. A one-dimensional graphical representation of the process which generates a Gaussian
pyramid. Each row of dots represents nodes within a level of the pyramid. The value of each node
in the zero level is the magnitude of the corresponding depth map. The value of each node at a
higher level is the decimated and weighted average of node values in the preceding level.

6 Results

The proposed method was implemented in visual C++ in a Windows XP platform with
a CORE 2QUAD CPU @ 2.66 GHZ with 2 GB RAM. We have experimented with



Haptic Rendering of Cultural Heritage Objects at Different Scales 513

various models of cultural heritage objects and a few of them are displayed below. The
Fig. 6 shows the model of Ganesh, visually rendered in OpenGL. For haptics rendering
we use HAPI library. The blue ball represents the position of the proxy constrained to
be on the surface. The discrete position in the model is displayed in a fixed 200× 200
haptic space. The size and spatial resolution of the model depend on two factors: the
active space of the haptic device used to render the model, and the resolution at which
the model should be displayed. We use a 3-DOF haptic device from NOVINT with a 4
inch cube of active space. While interacting with the object haptically, the average proxy
updation time is 0.0056 ms which is much less than the required upper bound of 1 ms,
and hence the user has very smooth haptic experience. The average time required for
dynamic data generation and loading it into the haptic space depends on the resolution
of input depth data and it was observed to be around 6.5 s and 2.0 s respectively for
depth data with resolution of 800× 800. As explained in the previous section, Fig. 6a
corresponds to the lowest level of details. We also carry out the rendering at finer levels
of details by successively zooming into the heritage object. These are shown in Fig. 6b
and Fig. 6c.

(a) (b) (c)

Fig. 6. Model of Ganesh, at (a) least level of details (b) at double the resolution and (c) at the
finest resolution. (Data Courtesy: www.archibaseplanet.com)

In above cases, each figure consists of two parts where the left part is the reference
for the users to select the part of the object they wish to explore haptically. The right
part of the figure corresponds to the selected region at the appropriate resolution for
haptic rendering. Fig. 6c shows the scaled up version of Fig. 6b. It is quite clear from
Fig. 6c that the users are able to feel even minute details of the sculpture and have visual
perception of closeness in depth. Hence they can have a more realistic experience. The
object rendered in Fig. 7 is a special case that illustrates how one can handle holes in
the model. For any haptic rendering, holes in the model are difficult to accommodate as
the proxy would sink through the hole and the user will perceive a wrong depth in the
region around the holes. We avoid this by defining a base plane on which the object lies.
Wherever, there is a hole, the depth at that point is replaced by z(x,y) = zMAX where
zMAX is the maximum depth. This object has several holes, but the users reported a very
good experience even in presence of such holes. Fig. 7a allows rendering at a coarser
level while Fig. 7b and Fig. 7c allow rendering at a much finer scale.
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(a) (b) (c)

Fig. 7. Model of Goddess Saraswati at (a) level 1 (b) level 2 (c) level 3. (Data Courtesy:
www.archibaseplanet.com)

(a) (b)

Fig. 8. Force vs. time graph for a particular interaction with the depth data a) on a flat region b)
on a curved region (The top figure correspond to changes in z-coordinate only)

Validation of result is often a difficult task during haptic rendering, we demonstrate
this using Fig. 8 that shows the reaction force versus time relation while haptically
interacting with the depth data. The red line and the blue line in the figure shows the
z-component of the HIP and the proxy point, respectively, during the interaction. The
reaction force on the haptic device is also shown during the same time interval. In free
space the HIP and proxy positions are almost the same as shown in part OA of the HIP
position and hence the reaction force on the haptic device is zero. As the HIP penetrates
the object the proxy stays on the surface according to the iteration method discussed in
section 3. The proxy point moves continuously during interaction, whenever there is a
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change in HIP position. This is shown with the part AB in the curve. After the point B
the HIP position is kept constant inside the objects. As soon as the HIP is kept constant,
the proxy quickly attains a stable position as shown in the Section BC in the curve. Fig.
8a shows the plots corresponding to the interaction on a flat region and Fig. 8b the same
on a curved region, when a larger variation in force is observed.

Fig. 9. Illustration of hapto-visual immersion of a subject for a virtual cultural heritage object.
On the right, the user wearing anaglyphic glasses is holding the FALCON haptic device while
interacting with the cultural heritage model displayed on the screen.

In Fig. 9, we show the actual set up of our virtual haptic museum. A user wearing the
anaglyphic glasses watches the stereoscopic visual rendering of the artefact and at the
same time haptically interacts with the object with his hand. This provides an excellent
hapto-visual immersion of the subject into the virtual object. However, for the visually
impaired users, the selection of scale and the location for rendering cannot be based
on the small navigation window on the screen. For such subjects, we use the buttons
available on the haptic device for the user to explore the object at different scales and
locations.

7 Conclusions

In this work we have proposed a new technique of rendering cultural heritage objects
represented as depth map data. Our primary goal is to provide access of cultural her-
itage objects and sites to the visually impaired people. Additionally, our method gives
a better immersive experience to the sighted persons. We include scalability and stereo-
scopic display of 3−D models as additional features to enhance the realism in experi-
ence. We conducted experiments with several 3−D models of cultural significance. We
also tested the rendering technique with some subjects and observed that hapto-visual
rendering of virtual 3−D models using the proposed method greatly augmented the
user’s experience.
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Abstract. Several previous studies have investigated collaborative ap-
proaches for processing complex environments. Beyond the improvement
of performance and working efficiency, these studies highlighted two im-
portant constraints, which limit the efficiency of these approaches. First,
social loafing which is linked to the redundancy of roles in the same group.
Second, coordination conflicts which are linked to the limits of commu-
nication in standard collaborative environments. This paper addresses
these issues by providing an efficient group structure to overcome the
social loafing, which is then coupled with haptic metaphors to improve
communication between partners. The experimental study, conducted
in the context of molecular docking, shows an improvement for group
efficiency as well as communication between partners.

Keywords: collaboration, coordination, haptic, molecular docking.

1 Introduction

In the field of molecular modeling, docking is a search process which aims to
bind two or more molecules to predict the best complex of molecules. This study
of molecular conformations and interactions allows biologists to understand the
functions of the manipulated molecules. During the docking process, the biol-
ogists analyze and identify the best structural and chemical complementarity
between two molecules [8] in order to find the best assembly solution. Moreover,
they must consider the flexibility of the molecule [13] by deforming the geometric
structure at different scales (intermolecular, intramolecular level, atomic level).

Today, several solutions based on Virtual Environments (VE) are proposed
to process these complex problems. The objective is to introduce the experi-
ence and skills of biologists during the different steps of the docking process.
However, docking relevant molecules of large size is beyond the capability of a
single biologist working alone. Collaborative Virtual Environments (CVE) pro-
vide new approaches to deal with these complex problems [15,16]. Hutchins [6]
showed that collaboration between several users improved global efficiency for
the realization of a given task. The experimental study conducted on the col-
laborative control of an airplane cockpit showed that group efficiency is more
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important than the sum of individual work. This phenomenon, called ”workload
distribution”, was defined by Hollan [4] as follows:

Unlike traditional theories, however, [the theory of distributed cognition]
extends the reach of what is considered cognitive beyond the individual to
encompass interactions between people and with resources and materials
in the environment.

Based on a ”workload distribution” approach, Simard [16] performed several
experiments to study the contribution of CVE, in particular closely coupled
collaboration, for the processes of complex docking. The results highlighted two
important constraints: (1) social loafing and (2) coordination conflicts.

(1) Social loafing is defined by Schermerhorn [14] as

The tendency of group members to do less that they are capable of as
individuals.

Social loafing has negative consequences on the group efficiency. In fact, the
inaction of some members of the group induces a misbalanced workload. Kraut [9]
proposed an efficient solution for this issue. It consists of assigning different roles
for each member. Each user is in charge of a part of the task process which acts
as an incentive for better group performance.

(2) Coordination conflicts are due to imprecise or incomplete communication.
This leads to poor coordination of actions during closely coupled collaborations
(e.g. manipulation of the same structure, selection of the same artefact) [7,16].

Several solutions were investigated to improve communication during closely
coupled manipulations. The use of haptic feedback to support different levels
of communication was widely investigated. Basdogan [1] studied the role of this
channel for implicit communication (i.e. haptic feedthrough) during collaborative
manipulation tasks. The experimental results showed that collaboration through
the haptic channel significantly improved group efficiency and sense of togeth-
erness in CVE. Based on this study, Oakley [11] proposed to improve haptic
communication for tasks of 2D UML diagram creation. The components of the
proposed approach were, to: (1) push, (2) pull, (3) attract, (4) be attracted by,
or (5) reduce the speed of the partners cursor (damping), when the two cur-
sors approach each other. These haptic functions significantly improved group
efficiency. Moreover, users found these tools useful even if they caused some fa-
tigue and frustration. Moll [10] proposed similar tools for 3D environments. The
experimental results showed that the haptic communication tool significantly
improved the communication of objectives and spatial information.

In this paper, we propose to improve the collaborative manipulation of mole-
cules during a docking process. The proposed approach combines an efficient
group structure to overcome social loafing, with haptic metaphors to improve
communication between partners. The paper is structured as follows. In Sec-
tion 2, we present the employed group structure and the proposed haptic com-
munication metaphors. Section 3 describes the experimental protocol for the
evaluation. Section 4 presents the results. Finally, we will conclude and present
some perspectives in Section 5.
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2 Proposed Approach

To identify the best group structure and the required communication tools, it
is necessary to know the different tasks involved. Biologists identify two main
tasks during the docking process [2]:

– The relative movement and rotation of the overall molecules: involves moving
and rotating one molecule with regard to the second molecule to enable the
assembly of the two structures.

– The deformation of the geometric structures: involves manipulating the
molecule at the level of atoms and residues (i.e. group of atoms) to change
the general shape of the structure. The objective is to find the most suitable
configuration in order to assemble the manipulated molecule with the second
structure.

To enable a relevant assembly of the two molecules, these different tasks must
be managed simultaneously.

2.1 Proposed Collaborative Configuration of Work

Previous studies [15] show that collaborations, where partners have similar roles
lead to an increase in social loafing. To deal with this situation, we propose a
new configuration of collaborative work where each member of the group has an
identified role. Based on the analysis of the activity of the docking process [16],
we propose the two following roles: the coordinator and the operator.

– The coordinator is the global leader of the docking process. The role consists
of analysing and exploring the overall structures of the molecules, and then
testing the relevant assembly solutions by moving and orienting one molecule
relative to the second structure. If the two conformations (i.e. overall shape)
are not adapted for the assembly, the coordinator will first identify the re-
quired deformations and corresponding points of manipulation, and then en-
trust the corresponding tasks to the operator by designating the residues to
manipulate and the corresponding spatial targets. Based on these two tasks,
we provide two tools to the coordinator. The first tool enables the control of
the overall position of one molecule. It links the molecule to a haptic arm
(i.e. Desktop PHANToM) through a spring-damper force model. The second
tool enables the designation of the targets to manipulate. Given the numer-
ous structures that are to be simultaneously manipulated, we propose to use
two operators for monomanual configuration of work. In fact, the bimanual
mode shows some limits for the manipulation of complex structures Guiard
[3].

– The operator manipulates and deforms the molecule by grabbing designated
atoms or residues1. We provide the operator with a tool that enables the
selection and grasping of the designated targets [15].

1 Internal structures of the molecule composed by 10 to 50 atoms.
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2.2 Proposed Haptic Communication Metaphors

Based on the proposed collaborative working configuration (coordinator and op-
erators), we propose a designation metaphor to improve communication between
the operators and the coordinator. This metaphor, inspired by the works of Moll
[10], enables the indication of a region of interest (ROI) on the 3D structure of
the molecule. It includes two components: (1) a visual component and (2) a hap-
tic component. The visual component highlights, through the involved target,
the 3D structure of the molecule. The haptic component enables active notifica-
tion of new designated targets. Moreover, it provides an active guidance tool to
facilitate reaching the designated targets on the 3D structure.

We summarize the working of the designation metaphor as follows:

1. the coordinator A identifies the required target.
2. the coordinator A designates the target.
3. a visual feedback highlights the target with a neutral color (gray atoms ar

residues). All users (A, B and C) are notified about the new designation
through a haptic vibration.

4. the operator B or C (for the example, the operator B) accepts the target. The
target is now highlighted with the same color as the cursor of the operator B.
The vibrations are stopped.

5. the operator B is attracted to the target through the following spring-damper
force model:

F (x) =

{
k (t− t0) (x− xt)− b

∂x

∂t
if t ≥ t0

0 if t < t0

where x is the cursor’s position, xt is the target’s position, t0 the time of
acceptation of the target and k and b respectively the spring and damping
constants. The force is saturated when over 4 N.

6. the process ends when user B selects the target.

3 Experiment

This section presents the experimental evaluation of the proposed metaphors in
the context of molecular docking.

Hypothesis. Based on the identified constraints of collaborative work and cor-
responding performance factors [15], we propose to investigate the following
hypothesis.

H1 Better efficiency The proposed working configuration and the haptic com-
munication metaphor will improve the global efficiency of the group.

H2 Better coordination The haptic communication metaphor will improve
communication between users and therefore, improve coordination.
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Hardware Setup. Experiments were conducted on a collaborative platform, cou-
pling standard desktop workstations with a large screen display, for a public and
global view fig 1. This platform is integrating biologists solutions with virtual
reality softwares: VMD [5] is used for the molecular visualization, NAMD [12]
for the molecular simulation and IMD [17] to create an interactive molecular
simulation. One haptic interface is plugged on each desktop workstation with a
VRPN server [18] which communicates with NAMD through VMD and IMD:
2 Omni PHANToM for deformation tools, 1 Omni PHANToM for designation
tool and 1 Desktop PHANToM for the molecule’s manipulation tool.

All participants are sitting in front of the large screen and can verbally com-
municate without restriction. The coordinator is placed in the center and the
two operators are placed on each side of the coordinator.

Fig. 1. Collaborative platform for molecular deformations

Molecular Deformation Task. The proposed experiment consists of presenting
a molecule with an initial conformation (i.e. a given shape and position) fig. 2.
Participants are then asked to move and deform the molecule to reach a target
conformation fig. 2. The target conformation provides the best geometrical com-
plementarity with the second molecule. The participants evaluate the similarity
between the current conformation and the target conformation with the RMSD
score. This score, used by biologists, is defined by the following formula:

RMSD (d,g) =

√√√√ 1

N

N∑
i=1

‖di − gi‖2 (1)

where N is the total number of atoms and ci, gi are respectively atoms i from
the current conformation d and the target conformation g. The RMSD score is
displayed on the right of the screen in a blue bar. The smallest reached RMSD
score is displayed with an orange bar inside the blue one.

As developed above, the coordinator is in charge of the control of the overall
position of the molecule as well as the designation of residues and atoms to
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manipulate. The operators select the designated residues (current residue on
fig. 2) and pull them to a given position (target residue on fig. 2). Finally, some
parts of the molecule are fixed (fixed residue on fig. 2) to avoid the displacement
of the molecule outside of the working space.

current conformation

target molecule

current residue

target residue

fixed residue

current RMSD

smallest RMSD

Fig. 2. Visual display to carry out the deformation process

Procedure. The experiment presents three successive steps:

1. The experimenter presents the objectives of the experiment, the tasks, the
roles (one coordinator and two operators)to the group. The group then de-
liberates and assigns each member a role.

2. In the second step we successively present the various tools to the partici-
pants through elementary experiments without effective evaluation. First, we
present the platform and the manipulation tools (without the haptic commu-
nication metaphor) to the operators. A second training scenario is proposed
to introduce the haptic metaphor (to the operator and coordinator). Finally,
the tool to move the molecule is presented to the coordinator during a third
training scenario.

3. The third step consists of presenting the effective experiential scenario. Par-
ticipants are evaluated for both molecules (Ubiquitin then NusE:NusG) with
and without haptic communication metaphor. The conditions are counter-
balanced across the groups (see below the description of this condition).
This step begins with a short period of exploration (1 mn) during which
the groups elaborate an overall strategy. Then the participants begin the
manipulation of the molecules in order to reach the smallest RMSD score
(8 mn).

Subjects. 1 woman and 23 men (μ = 27.4, σ = 3.8) participated in the experi-
ment. They were all students, researchers or researcher assistants in bioinformat-
ics, linguistic, virtual reality or acoustic. They were all French speakers and had
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no visual or audio deficiency. No remuneration was given to the participants. To
reduce learning effects during the experiment, we chose participants who already
had experience with molecular deformation in virtual reality platforms.

Experimented Conditions. Two main factors were investigated in this experi-
ment: the presence of communication metaphor and the complexity of the ex-
perimented molecules.

[Vi1] Haptic communication metaphor , This within subject counter-
balanced variable has 2 modalities: “without metaphor” or “with metaphor”.
The “without metaphor” condition provides the designation tools with vi-
sual feedback only; the “with metaphor” condition provides the designation
tools with visuo-haptic feedback.

[Vi2] Complexity of the molecules , This within subject variable has 2
modalities: “Ubiquitin” and “NusE:NusG”. The complexity of both molecules
is defined by the size of the molecules (number of atoms and of residues)
and the nature of the task. The molecule Ubiquitin presents 1231 atoms
(76 residues); the corresponding task concerns the deformation of internal
structures of the molecule. The complex of molecules NusE:NusG (a set of
two molecules) is composed of NusE with 1294 atoms (80 residues) and NusG
with 929 atoms (59 residues); the corresponding task concerns the deforma-
tion and the movement of the molecule NusG (the backbone2 of the NusG
is entirely fixed in the virtual environment).

Objective Measurements. The analysis is based on the following objective
measures:

[Vd1] Smallest RMSD score , Smallest RMSD score reached during the task
fulfilment.

[Vd2] Time of the smallest RMSD score , Completion time to reach the
smallest RMSD score during the realization of the task.

[Vd3] Frequency of selections , Number of selections realized by the operators
during the deformation divided by the total duration of the task.

[Vd4] Mean time of acceptation of targets , Duration between a new des-
ignation (by the coordinator) and the acceptation of this designation (by an
operator).

[Vd5] Mean time to reach targets , Duration between the acceptation (by
the operator) and the selection of the target (by the operator).

[Vd6] Number of accepted selections , Number of fulfilled designations done
by the coordinator that have been accepted by an operator.

[Vd7] Mean speed of the coordinator , Mean speed of the coordinator ’s end-
effector during the whole task.

4 Results and Discussion

All the results were analyzed using an analysis of variance with the Wilcoxon
signed-rank test.

2 Main internal structure of a molecule mainly composed of carbon atoms.
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4.1 Improvement of Efficiency

The fig. 3(a) shows that there is not a significant effect of the haptic communi-
cation metaphor [Vi1] on the smallest RMSD score [Vd1] (W = 87, p = 0.348).
However, the fig. 3(b) shows a significant effect of the haptic communication
metaphor [Vi1] on the completion time to reach the smallest RMSD score [Vd1]
for the complex NusE:NusG (W = 36, p = 0.008) with a decrease of -48.3 %.
However, there is no significant effect of the haptic communication metaphor
[Vi1] for the molecule Ubiquitin (W = 13, p = 0.547). The complex NusE:NusG
presents the most difficult scenario due to the important number of residues to
deform. On a simple scenario (Ubiquitin), there is no gain and no loss of working
efficiency with the haptic communication metaphor. In fact, simple tasks involve
less designations which limits the effect of the metaphor on the performance re-
sults of the overall process.

We observe on fig. 3(c) that operators significantly decreased the frequency of
selection [Vd3] by -12.8 % with the haptic communication metaphor [Vi1] (W =
401, p = 0.009). The completion time performance of the groups was better (-48.3
% for the complex NusE:NusG) or at least the same (for the molecule Ubiquitin)
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(a) Smallest RMSD scorereached [Vd1]
during the realization of the task accord-
ing to the two investigated conditions in
haptic [Vi1]
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(b) Completion time to reach the small-
est RMSD score [Vd2] according to the
two investigated molecules [Vi2]
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(c) Frequency of selections [Vd3]for the
operators according to the two investi-
gated conditions in haptic [Vi1]
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(d) Time between the acceptation and
the selection for the operators [Vd5] ac-
cording to the two investigated condi-
tions in haptic [Vi1]

Fig. 3. Results related to the working efficiency
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with haptic, even if the frequency of selection iwas reduced: the efficiency of the
groups was always better.

Finally, fig. 3(d) shows that the haptic communication metaphor [Vi1] pre-
sented a significant improvement in the time between the acceptation and the
selection steps [Vd5] (W = 473, p � 0.05). The time was decreased by -64.3 %.
Based on these results, the H1 hypothesis is validated.

4.2 Improvement of Coordination

Fig. 4(a) shows that the haptic communication metaphor [Vi1] introduced a
significant decrease (-51.5 %) on the mean time of targets acceptation [Vd4]
(W = 404, p = 0.008). Moreover, fig. 4(b) shows that the haptic communication
metaphor [Vi1] significantly reduced the rate of acceptation [Vd6] by 25.7 %
(W = 93.5, p = 0.004). Finally, the haptic communication metaphor [Vi1] had a
significant effect of 25.7 % on the mean speed of the coordinator [Vd7] as shown
on the fig. 4(c) (W = 15, p = 0.004).

The mean time to reach the target [Vd5] was directly linked tothe commu-
nication between the members of the group. During the deformation process,
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(a) Time between a designation by the
coordinator and the acceptation by an
operator [Vd4] according to the two in-
vestigated conditions in haptic[Vi1]
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(b) Number of designations accepted by
the operators [Vd6] according to the
two investigated conditions in haptic
[Vi1]
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(c) Mean speed of the coordinator ’s end-
effector [Vd7] according to the two inves-
tigated conditions in haptic [Vi1]

Fig. 4. Results related to the improvement of the coordination
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the operator needs to be aware of the new designations in order to perform the
corresponding manipulations. Two strategies of communication can be adopted.
First, the operator detects the new designations based on the visual feedback.
However, this strategy is constrained by the complexity of the molecule. In fact,
the designation targets may be hidden by the structures of the molecule. In the
second strategy, the coordinator verbally indicates the new designations to the
operators. However, verbal communication is not precise enough to indicate 3D
positions in the 3D virtual space. The haptic communication metaphor addresses
these two constraints. The haptic tool provides an active notification of all new
designations through a vibration feedback even if the operators are working on
other regions. Moreover, the haptic metaphor enables the active guidance of the
operator to efficiently reach the target on the molecular structure.

The fig. 4(b) shows that the rate of unaccepted designations was significantly
reduced. Moreover, 4(c) shows that the coordinator worked significantly faster.
Indeed, the coordinator must wait until the operators accept the new designa-
tions. Since the operators are more effective at identifying and selecting the des-
ignated targets (i.e. active notification and gestural guidance), the coordinator
can designate more targets with better acceptation rate. These results show that
the communication with the haptic metaphor is faster and provides congruent
spatial information. Based on these results, the H2 hypothesis is validated.

5 Conclusion

This paper presents a new strategy to address the two important constraints of
closely coupled collaboration: social loafing and coordination conflicts. The pro-
posed approach is based on a suitable group structure presenting two identified
roles, and an efficient communication metaphor for the active notification and
designation of targets in 3D complex environments. The experimental results, ob-
tained in the context of complex docking process, show that the haptic metaphor
significantly improves the performance and efficiency of the group working on
complex tasks. In fact, simple tasks involve fewer designations which limit the
contribution of the metaphor. Moreover, the results show that the metaphor im-
proves communication through an active notification procedure coupled with an
efficient gestural guidance strategy to reach effectively the designated targets.
Based on these encouraging results, we will, in future works, investigate other
steps of the collaborative docking process, for instance, the simultaneous defor-
mation of the same molecular structure which requires a strong coordination of
actions. Furthermore, to support some spatial information, we propose to study
and integrate an audio component into the collaborative metaphor.
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Abstract. Tactile and haptic interaction is becoming increasingly important; ergo-
nomic standards can ensure that systems are designed with sufficient concern for er-
gonomics and interoperability. ISO (through working group TC159/SC4/WG9) is 
developing international standards in this subject area, dual-tracked as both ISO and 
CEN standards. A framework and guidelines for tactile/haptic interactions have re-
cently been published as ISO 9241-910 and ISO 9241-920 respectively. We de-
scribe the main concepts and definitions in support of a new standard that describes 
how to evaluate tactile/haptic interactions and how to link this evaluation to previous 
standards. The new standard addresses three major aspects of the evaluation of a tac-
tile/haptic system  Ӎ  the validation of system requirements, the verification that the 
system meets the requirements, and the overall usability of the system. Several 
measurement and analysis techniques are discussed, such as the calculation of scores 
for the determination of effectiveness. Tactile/haptic measurements have to be re-
peatable, and as an example we discuss how an appropriate model of the interaction 
with a virtual wall can be formed and used in evaluating a device. 

Keywords: Guidelines, haptics, human computer interaction, standards,  
evaluation. 

1 Introduction 

Ergonomic standards go beyond providing consistency and interoperability.  They 
help enhance usability in a number of ways, including improving effectiveness and 
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avoiding errors, improving performance, and enhancing the comfort and well-being of 
users. Ergonomic standards provide a basis for analysis, design, evaluation, procure-
ment, and even for arbitrating issues of international trade. Therefore, an ISO expert 
group has been working on standards documents for haptic interaction since 2005. 
ISO TC159/SC4/WG9 has reported on its progress at several conferences [11, 9, 10, 
2] and published its first standard ISO 9241-920 Guidance on tactile and haptic inter-
actions [6] in 2009; this was followed by a second standard, ISO 9241-910 Frame-
work for tactile and haptic interaction [7] published in 2011. 

As of 2012, the following countries are actively participating in WG9: Canada, 
USA, UK, The Netherlands, Sweden, Germany, South Korea, and Japan. Drafts pro-
duced by WG9 undergo a thorough review process, including rounds of commenting 
and voting on the drafts by National Technical Advisory Groups.  

ISO TC159/SC4/WG9 is currently focusing on the evaluation of tactile/haptic in-
teractions, to be published as ISO 9241-940. This paper presents a preliminary view 
into this future standard and invites participation in its evolution. 

2 Framework for Evaluation 

ISO TC159/SC4/WG9 recognizes that there are three major aspects of evaluation: 
validation, verification and usability, which relate the user, the requirements and the 
system under consideration. 

 
Fig. 1. User, requirements, system triangle 

2.1 Validation 

Validation evaluates the accuracy and completeness of the requirements’ specifica-
tions. Boehm [1] states that validation involves answering the question: “Are we 
building the right system?” According to ISO/IEC-15288 [5], “This process performs 
a comparative assessment and confirms that the stakeholders’ requirements are cor-
rectly defined.”  

Where criteria can be established from existing sources (e.g. ISO 9241-910), they 
should be specified in the requirements. Where a criterion cannot be established, usa-
bility testing (Section 2.3) becomes more important than validation. 

User

Requirements System

Validation Usability 

Verification 
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Validation during development is generally performed by means of requirement 
reviews. Validation can also be performed on the set of user requirements that are 
used as input to an acquisition process (e.g. in a request for proposal). The quality of a 
validation is highly dependent on the quality of the communications between the user 
and the developer, especially on the clarity of the requirements documentation. Addi-
tional sources of pre-validated haptic requirements can come from International 
Standards such as ISO 9241-920 [6]. 

2.2 Verification 

Verification tests the accuracy and completeness of the system and its operations. 
Boehm [1] states that verification involves answering the question: “Are we building the 
system right?” According to ISO/IEC 15288 [5], “The purpose of the Verification Pro-
cess is to confirm that the specified design requirements are fulfilled by the system.” 

Verification requires specific criteria which can be measured by an appropriate 
technique. If specific criteria are not available, usability testing is an essential alterna-
tive to verification. 

Verification during the development process is generally performed by testing that 
the system meets the requirements. Verification during acquisition is often limited to 
comparing user requirements to published specifications of a system, trusting that the 
published specifications have been properly verified. The quality of the verification is 
dependent on identifying the appropriate measures and measurement techniques. ISO 
9241-940 will be suggesting measures and measurement techniques appropriate for 
haptic interactions. 

2.3 Usability 

Usability tests how well a user can operate or use a system. ISO 9241-11 [3] defines 
usability as “the extent to which a product can be used by specified users to achieve 
specified goals with effectiveness, efficiency and satisfaction in a specified context of 
use”.  It defines effectiveness as “the accuracy and completeness with which users 
achieve specified goals”; efficiency as “the resources expended in relation to the ac-
curacy and completeness with which users achieve goals”; and satisfaction as “posi-
tive attitudes to the use of the product and freedom from discomfort in using it”. It 
also defines context of use as, “users, tasks, equipment (hardware, software and mate-
rials), and the physical and social environments in which a product is used”. 

Usability testing answers the question, “Is the system right for the users and their 
tasks within the context of use?” Usability tests can be carried out during both devel-
opment and system acquisition. 

3 Evaluating Tactile/Haptic Interactions 

The possible configurations for tactile/haptic interactions are large in number, and the 
possible tests that could be devised to evaluate such interactions are correspondingly 
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numerous. To help make sense of the field, we list several types of interaction that can 
be evaluated in Table 1.  Possible users range from experienced practitioners to the 
general public. The lists are not exhaustive, but form a representative set from which 
examples can be drawn and for which test procedures may be defined. 

Table 1.   Examples of interactions 

Type Auxiliary Display Example Test 

Reality Simulation Visual Display Driving simulation Lane change test 

Virtual Display Visual Display Displaying earth map on 
a simulated globe 

Tracing mountain 
ranges and valleys 

Visual Control  
Panel 

Visual Display Selection button icons 
with haptic effects 

Make selections in 
rapid sequence 

Haptic Control  
Panel 

Audible tones Selection button icons 
with haptic effects but 
no visual counterpart 

Navigate space to 
understand and make 
selections 

Haptic Control 
Space 

None Controls for radio, air 
conditioning, seat posi-
tions while driving 

Navigate control space 
to understand and 
make selections 

Real Space Sensor None Cane with proximity 
sensors and haptic indi-
cations in the grip 

Ease of navigating in a 
maze, especially by 
visually impaired us-
ers 

Tactile Active 
Scanning 

None Braille reader with user-
directed line pacing 

Repeat verbally out 
loud a selection of 
Braille text 

Tactile Passive 
Warning 

None Cell phone with silent 
ringer “tones” for se-
lected callers 

Recognize individual 
callers while distracted 
on other tasks 

4 Validation 

The validation of requirements for a tactile/haptic interaction begins with a clear 
statement of the goal of the interaction.  Each requirement is then held up against this 
goal statement in order to judge its relevance to the goal. 

For example, the goal could be to allow an artist to paint a scene in a virtual world. 
Detailed requirements can be laid out – camel hair brush to be held in either hand, the 
pressure of the brush on the virtual canvas to be reflected back to the user, simulating 
both water color and oil painting techniques.  These should be translated to technical 
specifications – the required dynamic range and resolution of the brush pressure, for 
example. 
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The process can be aided by the construction of one or more operating scenarios.  
Such a scenario could reveal additional requirements – the speed of the brush stroke, 
the selection of colors from an on-screen pallet, for example.  If the initial set of re-
quirements had omitted a requirement such as brush stroke speed, then this can be 
inserted during the validation process. 

If technical specifications are missing from requirements, then additional tests may 
be called for.  For example, the range of brush pressures could be ascertained by hav-
ing the artist paint a real canvas that is lying on a weigh scale.  Several artists may be 
called upon to repeat the test, thereby accessing a range of opinions and thus extend-
ing the versatility of the planned system. 

During the validation process, it will likely be necessary to prioritize the require-
ments.  Limits can be encountered in both budget and available technology, leaving 
some desirable options to a future system.  These may provide useful goals in the 
further development of tactile/haptic systems. 

5 Verification 

Tactile/haptic devices are generally constructed on electromechanical principles, in-
dependently of the tactile/haptic scenario software used in the interaction. Tactile 
devices are primarily directed at skin stimulation. They may use mechanical, thermal, 
chemical or electrical stimulation, although most rely on mechanical stimulation. 
Haptic devices are primarily directed at the kinesthetic senses, cues in the human 
body related to the sensing of joint angles, limb position and muscle tension. ISO 
9241-910 presents general requirements for such devices, while Annexes A and B to 
that standard give examples of tactile and haptic devices. 

5.1 Requirements for Devices 

Whether a device is developed in a university laboratory or offered for sale, it should 
have a set of specifications attached to its performance. This allows comparison of 
devices. Meaningful comparison is possible only if the same measurement technique 
has been used to measure the parameter of interest. 

As a principle of system engineering, each requirement should be measurable and 
testable. There is no point in setting a requirement that cannot be tested. 

5.2 What Should Be Measured? 

Lab measurements can be exacting and tedious, depending on the quantity to be 
measured. If a developer wants to characterize the device completely, then every 
clause in the specification should be either noted or measured. Table 2 shows exam-
ples of tactile/haptic system characteristics. 
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Table 2. Typical tactile/haptic system characteristics 

Ergonomic 
Temporal 
& General 

Force & Torque Environmental 

Device-body  
interface 

Bandwidth Peak force & torque Mobility 

Degrees of freedom System latency Max continuous force 
& torque 

Size 

Motion range Device latency Min displayable force 
& torque 

Weight 

Working position Maximum stiffness Resolution of force & 
torque 

Ease of installation 

Limb support Reliability Dynamic range of force 
& torque  

Ease of maintenance 

 Fidelity Peak acceleration Thermal safety 

Modifiable to a taskStatic friction Electrical safety 

Adaptable to a task Free space motion 
resistance 

Mechanical safety 

Inertia Acoustic noise 

5.3 Measurement Resolution 

The measurement of many attributes of haptic devices can be subtle.  As a rule, the 
equipment used to measure an attribute should be about ten times higher in resolution 
than the resolution of the measurement that a researcher or user expects to make. At 
the same time, measurements of high resolution are not always required to determine 
if a device is suitable. It may suffice to measure the workspace to the nearest centime-
ter, rather than to sub-millimeter precision. 

5.4 Context of Measurement 

In order to allow for the widest possible scope of device evaluation, the draft standard 
presents verification techniques in two sections – one for the examiner who does not 
have measurement equipment at his or her disposal, and another for the laboratory 
equipped to make a variety of measurements. 

6 Verification Example 

6.1 Background 

To illustrate the principle of verification, consider the example of a motorized haptic 
system.  As a rule of thumb, when the maximum stiffness of the system is exceeded, 
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unintended vibration will occur.  Rather than making a passive presentation of touch, 
the system introduces energy into the interaction that reveals it to be a poor simulation 
of what it is trying to represent. 

A convenient test for maximum stiffness is to present the device with a virtual wall 
with adjustable spring constant and no damping. The maximum stiffness is the highest 
spring constant of the wall that can be explored by the device without generating  
vibration. 

The handle must be gripped by the user in the same manner that it would be 
gripped during normal operation. If held tightly, the measured stiffness will be slight-
ly higher than its actual value in normal operation; if held loosely, the measured stiff-
ness will be slightly lower than it would be in normal operation.  

The following implicitly assumes a kinesthetic device. 

6.2 Equipment 

Consider a haptic simulation consisting of a virtual wall with a variable amount of 
springiness - the surface of the wall is modeled by a spring governed by Hooke’s law. 
The haptic device is connected to a small virtual sphere, so that the sphere moves 
synchronously with the movement of the haptic device. The wall has a return force F 
proportional to the depth of penetration d by the virtual probe into the wall, where k is 
the constant of proportionality (also known as the spring constant). 

 F = −k ·  d  (1) 

The computer software should be set up so as to 

1. give the user control over a point virtual probe by means of the haptic device under 
test; 

2. locate a virtual wall, typically the local x, y or z Cartesian reference plane; 
3. allow the user to place the virtual probe onto the surface of the wall, but to pull it 

back at will; 
4. allow the user to increase or decrease the spring constant of the wall. 

6.3 Test Procedure 

The maximum spring stiffness that does not cause vibration is found by a bracketing 
technique 

1. Set the wall spring stiffness to any value near the expected maximum stiffness. 
2. If vibration occurs, reduce the spring constant. 
3. If vibration does not occur, increase the spring constant 
4. Continue increasing and decreasing the spring constant, bracketing ever closer the 

maximum stiffness where vibration does not occur. 
5. When the smallest iteration crosses the line between vibration and no vibration, the 

maximum stiffness where vibration does not occur has been located. 
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A convenient way to vary the stiffness is to use a slide bar. When the mouse is used to 
select the slide bar, the roller on top of the mouse will move the slide bar, thus chang-
ing the stiffness. The user can vary the stiffness with one hand, sight unseen, while 
focusing attention on the device while it is controlled with the other hand. 

7 Evaluating Usability 

7.1 General 

Data should be quantified so that a decision can be made as to the required qualities 
of the interaction. At the top level, the three components of usability are tested –  
effectiveness, efficiency and user satisfaction. 

The purpose of validation in this context is to determine if a tactile/haptic interac-
tion is usable for the purpose for which it was designed. 

In order to validate the interaction, the examiner should ensure that goals have 
been specified to define the intention of the interaction. In many cases, the goals are 
set most concretely by positing a specific situation in which the interaction is to be 
used. For example, a hand-held touch screen has a number pad that gives a specific 
frequency of vibration when each number is pressed. A specific situation may be to 
dial a ten-digit phone number using the touch pad. 

7.2 Test 

A repeatable test procedure is then constructed from the situation. The procedure 
should include some means of measuring at least three components of usability set by 
ISO 9241-11 [3]: 

Effectiveness measures can include: 

• the success of each attempt to reach the goal 
• percentage of goals achieved 
• percentage of users successfully completing the task 
• average accuracy of completed tasks 

Efficiency measures can include: 

• time to complete a task 
• time taken on first attempt 
• time spent on correcting errors 

Satisfaction measures can include: 

• frequency of complaints 
• rate of voluntary use 
• user rated ease of use 
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During a typical evaluation of usability, a representative set of users will place 
themselves in the test situation. They will follow the test procedure in an attempt to 
reach the goal by means of the tactile/haptic interaction. 

7.3 Data Collection 

The analyst collects the data on the three components of usability, plus optional auxil-
iary data on specific aspects of the interaction. The data is analyzed using common 
statistical procedures and the results are reported. A useful means of reporting is the 
common industry format for usability test reports, ISO 25062 [8]. 

For instance, in a dialing test with the hand-held touch screen, the success of dial-
ing phone numbers and the time taken is measured by a monitoring computer. The 
experience of the user is assessed by a questionnaire, in which the user rates his im-
pressions on a number of bipolar scales. In practice, higher quality data can be col-
lected by comparing two or more means of interaction. Typically, a small number of 
variables will be altered between trials, so that the effect of the variables can be com-
pared and a conclusion drawn as to which one is the best (or better) way of achieving 
the goal. 

Additionally, trials may be run with and without vibrations in the touch pad of the 
previous examples. A variation may be tested with just a haptic 'click’ under the char-
acter “5" in the centre of the number cluster, to see if the user is better able to centre 
the fingers while dialing the phone number. 

7.4 Effectiveness 

Some effectiveness measures include: 

• reading speed 
• speed of identifying an icon 
• targeting speed 
• moving speed 
• reaction time 

Tests will arrange for a score of effectiveness. A score of success p may be derived 
directly from the achieved result. If the goal of each run is yes/no success, then the 
number of successes n in m tries may be assessed. The score will then be p = n/m. 

A number of users should test the tactile/haptic interaction, thereby reducing the 
possibility of individual bias. The exact number depends on the desired degree of 
certainty required for the test.  Users should be selected as randomly as possible from 
the typical user group. 

7.5 Efficiency 

In a typical tactile/haptic interaction, the time taken to achieve the goal is measurable. 
Efficiency may then be conveniently calculated from the ratio of the individual scores 
used to determine effectiveness divided by the time taken to achieve each score. 
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The basic efficiency would be the mean of these scores. More useful is the decision 
as to which of two test runs is more efficient, and by how much. 

7.6 Satisfaction 

User satisfaction with an interaction may be assessed by any one of twelve methods 
presented in ISO 16982 [4], Usability methods for human-centered design. Methods 
vary from observation of users and questionnaires to expert opinion without direct 
user involvement.  As set out in that standard, the choice depends on many factors – 
whether one is acquiring, designing or operating a system; whether the task to be 
performed is simple or complex, and whether the task is well known to the general 
population or relatively obscure. 

In the present considerations of evaluation, we shall assume the use of a question-
naire. The questions thus presented can serve for a user-filled questionnaire, but also 
as the basis of an interview or a check sheet for the opinion of a subject expert. 

We shall also assume the use of ordinal scales to rate user satisfaction, with the 
neutral opinion in the middle. The possible answers to a question such as “This inter-
action was easy to use” may range, for example, from “Strongly agree” to “strongly 
disagree”. 

8 Example of Evaluating Usability 

8.1 Background 

We consider the evaluation of the usability of a simulation of a surgical procedure.  
Reality simulation such as this may involve several interaction modalities – 6-DOF 
haptic feedback, stereo vision and high quality audio. The interaction may be intended 
for exploration, training or entertainment. In the case of surgery, the interaction would 
be one of precision, so fidelity and convincing immersion are important features. 

We suppose that the user has experience with the actual scenario, and that he 
would judge the simulation against his experience with that scenario. As a case exam-
ple, we may further suppose that the scenario is a surgical procedure involving the 
removal of a tumor from a brain. A skull section has been removed, and the surgeon 
is using a cauterizer, a bipolar coagulator and a suction tool. 

The goal of the simulation is a realistic rendering of the visual scene and the feel of 
a surgical instrument as the surgeon wields it during a surgical procedure. 

8.2 Test 

The test will consist of parallel scans across the surface of the meninges (the mem-
brane that covers the brain). The tool is a pen-like cauterizer which we shall refer to 
as a stylus for convenience and generality.  The surgeon holds it as one would hold a 
pencil. 
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Fifty traces are made, each of approximately the same length. The stylus rides the 
surface of the meninges as the tool is moved by the surgeon. A very light force is 
maintained on the membrane. Success for each scan is measured by the ability of the 
surgeon to maintain a constant and correct force on the stylus while executing a scan 
of constant curvature. The centre of the position curve will typically be at the elbow 
of the surgeon, as he executes adduct-abduct motion of the elbow while keeping the 
wrist locked. 

The raw data measured would be the downward force and the position of the tip of 
the stylus. The derived data could be any of a number of possibilities: 

• the standard deviation of the force 
• the distance along the arc during which the force exceeds a maximum or a mini-

mum value 
• the difference between the average value of the force and the target value 
• the standard deviation of the radial position of the trace 
• the distance along the arc during which the radial position deviated from the ideal 

radius by more than a certain value 
• the distance along the arc during which the radial position deviated from the ideal 

parallel distance from the preceding trace 

Considering the goal of the test (to make parallel lines at a certain pressure), we shall 
choose success to be a complete trace made within force limits and within radial dis-
tance limits of the preceding trace. 

8.3 Analysis 

Effectiveness will be measured by the percentage of the fifty traces that are success-
ful. Efficiency will be measured by the success rate divided by the time taken to com-
plete the fifty traces. 

Satisfaction will be measured by the bipolar response to the statement, “Is this a 
realistic simulation of the actual operating scenario?" 

The questionnaire could be expanded to include evaluating statements that solicit 
more fine-grained responses (strongly agree, agree, neutral, disagree, or strongly 
disagree). 

“Does the stylus feel correct in my hand?" 
“Does the stylus have the correct inertia?" 
“Were there erroneous forces that I had to resist as I drew the traces?" 
“Has the visual rendition been like an actual surgical site?" 
“Has the feel been exactly matched to the visual rendition of the operating scene?" 

8.4 Ramifications 

The evaluation could be used 

• to assess if a surgical simulator is satisfactory for training surgeons. 
• to compare different brands of surgical simulator. 
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• to compare different haptic devices for use in a surgical simulator. 
• to compare different orientations of the same haptic device. 
• to compare different haptic and visual models of the brain surface. 

9 Getting Involved 

TC159/SC4/WG9 is continuously working to ensure that all guidelines are technically 
correct and feasible. You can get involved as an expert member of TC159/SC4/WG9, 
actively developing drafts of the planned work items. Even as a casual advisor, the 
members of WG9 are very interested in your opinions on tactile/ haptic-related terms 
and definitions, and hearing about your experience with measures for haptic devices 
or human performance.  
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Abstract. This paper deals with a model-based control strategy implemented on 
an encountered haptic interface developed for the simulation of  ball catching 
tasks. A dynamical model of a reference device has been developed and vali-
dated by experimental results. This model was applied to increase the control 
performance and to simulate realistic impacts. The control strategy to generate 
the haptic interface trajectories consistent with the simulation of ballistic mo-
tion of virtual objects has been defined. At the impact instant the perceptively 
correct kinetic energy is transferred from the device end-effector to the user 
hand adopting a velocity scaling rule. Experimental results confirm control ac-
curacy in fast dynamics trajectory tracking. 

Keywords: Dynamics Modeling, Encountered Haptics, Impacts Simulation. 

1 Introduction 

Haptic interfaces are typically used for simulating slow dynamic human-robot interac-
tion, mainly in applications simulating virtual objects manipulation or shape explora-
tion. Encountered type haptic interfaces have been designed to display the user a  
direct contact with the end effector when a collision occurs between his avatar and an 
object in the virtual environment [3,4]. Moreover, encountered haptic interfaces allow 
to interact with objects with fast dynamics in large virtual environments. The task of 
simulating catching and throwing balls, such as in juggling [2,8], is an example of 
application requiring high dynamic performance of encountered haptic devices. While 
the mentioned works mainly focus on the psychophysical investigation about the most 
effective haptic rendering for impact simulation, in this paper we present a control 
strategy to achieve high dynamic performances of the device and a trajectory planning  
to simulate realistic impacts with virtual objects following a generic motion law. 

Catching tasks represent also a relevant scenario for neurophysiologic studies re-
lated to motor learning and adaptation. In particular, in the study of human adaptation 
to altered gravity conditions, such as in the case of astronauts in long lasting space 
missions, the paradigm of launching and catching balls has been efficiently exploited 
to investigate motor learning [6,7]. The study of the human reaction and adaptation to 
altered gravity conditions is important for the feasibility analysis of long term spatial 
missions, where the capabilities of the crew to operate in unfamiliar conditions and to 
readapt to standard environment after landing are fundamentals. 
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The GRAB is a 3-dof mechanism [5] composed of three robotic links with an 
equivalent R-R-P kinematics. A standard tennis ball is linked to the end-effector of 
the mechanism, to simulate the hand grasping of a real ball during the impact phase. 
The workspace, the kinematics and the inertial reference frame (Xo,Yo,Zo) of the de-
vice are represented in Fig. 2. ࢋࢋࢄ is the end-effector position referred to the inertial 
frame. 

 

Fig. 2. GRAB interface kinematics and workspace 

The virtual environment has been developed by means of the eXtreme Virtual Re-
ality (XVR) [1] framework and runs on the Simulation host (see Fig. 3). The position 
and the orientation of the hand of the user are measured by a Polhemus Liberty mo-
tion tracking system.  

 

Fig. 3. Schematic view of the system functioning 

The simulation host is responsible for the generation of virtual ball trajectories. 
Impact virtual velocity vectors and the required GRAB flight times to impact are also 
computed, and sent together with the impact points as inputs to the controller PC. It 
computes and implements adequate trajectories for the end-effector by means of a 
trajectory planner and a dynamical model based position control. A visualization sys-
tem allows the subject to observe the virtual trajectories and its respective parameters. 
The data flows through the different units are represented in Fig. 3. 
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3 System Dynamic Modeling 

According to the kinematic scheme of Fig. 2 a dynamical model of the haptic inter-
face was defined. Denavit-Hartenberg convention was used to solve the direct, inverse 
and differential kinematics.  Mechanism dynamics equations were derived as: 

 ( 1) ( 1) T
m m m m m mB K q C K q g K τ− −⋅ ⋅ + ⋅ ⋅ + = ⋅   (1) 

where  represents the column vector of the motor angular positions, ሺሻ the 
inertia matrix of the mechanism, ሺ, ሶ -ሻ the colሺࢍ ,ሻ the Coriolis matrix
umn vector of the gravity torques and ࣎ the column vector of the actuated motor 
torques. The transmission matrix ࡷ defines the relation  ൌ ࡷ ·  between joint 
angles  and motor angles . 

The geometrical and the inertial properties of the haptic interface were estimated 
by the CAD model. The estimation of the inertia matrix ࢚࢙ࢋ was computed in terms 
of joint variables . Similarly the Coriolis matrix )࢚࢙ࢋ, ሶ ሻ, gravity joint torques ࢚࢙ࢋࢍሺሻ and transmission matrix ࢚࢙ࢋࡷ, were estimated from the CAD model. 

3.1 Dynamics Model Based Position Control 

The following control law was assumed: 

 gc dc PD
m m m mτ τ τ τ= + +  (2) 

where ࢉࢍ࣎ term is a standard gravity compensation terms. The transmission matrix 
estimation is exploited to express the functional dependence of ࢚࢙ࢋࢍ, with respect to ࢙ࢇࢋ: 

 ( 1)( )gc meas
m est est mg K qτ −= ⋅  (3) 

The functional dependence expressed in equation (3) holds also for ࢚࢙ࢋ ,࢚࢙ࢋ and for 
the other kinematics variables. From now on, it will be taken as a tacit assumption. 

The ࢉࢊ࣎ term is a feed-forward contribution which compensates the dynamical be-
havior of the GRAB. We used the estimation of the inertia and Coriolis matrices, and 
the desired motor angular positions, indicated with ࢙ࢋࢊ. These ones are chosen in 
order to exploit GRAB own dynamics within the limits of the maximum of its per-
formances. Due to the inertial characteristic of the device and the actuators torque 
limits the maximum acceleration at the center of the workspace is 25 [m/s2]. 

Inverse kinematics was used to compute the desired motor angular positions from 
the desired end-effector trajectories, indicated with ࢙ࢋࢊࢋࢋࢄ,which are naturally defined 
on the workspace. We have: 

 ( )( ) ( 1) ( 1)dc T des des
m est est est m est est mK B K q C K qτ − − −= ⋅ ⋅ + ⋅ ⋅   (4) 
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The final contribution is the action of a standard PD controller: 

 ( )PD des meas meas
m P m m D mK q q K qτ = ⋅ − − ⋅   (5) 

where the ሶ  .is computed by a first order filter ࢙ࢇࢋ
A scheme of this model based control strategy is represented in the Fig. 4: 
 

 

Fig. 4.  Control algorithm scheme 

3.2 Comparison of the Proposed Method with a Standard PD Position 
Control: Experimental Results 

The effect and the accuracy of the system dynamics can be analyzed by comparing 
the performance of the model based position control and a standard PD solution opti-
mized in fast response. The performance of the system under the two controls is re-
ported in Fig. 5. 

The plots show the response of the system to a generic input signal with demand-
ing performance: the device was required to cover a distance of 0.23 [m] in a time of 
0.25 [s] with a null final velocity. In the upper three plots the performance of the pre-
sented control law is depicted and the output closely matches the input. In the lower 
plots the response of the PD control feedback without the ࢉࢊ࣎ compensation is shown 
for comparison. The proportional and derivative gains are set to the same values in 
both cases. Adding forward dynamics compensation resulted both in a faster response 
at the beginning of the motion and a reduced overshoot at the end. 

Fig. 6 shows the actual motor torques exerted by the PD controller against the mo-
tor torques estimated by the dynamics simulation. The imposed motion at the GRAB 
end-effector is a circle of radius 0.1[m] in the (y0, z0) plane at a frequency of 1.43 
[Hz] that does not demand particularly high performances. The estimates are good 
approximations of the real actuation torques. 
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4 Haptic Rendering of Impacts 

4.1 General Framework 

Virtual trajectories were defined with respect to the virtual environment reference 
frame (Xo,Yo,Zo). The imposed kinematics motion laws follows ballistic motions with 
a defined initial velocity in a constant gravity field which is chosen to be consistent 
with earth’s gravity (-9.81 [m/s2] along the Yo axis). The gravity field parameter can 
be changed in order to simulate impact and catching tasks in altered gravity  
conditions. 

The Polhemus motion tracker provides the position and orientation measures of an 
electromagnetic sensor. The sensor is attached to the hand of the subject at the center 
of the palm. We defined a target plane passing through the sensor position and 
oriented as the palm of the user. Given the virtual trajectories and the time-varying 
target planes, the impact points were computed in real time as their intersection. Once 
the impact point ࢌࢄ was obtained, the impact time ܶ  were retrieved according to the 
motion law, as well as the impact velocity ࢜. 

A condition for the activation of the GRAB control was then introduced. When the 
distance between the impact point and the palm center was below a given threshold  
(0.05 [m]) and the time to impact (given by the difference between the impact time ܶ  
and the current time) was equal to the given value chosen to be the real GRAB flight 
time ܶ, the activation command was sent to the control algorithm. Once the impact 
had occurred, the control algorithm drove the end-effector to a standard rest position 
with null velocity. 

The input variables sent to the trajectory planner implemented on the control algo-
rithm are: the activation commands, the impact points ࢋࢋࢄ൫ ܶ൯ ൌ -the virtual ve ,ࢌࢄ
locities at the impact points ࢜ and the real GRAB flight times ܶ. 

The GRAB trajectories were then computed in real time by the trajectory planner, 
and have to satisfy an important condition on the impact velocity. This condition is 
discussed in the next subsection. 

4.2 Energy Modeling 

The chosen rule to simulate a realistic impact perceived at the hand of the subject was 
based on a kinetic energy balance. In detail the kinetic energy of the equivalent inertia 
of the haptic device reduced to the mechanism end-effector must be equal to  the ki-
netic energy of the simulated virtual tennis ball with its velocity at the impact point. 
This assumption was supported by psychophysical evidences from experiments  pre-
viously conducted in [2,8] by the same authors . The inertia properties reduced to the 
end-effector are functions of the impact points, and are computed from the inertia 
matrix and the Jacobian position matrix estimations. The differential kinematics solu-
tion provides the end-effector Jacobian position matrix, indicated with ࡼࡶ, which al-
lows us to write: 
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 ( )P
eeV J q q= ⋅   (6) 

where the left term of the equation represents the end-effector velocity evaluated with 
respect to the (Xo,Yo,Zo) frame. 

From the geometrical properties we can write the end-effector Jacobian position 
matrix estimation with respect to the desired joint positions, indicated with ࡼ࢚࢙ࢋࡶ .  

The equivalent end-effector Inertia, indicated with ࡹ, is computed: 

 ( ) ( 1)P T P
est est estM J B J− −= ⋅ ⋅  (7) 

As we have done in section 3.1, we can transform the end-effector position variables 
of the desired trajectories, defined in the workspace, into the joint positions by means 
of the inverse kinematics solution. Then, given the impact points ࢌࢄ, the equivalent 
end-effector inertia is immediately computed and the following energy balance at 
impact is required: 

 ( ) ( 1)1 1

2 2
T T P T P

ee est est est eev m v V J B J V− −⋅ ⋅ = ⋅ ⋅ ⋅ ⋅  (8) 

where ݉ is the theoretical mass value of a standard tennis-ball.  
Assuming to preserve the direction between the virtual impact velocity and the real 

one of the end-effector we can write: 

 ( )ee fV T c v= ⋅  (9) 

where c is a positive real number. From the kinetic energy balance we find c to be: 

 
( ) ( 1)

T

T P T P
ee est est est ee

v m v
c

V J B J V− −

⋅ ⋅=
⋅ ⋅ ⋅ ⋅

 (10) 

4.3 Trajectory Planning 

The GRAB trajectories were computed in real time by the trajectory planner depend-
ing on the input data described in section 4.1 and the impact velocity vector ࢋࢋࢂ com-
puted in section 4.2. The following conditions were imposed to simulate the impact 
with the virtual object in a realistic way: 

• The starting point ࢄ. 
• The device flight time to impact ( ܶሻ. 
• The impact velocity vector ࢌࢂ ൌ ሺࢋࢋࢂ  ܶሻ. 
• The impact point (ࢌࢄ). 

Among the possible solutions satisfying these conditions, the parabola was chosen as 
the lowest order trajectory. We defined the shape of the parabola satisfying the first 
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and the last requirements and allowing the end-effector to reach the computed impact 
velocity direction at the final time ܶ. The motion law was calculated to make the end 

effector cover the overall trajectory in the time ܶ with final speed หࢌࢂห . The shape of 
the parabola was computed with respect to the frame (x,y,z) with origin at X0 and 
defined as follow: 

 
0

0

ˆˆ ˆ ˆ ˆ ˆˆ;      ;      f
f
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X X
x y x V z x y

X X

−
= = − ∧ = ∧

−
 (11) 

where ܸ ൌ ܸ ห ܸห⁄  is the versor of the final velocity. 
In this frame the parabola was contained in the (x,z) plane and its equation is: 

 2z Ax Bx= +  (12) 

The required conditions on the impact point and the impact velocity direction allow to 
compute the two parameters A and B: 

 
0

ˆ ˆ ˆˆsgn( ) tan[acos( )] ;       f f

f

B
B V z V x A

X X

−= − ⋅ ⋅ ⋅ =
−

 (13) 

When ࢌࢂ ൌ  and ࢌࢂ is parallel to the x-axis defined in equation (11), we can choose 
an arbitrary y-axis perpendicular to the x-axis. Further we chose the degenerate solu-
tion of equation (12) with A=0 and B=0 (the straight line solution). 

The total arc length ܵ of the parabola from the starting point to the impact point 
can be compute as follows: 
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0
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−

= + ⋅  (14) 

By imposing the following arc length motion law: 
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The parameters ܣ௦ and ߬כ are computed imposing the condition on the impact veloci-
ty norm and the condition of the total arc length: 
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The mathematical solution results: 

 

2 2 21
2 ;     

2

f f f f f f
ff

f s
ff f

S T S S T V VS
T A

TV V
τ

τ
∗

∗

+ ⋅ − ⋅ ⋅
= − + =

−
 (17) 

under the following condition: 
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The actuation torques and the inertial properties of the device limit the maximum 
value for the acceleration ܣ௦. Given the shape of the parabola and the impact parame-
ters หࢌࢂห and ܵ, the minimum value for ܶ can be computed according to equation 
(17) in order to assure that the device performs correctly the trajectory.  

Fig. 7 shows the complete haptic algorithm for the impact rendering. 

 

Fig. 7. Haptic rendering scheme 

As shown in the bottom right picture of Fig. 8 the virtual tennis-ball and the real 
end-effector trajectories do not lie on the same plane in the most general situation, but 
with the proposed method we can ensure that the two trajectories become tangent in a 
neighborhood of  the impact point. 

4.4 Experimental Results 

Position control performance is plotted in Fig. 8 and Fig. 9 for one exemplary case of 
simulation of virtual catching of a flying ball. In the first three plots of Fig. 8 the de-
sired position coordinates of the end-effector (blue dotted lines) are compared with 
the references generated by the control (red solid lines). The fourth plot shows how 
the control assures the matching and tangency between the end-effector trajectory (red 
solid line) and the virtual ball trajectory (black solid line) at the impact point. 

The virtual ball reached the impact point with a velocity of (0,-2.34,-1.2) [m/s] 
which, according to the kinetic energy balance performed at the impact point, corres-
ponds to a device velocity ࢌࢂ equal to (0,-1.02,-0.52) [m/s]. The device flight time 
( ܶሻ was set to 0.3 [s] and the value of the maximum end effector acceleration re-
quired to perform the planned trajectory was 22 [m/s2], very close to the maximum 
capability of the device (25 [m/s2]). 
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5 Conclusions 

In the present work a dynamics model-based position control strategy for encountered 
haptics was proposed and experimentally tested to demonstrate the feasibility of the 
approach. Given a ballistic motion of a virtual object, a general framework for  
the generation of control state-space trajectories exploiting the full dynamic range of 
the haptic device has been implemented. A catching task has been performed and a 
realistic stimulus at the impact with the hand of the subject is provided under the as-
sumption of a kinetic energy balance. The dynamics model has been applied to esti-
mate the feasible trajectory parameters and to compute the inertial properties of the 
device at the impact point. Results from experimental tests proved the accuracy of the 
dynamics model and the effectiveness of the developed control in the tracking of fast 
dynamics trajectories. Future works foresee the application of the implemented 
framework for conducting neurophysiological and behavioral studies on motor  
learning in altered gravity conditions. 
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Abstract. This paper presents a set of novel interactive techniques
adapted to two-handed manipulation of objects with dual 3DoF single-
point haptic devices. We first propose the double bubble for bimanual
haptic exploration of virtual environments through hybrid position/rate
controls, and a bimanual viewport adaptation method that keeps both
proxies on screen in large environments. We also present two bimanual
haptic manipulation techniques that facilitate pick-and-place tasks: the
joint control, which forces common control modes and control/display
ratios for two interfaces grabbing an object, and the magnetic pinch,
which simulates a magnet-like attraction between both hands to prevent
unwanted drops of that object. An experiment was conducted to assess
the efficiency of these techniques for pick-and-place tasks, by comparing
the double bubble with viewport adaptation to the clutching technique
for extending the workspaces, and by measuring the benefits of the joint
control and magnetic pinch.

Keywords: Haptic interfaces, Bimanual manipulation, Virtual manip-
ulation, Interaction techniques.

1 Introduction

In the field of haptics and virtual reality, two-handed interaction with virtual
environments (VEs) is a domain that is slowly emerging while bearing very
promising applications. Examples of these are surgery training [1], rehabilitation
[2], industrial prototyping [3], and 3D graphics [4]. More generally, the use of
two hands in haptics allows to realize tasks in a more natural way, as most tasks
done in real life are bimanual in a way or another: from simple cases such as
using scissors to more complex ones such as playing the guitar.

Numerous haptic devices have been proven to be suitable for bimanual inter-
action, which can be either single-point interfaces, in which case they will be
represented by proxies in the VE, or multi-fingered interfaces, with which it is
much easier to mimic the behaviors of an actual hand. Most of these interfaces,
however, have small workspaces, which is a strong limitation when a user wants
to carry out tasks as simple as pick-and-placing an object in a large VE. Several
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hardware and software solutions were proposed to address this issue, notably the
Bubble technique [18] which proved to be suitable for simultaneous grasping of
objects and exploration in a VE with a bimanual whole-hand haptic interface [9].
However, while multi-fingered interfaces make it easier to firmly hold an object
with two hands through the use of the fingers, it is still currently very difficult
to grab and carry an object with proxies controlled by two single-point haptic
interfaces, especially in large environments. Notably, a grasped object tends to
slip from virtual hands if the contacts between them are not strongly main-
tained, and current bimanual navigation techniques tend to add to the difficulty
of keeping those contacts over time.

In this paper, we introduce novel metaphors and interaction techniques to im-
prove bimanual interaction with dual single-point haptic interfaces. Our major
contributions are a double bubble technique with viewport adaptation for bi-
manual haptic exploration of large VEs, as well as the magnetic pinch and joint
control techniques for facilitating the grasping and carrying of virtual objects
with two virtual proxies. The paper is structured as follows: section 2 covers
the related work on bimanual interaction with large VEs, section 3 details the
proposed techniques, section 4 presents the experiment conducted to evaluate
the techniques and section 5 discusses the results of the evaluation. Finally,
conclusion and perspectives are presented in section 6.

(a) (b) (c)

CubeLeft Hand 
Proxy  

Right Hand  
Proxy Translation

Fig. 1. Example of a bimanual pick-and-place task in a large VE as addressed in this
paper. (a) Bimanual haptic setup made of two single-point devices. (b) Grasping a
virtual cube with two proxies. (c) Carrying and displacing the cube using our novel
interactive techniques.

2 Related Work

This section presents the current state of the art in bimanual haptic interaction
in large VEs, by first giving an overview of the existing bimanual haptic devices,
then exposing the previously proposed hardware and software solutions for ex-
tending their workspaces, notably the bubble technique, and finally evoking the
grasping of objects with two single-point haptic interfaces.

Several haptic devices allow bimanual interaction with VEs, whether being
devices that were specifically designed for such use, or generic devices that were
either adapted to this context or used as is. Some are single-point interfaces,
such as the SPIDAR G&G [5], the DLR bimanual haptic interface [3] or the
more widespread PHANToM series. Others are multi-fingered interfaces, such
as the MasterFinger-2 [6], SPIDAR-8 [7] and Bimanual HIRO [8], which enable
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interaction through 4, 8 and 10 fingertips respectively. Within this category of
multi-fingered devices, the Haptic Workstation is a special case, not only pro-
viding interaction through the fingertips but also through the palm of both
hands [9]. Multi-fingered interfaces are especially suited for grasping virtual ob-
jects thanks to their numerous interaction points, although it was shown that
single-point devices could also allow grasping with a full control of all degrees
of freedom (DoF) of an object through a soft-fingers method [10]. A disadvan-
tage of the aforementioned devices is that their workspaces are limited, and as
such are not well suited for working in large VEs, hence bringing the need for
techniques that increase the available workspace.

Existing solutions for increasing the workspace of bimanual interfaces can be
divided into hardware-based and software-based approaches. A straightforward
hardware approach consists in increasing the workspace provided by each haptic
device to fit that of the VE, either through a bigger frame or a redundant DoF.
However the best result obtained for bimanual devices was the reach of human
arms, in the cases of the DLR interface [3] and the Haptic Workstation [9].
Another solution for handling large VEs is the use of mobile haptic interfaces,
i.e. haptic devices fixed on a mobile robot. Bimanual examples of these are
the Mobile Haptic Grasper [12] and VISHARD7-based mobile interface [13].
However, while potentially providing an infinite planar workspace [11], these
devices are still limited in vertical reach. Other hardware approaches solve the
workspace issue by providing additional DoF to the user to handle navigation
in the VE. For instance, a 3DoF foot pedal was used for controlling the motion
of a two-armed robot in a remote environment [14].

While the hardware approaches do manage to solve the workspace issue to a
certain extent, such devices are not necessarily widespread. Software approaches
have the advantage of being generic and applicable to any haptic device available
to the user with no further requirements, although the majority of them are not
bimanual-specific. A first technique consists in applying a scaling factor to match
the real workspace provided by the haptic devices with a virtual volume defined
in the VE [15], although reducing the accuracy of motions in the virtual space.
Another approach is the clutching technique, which consists in holding down a
button to temporarily interrupt the coupling between the device and the proxy
while the user recenters the device. The Dual Shell method is an extension of this
technique, that automatically handles the clutching when predefined boundaries
are reached, without requiring the potentially counterintuitive manipulation of
a button [16]. The use of rate control was also proposed to control the velocity of
the virtual proxy through the position of the haptic device [17]. This technique
infinitely increases the workspace in all directions, however it is far from being
intuitive and appears to be an acquired skill.

This leads to the Bubble technique, which uses position control inside prede-
fined spherical boundaries of the device, and rate control when the device leaves
those boundaries [18]. This technique was used more recently for bimanual in-
teraction with complex VEs through the Haptic Workstation, by allowing users
to translate and rotate the camera by moving both hands outside the bubble
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in the same direction [9]. This technique showed to be efficient for simultaneous
navigation and manipulation with the Haptic Workstation, since it allows inter-
action with both palms and fingers. However, it remains more difficult to use
with single-point interfaces. In this case, picked objects are frequently dropped
during the translations of the virtual workspace through rate control, especially
when using two different interfaces with physical workspaces of different size and
shape.

The problem of grasping virtual objects with two single-point haptic interfaces
has not yet been specifically addressed, as few bimanual techniques focus on two-
handed haptic manipulation. In this context, several issues arise, although they
have received little attention. Virtual springs between multiple contact points [6]
were used for the haptic rendering of grasping, while repulsion forces [3,8] were
computed for the prevention of collisions between a user’s hands and the haptic
devices. Previous work from the area of augmented reality could be used for
the modulation of the stiffness of objects [19] during a manipulation with haptic
devices exhibiting different gains. Therefore, the question of how to facilitate the
carrying of objects with dual single-point interfaces remains fully open, and we
provide a first answer in this paper.

3 Novel Techniques for Improving Bimanual Interaction
with Dual Single-Point Haptic Interfaces

We propose a set of new interaction techniques for improving the exploration of
large VEs with two haptic interfaces, and the manipulation of objects with two
3DoF haptic devices represented by simple proxies that enter in contact with
virtual objects through single contact points. We first present two haptic explo-
ration techniques: the double bubble, which allows free motion with both hands
in a VE, and a viewport adaptation method that maintains both virtual proxies
on screen at all times. Then, we present two haptic manipulation techniques: the
magnetic pinch, which uses a simulated spring to keep the virtual proxies from
dropping a picked object, and the joint control, which solves issues related to
different control modes between the two hands.

3.1 Double Bubble

In the double bubble technique, the workspace of each haptic device is defined by
two areas, each associated to a control mode. An inner area controls the proxy
directly in position, and an outer area, starting at the boundaries of the inner
area and extending up to the physical limits of the device, controls the virtual
workspace in speed within the VE. Besides using two interfaces instead of one,
two major differences separate the double bubble from the previously mentioned
bubble technique. The first difference is the use of a rectangular parallelepiped
for the boundaries of the bubbles instead of a sphere, to better fit the physical
workspaces of the devices. We can notably think of PHANToM devices which
have a higher width than their height or depth. The second difference is the
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presence of a visual feedback added to the haptic feedback when the devices
leave the boundaries, in the form of a trail behind the rate-controlled proxies.
The technique is illustrated in Figure 2.

Devices

Bubbles

Proxies

Rate 
Control

(a) (b)

Fig. 2. Control modes of the double bubble. (a) Devices inside the bubbles : position
control. (b) Devices outside the bubbles : rate control.

3.2 Viewport Adaptation

Since each device is attached to a bubble independent from the other, a method
is required to keep both proxies on the screen, as these can move infinitely in
completely opposite directions. Thus, we developed a method to ensure both vir-
tual workspaces stay in the screen. This is accomplished by setting the distance
of the camera to the center of the scene to a value proportional to the distance
between the leftmost border of the left workspace and the rightmost border of
the right workspace, plus an arbitrary margin (Figure 3). Given the left virtual
workspace of center l = (lx, ly, lz) and width wl, and the right workspace of
center r = (rx, ry, rz) and width wr, the position of the camera is computed
following Equations (1-3).

ws

ws× f

wl
wr

m

m
l

r
s

c

(a)
(b) (c)

Fig. 3. Viewport adaptation. (a) Computation of the camera position. (b-c) Automatic
viewport adaptation from different relative positioning of the proxies (circled).

The center of scene s is first computed from both workspace centers following:

s =

(
lx + rx

2
,
ly + ry

2
,max(lz , rz)

)
. (1)

The width of the displayed scene ws is then computed from the widths of both
workspaces wl and wr, as well as an arbitrary margin m that ensures that the
virtual workspace boundaries do not leave the borders of the screen:

ws =
√
(rx − lx)2 + (ry − ly)2 + wl/2 + wr/2 + 2m . (2)
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Finally, the position of the camera c is computed following:

c = s+ ws × d× a . (3)

where d is a scalar that depends on the camera field of view, and a is an arbitrary
vector that determines the angle from which the scene is displayed.

3.3 Magnetic Pinch

In order to facilitate the picking of virtual objects with two single-point in-
terfaces, we propose two haptic manipulation techniques triggered whenever a
grasping situation is detected. Three conditions are considered to determine
whether both hands are grasping an object or not, according to the contact
normals, the contact forces, and the relative position of both hands (Figure 4):

1. The angle between the contact normals must be under a certain threshold.
2. Both contact forces must exceed a threshold in order to discriminate simple

contacts with an object from a true intent of grasping the object.
3. Two cylinders projected from both proxies following the contact normal and

whose radii match the sizes of the proxies must intersect.

(a) (b) (c) (d)

Fig. 4. Different cases of dual contact with a virtual object: (a) Normals nearly colinear
and hands face-to-face, (b) Hands not in front of each other, (c) Normals far from
colinearity. (d) Visual feedback of the magnetic pinch, symbolized by red bolts.

Once the grasping is initiated, the magnetic pinch takes effect, simulating a
spring pulling both hands towards the picked object to prevent unintentional
drops. For each haptic device, a force Fh is generated following:

Fh = −kh ×
(
1− gs

‖o− p‖

)
× (o− p) . (4)

where p is the position of the first interface, o is the position of the second
interface, gs is the size of the grasped object (the distance between the two
contact points when the grasping is initiated), and kh is the stiffness of the
spring. The spring is removed as soon as the user gives enough force to end the
contact of the hands with the object, hence dropping it.

Additionally, the position of the grasped object gp can be constrained to the
central point between the positions of the two virtual proxies l and r, further



558 A. Talvas et al.

reducing the risk of unwanted drops. For this, we use another spring of stiffness
ko, with a force Fo, following:

Fo = −ko ×
(
l+ r

2
− gp

)
. (5)

The spring feels as if the hands were “magnetized” to the object, and small red
bolts are visually displayed to highlight this effect.

3.4 Joint Control

The double bubble metaphor may introduce a difference in control modes and/or
scaling factors when activated. In order to reduce the impact of these differences
when pick-and-placing a virtual object, we introduce the notion of joint control.
During a grasping situation, both devices use a common control/display ratio
(average of both) and common bubble size (minimal dimensions), and enter rate
control simultaneously when at least one device leaves its bubble. This technique
allows easier exploration of a VE when holding an object between virtual hands
controlled by two different haptic interfaces.

(a) (b)

Smaller bubble

Bigger bubble

Slow rate
Fast rate

Same bubble size

Common rate

Fig. 5. Illustration of joint control. (a) Difference in bubble size and workspace trans-
lation speed without joint control. (b) Carrying an object with joint control.

4 Evaluation

To assess the efficiency of the proposed techniques, we conducted an experiment
involving a simple pick-and-place task, where users had to pick a cube and place
it at a given position. To evaluate the double bubble technique, we compared
it to the clutching technique for workspace extension, and the benefits of the
magnetic pinch and joint control were also measured for grasping facilitation.

4.1 Method

Population. Thirteen participants (2 females and 11 males) aged from 20 to
26 (mean = 22.8, sd = 1.7) performed the experiment. None of the participants
had any known perception disorder. All participants were näıve with respect to
the proposed techniques, as well as to the experimental setup and the purpose
of the experiment.
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Experimental Apparatus. The participants were seated at 1m in front of a
24 inch widescreen monitor. The experiment was conducted using two different
haptic interfaces. The participants manipulated a Falcon (Novint Technologies
Inc., Albuquerque, New Mexico, USA) in their left hand, and a PHANToM Omni
(Sensable Technologies, Wilmington, Massachusetts, USA) in their right hand,
both placed in front of the screen as shown in Figure 6. Visual feedback was
rendered at a refresh rate of 50 Hz, while the haptic rendering rate was 1,000
Hz. Physical simulation was performed using Nvidia PhysX at a rate of 1,000 Hz
to match the update frequency of the haptic loop. A virtual coupling mechanism
was used between the haptic interfaces and the virtual proxies by simulating a
spring-damper system between each haptic device and its corresponding proxy.

Virtual Environment. The VE was composed of a 100m-wide ground plane
with four potential target planes, of 1m of width, placed at the corners of a
6m-wide square around the center of the VE. The target plane of each trial
were colored in red, and the other planes were colored in white. The cube to
be manipulated had a width of 30cm and a mass of 3g, and was placed at the
center of the VE. The proxies controlled by each haptic device were physically
represented by cubes of 20cm of width, and were positioned 2m away from each
other and 5m away from the central cube at the start of each trial. The cube
was thus lying beyond the limits of the workspaces. The proxy controlled by the
left device was visually represented by a blue left hand, and the right proxy was
represented by a green right hand. Figure 6 shows the scene as displayed at the
beginning of a trial.

Cube

Proxies

Target

Fig. 6. Apparatus and virtual environment used in the experiment

Procedure. At the start of each trial, both haptic devices and proxies were set
to their starting positions. The subject had to pick the cube from both sides,
carry it towards the red target and make the cube contact with the target, thus
ending the trial. A black screen warned the subject about the beginning of the
next trial.

Experimental Conditions. We used a within-subject design to evaluate the
four different conditions. In the control condition Ctrl, the participants were able
to use the clutching technique when they reached the limits of the workspaces.
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The three other conditions corresponded to: (1) DB (double bubble), (2) MP
(clutching with magnetic pinch/joint control) and (3) DB+MP (a combination
of double bubble andmagnetic pinch/joint control). All the conditions were tested
44 times (11 times per target). The order between the different conditions was
counterbalanced across participants, and for each condition, the order between
the targets was randomized. The experiment lasted around 1 hour.

Collected Data. For each trial and each participant, the completion time and
number of drops were recorded. The completion time is the time elapsed between
the moment the proxies leave their starting positions and the moment the cube
touches its target plane. The number of drops is the number of hits recorded be-
tween the cube and any part of the ground plane that is not the target plane. At
the end of the experiment, participants had to complete a subjective question-
naire in which they had to grade the different techniques according to different
criteria. The participants could rate the criteria from 1 (very bad) to 7 (very
good). The different criteria were: (1) Global appreciation, (2) Efficiency, (3)
Learning, (4) Usability, (5) Fatigue, and (6) Realism.

4.2 Experiment Results

Completion Time. We conducted a statistical analysis from the completion
time data collected during the experiment. For each participant, statistics (mean
M, standard deviation SD) were computed on the 44 trials in each condition. A
Friedman test on the completion time (in seconds) revealed a significant effect
of the technique (χ2 = 27.66, p < 0.001). Follow-up post-hoc analysis revealed
that completion time in both the MP (M = 14.16, SD = 7.14) and DB/MP
(M = 8.43, SD = 2.91) conditions were significantly shorter that in the control
(M = 21.41, SD = 13.19) and DB (M = 20.06, SD = 14.63) conditions (p <
0.001 in all cases), and that the DB+MP condition led to significantly shorter
times than the MP condition as well (p < 0.001).

Number of drops. Similarly, a statistical analysis was conducted on the num-
ber of drops for all trials of each participant. A Friedman test showed a significant
effect of the technique (χ2 = 25.52, p < 0.001). Post-hoc analysis showed that
the MP (M = 4.22, SD = 9.45) and DB/MP (M = 2.36, SD = 2.33) conditions
led to significatively less drops than the control (M = 7.88, SD = 6.37) and DB
(M = 8.79, SD = 6.77) conditions (p < 0.001 in all cases).

4.3 Subjective Questionnaire

We perfomed a Friedman test to analyse the answers of the participants to
the subjective questionnaire. The reported p-values were adjusted for multiple
comparisons (alpha-level p=0.05). We found a significant effect for 5 criteria:
Global appreciation (χ2 = 4.62, p < 0.001), Efficiency (χ2 = 4.92, p < 0.001),
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Learning easiness (χ2 = 4.50, p < 0.001), Use easiness (χ2 = 4.80, p < 0.001)
and Fatigue (χ2 = 4.46, p < 0.001).

Post-hoc analysis showed that the DB+MP condition was preferred to both
the control and DB for all criteria: Global appreciation (p < 0.001 and p < 0.001
respectively), Efficiency (p < 0.001 and p < 0.001), Learning (p < 0.001 and
p < 0.001), Usability (p < 0.001 and p < 0.001) and Fatigue (p < 0.001 and
p < 0.001). The MP condition was also preferred over the control and DB for
3 criteria: Global appreciation (p = 0.029 and p = 0.028), Learning (p = 0.032
and p = 0.009) and Usability (p = 0.027 and p = 0.008), plus a fourth criteria
for the DB : Efficiency (p = 0.020).

Global appreciation Efficiency Learning Usability Fatigue

Ctrl DB MP DB+MP Ctrl DB MP DB+MP Ctrl DB MP DB+MP Ctrl DB MP DB+MP Ctrl DB MP DB+MP

Ctrl DB MP DB+MP Ctrl DB MP DB+MP

Completion Time Number of drops
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Fig. 7. Box plots of the completion times, number of drops and subjective ratings for
the significative criteria, for all conditions. They are delimited by the quartile (25%
quantile and 75% quantile) of the distribution of the condition over the individuals.
The median is represented for each trial.

5 Discussion

We proposed the double bubble technique with viewport adaptation for bimanual
haptic navigation in a large VE as well as two haptic manipulation techniques,
the magnetic pinch and joint control. The conducted experiment showed that the
manipulation techniques improved performance and subjective appreciation for
a pick-and-place task over the double bubble and clutching navigation techniques,
while the combination of all of the proposed techniques led to the best results.

The double bubble, used alone, performed as good as the clutching technique
without outperforming it, in terms of completion time, drop rate, and subjective
appreciation. The technique allows to translate the workspace in a VE in a
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smoother way than the clutching technique, by removing the need to move the
devices back and forth several times. We are planning to allow rotations of the
viewport with the technique in future work.

The experiment showed that the magnetic pinch and joint control signifi-
cantly reduced completion times and dropping rates compared to the conditions
that did not use them. In addition, the subjective appreciation also favored the
conditions which used these techniques over those that did not, globally and
more particularly for learning and usability. These results strongly indicate that
the magnetic pinch and joint control techniques, by stabilizing the grasping of
a virtual object with virtual proxies, are efficient for facilitating pick-and-place
tasks. Additionally, while the magnetic pinch inherently adds an unrealistic be-
haviour through the magnetic attraction, it does not seem to hinder the global
realism of the scene, as no significant difference in the participants perception
of realism was reported for the different conditions.

The best results were obtained with the combination of all of the proposed
techniques. The double bubble showed its full potential when used jointly with the
magnetic pinch and joint control, outperforming the combination of the latter
techniques with clutching. The double bubble allows users to perform the task in
a simpler and faster way than the clutching technique, which imposes frequent
stops of both proxies to recenter the two haptic devices.

6 Conclusion and Perspectives

In this paper, we presented novel interaction techniques for bimanual haptic
manipulation of virtual objects with two single-point haptic interfaces. The
double bubble allows to move the workspaces of both virtual proxies inside the
VE through hybrid position/rate controls, and a viewport adaptation technique
keeps both proxies on screen at all times. The magnetic pinch prevents dropping
of picked objects using a virtual spring between proxies. Finally, the joint control
allows better handling of picked objects when moving around.

An experiment with a pick-and-place task showed that the magnetic pinch
and joint control could lead to faster completion of the task with less unwanted
drops of the object and overall better user appreciation compared to condi-
tions that did not use them. They are thus efficient for simplifying the picking
and carrying of an object. The double bubble, when used jointly with the afore-
mentioned techniques, reduced even further the time needed to complete the
task, outperforming the clutching technique. Overall, the combination of all of
these techniques was shown to be very efficient for extending the workspaces of
different haptic interfaces and allowing bimanual manipulation of objects with
single-point interfaces in large VEs.

Future work will focus on supporting 6DoF devices and more complex proxies
that generate multiple contact points with objects. We also plan to increase the
interaction possibilities of the techniques, and apply them to more complex tasks
and applications like industrial prototyping or medical training.
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Abstract. The fact that we can guess the properties of the contents in a box or a 
bottle by shaking it is interesting. If this experience can be realized virtually, it 
would be possible to use it as a means to transmit information from a portable 
information appliance to a user via haptic interaction. This paper describes an 
approach for implementing such a device; the development of a haptic device and 
control system as well as the modeling and simulation of a virtual box and its 
contents are presented in this paper. The prototype system was evaluated, and 
different model parameters were experimentally tested. 

Keywords: shaking, estimation of properties, localization of action point, haptic 
interaction.  

1 Introduction 

People can guess the contents of a box or a bottle by shaking it. For example, by 
shaking a box containing a steel ball, one can estimate the size and weight of the ball. If 
it becomes possible to simulate the interaction of shaking a box with various contents 
and people can identify the virtual contents, the interaction can be a useful means for 
transmitting information through haptic sensation. A straightforward approach to 
realize this virtual interaction is to implement a device that generates force in response 
to motion in a manner similar to that of an actual box and its contents. 

This paper describes the implementation and evaluation of a prototype system. A 
device that is capable of generating inertial force while measuring motion was designed 
and developed, a control system that reflects the behavior of the model of the device 
was implemented, and experiments to evaluate the ability of a user to determine the 
parameters of the virtual object model were performed. 

2 Related Research 

The generation of haptic sensation has been investigated by various approaches. Most 
early studies dealt with devices that were grounded to the earth; these include 
well-known devices such as the PHANToM [1], SPIDAR [2], and HapticMaster [3]. A 
grounded device is advantageous in that it can measure absolute position and obtain 
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feedback of the reactive force from the environment. However, the range of operation 
of these devices is limited by the scale of the device. 

The spread of portable information devices has led researchers to investigate 
non-grounded haptic devices. Devices of this type can be categorized into wearing-type 
and non-wearing-type. A typical approach to the wearing-type device is adding a 
force-feedback mechanism to a glove device; CyberGrasp [4] is a well-known 
example. There are some studies that investigate wearing-type devices; research on the 
Pseudo-Force-Feedback Display was aimed at producing the sensation of pressure by 
pinching the fingertip [5]; the Wearable Haptic Display was intended to generate shear 
force as well as pressure by controlling the tension of a belt around the finger [6]. It is 
interesting that in spite of the side effect of reaction force on the back of the fingertip, 
these devices are successful in providing the sensation of touch. A disadvantage of 
devices of this type is that it is annoying to wear such a device in daily life.  

The non-wearing-type devices are held by the user. The ability to generate a force 
from a non-grounded device is limited; inertial force, electrostatic force, magnetic 
force, and the drag and lift force of air are common approaches. Among them, inertial 
force has been investigated in many studies; the GyroCube [7] and the Wearable Force 
Display using brakes [8] are based on the idea of generating torque by changing the 
angular momentum of a flywheel. The GyroMaster [9] and the Haptic Direction 
Indicator [10] also uses a gyroscopic effect. The authors also have been investigating 
the inertial force display [11], which is a direct background of this research. 

There have been studies on devices that approximate the action of shaking an object; 
Linjama and Kaaresoja demonstrated feasibility of vibration feedback for simplified 
gesture-input interaction [12]. The Ubiquitous Haptic Device [13] was devised to 
simulate the impact of collision while shaking a box with solid contents. Shoogle [14] 
produced shaking interactions by generating vibration and sound. The Virtual Rolling 
Stone [15] has demonstrated an approach to produce the sensation of an object rolling 
inside a tube; also, in this study, vibration is used as a parameter for estimating the 
status of an object. In comparison with these studies, ours is more interested in 
generating interaction forces in addition to vibration. 

One interesting idea of the inertial force display is embodied by the Virtual Force 
Display [16]. This device is capable of producing the sensation of unidirectional force 
using the reciprocal motion of a weight. By generating different forces in response to 
forward and backward motions, the user feels a unidirectional force because of the 
non-linearity of the force sensation; also, in the subsequent researches, improvement in 
smoothness of the induced force has been investigated [17, 18]. In addition, a previous 
study investigated the sensation of touch using a non-wearing device. The Ungrounded 
Pen-shaped Kinesthetic Display [19] provides sensation contact force to the fingers by 
causing a relative displacement between the tip and grip section of a pen-type device. 
Although this device cannot constrain the pen in space, the idea of presenting contact 
force by a kind of illusion should be useful. 

The intensity and bandwidth of an interaction force in a shaking operation varies 
widely depending on the properties of the contents and the box. However, the sensation 
that is received by the operator is restricted by the properties of perception. Based on 
the knowledge of the characteristics of skin mechanoreceptors, the maximum 
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frequency of response is approximately 1000 Hz [20]; hence, a device that emulates 
shaking should be expected to present vibrations over this frequency. 

3 Emulation of Shaking  

When a user shakes a box with contents, a force between the box and its contents is 
generated, for example, by friction and collision, and that force causes a reaction by the 
box that is perceived by the user. If the action of a user on a device is measured,  
the phenomenon inside the box can be simulated based on the measured action, and the 
reaction of the box can be fed back to the user by the device; the user would then be able 
to have a similar experience to that of shaking an actual box. 

3.1 Getting Information by Shaking 

Most information through haptic sensation is obtained by actively touching and 
operating objects; for example, texture is perceived more precisely by stroking, and 
stiffness is felt through a deforming operation. Similarly, information on the contents of 
a box can be acquired by shaking the box. Estimating the various properties of the 
contents just by shaking is a common experience; the approximate amount, size, 
density, viscosity, etc., can be recognized. 

From the viewpoint of engineering, estimation of the properties of the contents is the 
process of creating a kind of mental model based on the relationship between the 
motion and reacting forces (see Figure 1). If the operator can create a mental model 
reflecting the dynamic properties of the actual object, then information on the object 
can be successfully transferred to the operator. By using a device in place of an actual 
object, it becomes possible to change properties to enable the user create a different 
mental model.  

 

Fig. 1. Transmission of Information via Haptic Interaction 

3.2 Motion of Center of Gravity 

The device is a substantiation of a virtual object model; hence, it is assumed that the 
mass of the device is equal to the mass of the model, and the position of the frame of the 

mental
model physical

modelinformation
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device is equal to the position of the box in the model. In addition, the external force on 
the model is equal to the force applied to the device; hence, the total momentum of the 
device is equal to that of the model. ݉  ݉ ൌ ܯ  ሶݔ ,                                (1) ݉ܯ  ݉ݔሶ ൌ ܯ ሶܺ  ܯ ሶܺ ,                         (2) ݔ ൌ ܺ .                  (3) 

where ݉, ݉, ݔ, and ݔ are the mass and position of the box and content of the 
model, respectively, and ܯ, ܯ, ܺ, and ܺ the respective mass and position of the 
frame and weight of the device. 

 

(a) Device (b) Model

Fig. 2. Device and Model 

By temporally integrating Eq. 2, assuming initial positions to be 0, ݉ݔ  ݉ݔ ൌ ܯ ܺ   ܺ                             (4)ܯ

The following relational expression is obtained by dividing both sides by the mass: ௫ା௫ା ൌ ெାெெାெ                                      (5) 

This means that the center of gravity of the device must be identical to that of the 
model. Also, eliminating ܯ and ݉ from equation (5), yields ௫ି௫ି ൌ ெ                            (6) 

Note that ܺ െ ܺ and ݔ െ   are the position of the weight and contents relative toݔ
the frame and the box, respectively. Hence, control of the device is realized by moving 
the weight in the device proportionally to the motion of the content. 
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Fig. 3. Implementation of Prototype Device 

4 Device and Control System 

4.1 Implementation of the Device 

Implementation of the device is shown in Figure 3. A pair of voice coil motors (VCMs) 
(AVM40-20, Akribis Systems) was installed in the frame; the masses of the yoke and 
coil of each VCM were 205 g and 63.3 g, respectively, and the maximum output force 
was 59.1 N. Since the mass of the yoke was relatively large, the yoke was regarded as 
the weight of the device. The yoke was supported by a linear bearing. Each VCM was 
connected to a motor driver (OCA-5/100, Elmo); the current-loop bandwidth of the 
driver was 4 kHz.  

 

Fig. 4. System Configuration 

The structure of the system is shown in Figure 4. The position of each yoke was 
measured by a photosensor (RPR-220, ROHM); the output voltage of the sensor does 
not change linearly with distance; hence, the function of the voltage-distance 
relationship was identified beforehand and it was converted for the purpose of 
controlling the device. Acceleration of the frame of the device was measured by an 
accelerometer (MM-2860, Sunhayato) whose range of measurement was set to ±14.7 
m/s2. 
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The computation of the control was performed by a PC (Intel Core i7-950, 3.06 
GHz), and an AD/DA board (PCI-360116, Interface) was used to input and output 
analog signals from sensors and to the motor drivers. 

 

 

Fig. 5. Structure of Control System 

4.2 Control System 

The control system estimates force from the user, simulates the behavior of a virtual 
box and its contents, and computes the actuation force that makes the device behave 
similarly to the model. The structure of the control system is shown in Figure 6. 

(1) State Estimation 
As stated earlier, it is assumed that the device moves in one axis or one degree of 
freedom. The device has two weights, and in the following description, values related 
to them are denoted by subscripts a and b. The equation of motion for the device is 
formulated as follows: ܯ ሷܺ ൌ ܨ െ ሺܨ  ܯ ,ሻܨ ሷܺ ൌ ܯ ,ܨ ሷܺ ൌ  , (7)ܨ

where ܨ is the external force on the device and ܯ is the mass of the weight; note 
that the masses of the two weights are same. From these equations, theoretically, the 
external force can be computed by the following equation:  ܨ ൌ ܯ ሷܺ  ܨ   .                                      (8)ܨ

The value of the first term is computed using the acceleration measured by the sensor, 
and the second and the third terms are computed using the values of the current monitor 
output of the two motor drivers. The noise level of the acceleration sensor is relatively 
high; hence, it is difficult to compute the force using this equation. Our implementation 
employed a Kalman filter algorithm to estimate the state of the device including 
external forces. Because, in this estimation process, there is no need to deal with the 
two weights separately, ܦ ൌ ሺܺ െ ܺሻ  ሺܺ െ ܺሻ, ܨ ൌ ܨ   ,                   (9)ܨ
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so, the equation of motion could be simplified as ܯ ሷܺ ൌ ܨ െ ሺܯ ,ܨ ሷܺ  ሷሻܦ ൌ  .                   (10)ܨ

In our implementation of the filter, the state variable and the observation and control 
values were defined, respectively, as follows: ঘ ൌ ,ܦൣ ሶܦ , ൧, ঙܨ ൌ ,ܦൣ ሷܺ൧, ক ൌ ሾܨሿ.                   (11) 

The state transition equation and observation equation of the system were defined 
based of the equations of motion (Eq. 10). Also, the covariance matrices were 
determined based on the noise level of the sensors and the frequency of the variation of 
values. 

(2) Object Model 
The model deals with the situation where a solid object in the box moves in one 
dimension; the motion causes friction, and the object bounces back with certain 
attenuation if it collides with the box. The simulation is performed in discrete time steps 
of ݐ߂. 

The equations of motion of the box and its contents are defined as follows: ݉ݔሷ ൌ ܨ െ ݂, ݉ݔሷ ൌ ݂,                           (12) 

where 

݂ ൌ ݃݉ߤ ௫ሶି௫ሶห௫ሶି௫ሶห.                           (13) 

Also, ߤ and  g  are the friction coefficent and gravitational acceleration, respectively. 
The equations of motion are solved numerically by Euler’s method to obtain the 
position and velocity of the box and model after each.  

Collision between the box and contents is considered to occur in the case of หݔ െ หݔ  ݈ .                    (14) 

When a collision is detected, first, the interval within the time step before the collision 
is computed. Since, in our application, the change of velocity within a time step ݐ߂ is 
relatively small, this interval was computed simply by the ratio of the distance of 
motion and the distance before the collision.  

Then, the box and its contents are brought back to the position of the collision, and 
the velocities of the box and its contents after collision are computed. The relationship 
of the velocities before and after the collision is determined by the law of conservation 
of momentum ݉ݔሶሺሻ  ݉ݔሶሺሻ ൌ ݉ݔሶሺሻ  ݉ݔሶሺሻ,                  (15) 

௫ሶሺೌሻି௫ሶሺೌሻ௫ሶሺ್ሻି௫ሶሺ್ሻ ൌ ݁,       (16) 
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where superscripts ሺܾሻ and ሺܽሻ  indicate the values before and after the collision 
respectively, and  e  is the coefficient of restitution. 

Finally, the position and velocity of the box and its contents at the end of the time 
step are computed assuming they continued frictional motion for the remainder of the 
time step, and the acceleration of the box (ݔሷ ൌ ሷܺ) is obtained from the change of 
velocity during the time step. 

(3) Output Control  
This process computes the output force that gives the device the acceleration that was 
computed in the simulation of the model. From the equation of motion (Eq. 10), the 
force that must be generated by the actuator is ܨ ൌ ܨ െ ܯ ሷܺ .                               (17) 

It should be noted that the intensity of the collision force is relatively high, and it can 
exceed the maximum output force of the actuator. Our system employed a framework 
that outputs the impulse of the collision in multiple steps; the maximum force is limited 
by ܨ௫; hence, the maximum impulse that can be output in a single time step is limited 
to ܨ௫ݐ߂. The rest of the impulse is carried over to subsequent steps. 

As stated above, the device has two actuators, which are intended to virtually move 
the action point of force (i.e., the line on which the virtual content moves), on the plane 
containing axes of two actuators, in the direction perpendicular to the axes (denoted as 
the ܻ axis). The perception of the action point is thought to be caused by the 
relationship of force and torque; hence, the method for controlling torque was 
investigated. The torque that is generated by the two actuators can be changed, while 
keeping the total force unchanged, by changing the ratio of force that is distributed to 
these actuators. 

We suppose there is a virtual device that is acting force ܨ on ܻ. Also, there is an 
actual device that has two actuators on ܻ  and ܻ  and acting forces ܨ  and ܨ , 
respectively. If the force and torque on the virtual and actual device are same, ܨ ൌ ܨ   ,                                 (18)ܨ

ܻܨ ൌ ܻܨ  ܻܨ,                                 (19) 

this leads to the following relationship: ܨሺሻ ൌ ሺሻܨ ,ܨݓ ൌ                               (20)ܨݓ

where ݓ ൌ ್ି್ିೌ ݓ , ൌ ೌ ିೌ ି್ ,                                (21) 

and the superscript ሺ݂ሻ was added to indicate that these forces are considered as a 
feed-forward component of the control. 
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However, as stated in Section 3, the center of gravity of the device should coincide 
with that of the model. The feed-forward control does not necessarily conform to this 
constraint because of noise, friction, and other disturbances from the environment. 
Hence, a feedback control that imposes the constraint was integrated. 

The target position and velocity of the weight in the device are computed using Eq. 6 
as follows: ܦכ ൌ ெ ൫ݔ െ ሶܦ  ,൯ݔ כ ൌ ெ ൫ݔሶ െ  ሶ൯ . (22)ݔ

In our implementation, the target values for each VCM were determined by distributing ܦכ  and ܦሶ כ  in the same proportion to the force: ܦכ ൌ כܦݓ כܦ , ൌ כܦݓ ሶܦ , כ ൌ ሶܦݓ כ ሶܦ , כ ൌ ሶܦݓ כ  , (23) 

where ܦ and ܦ  are the positions of the weight relative to the frame, or ܦ ൌ ܺ െܺ and ܦ ൌ ܺ െ ܺ. The superscript כ indicates that it is a target value. Using these 
values, the feedback forces are computed as follows:  ܨሺሻ ൌ כܦሺܭ െ ሻܦ  ሶܦ൫ܥ כ െ ሶܦ ൯, ܨሺሻ ൌ כܦሺܭ െ ሻܦ  ሶܦ൫ܥ כ െ ሶܦ ൯,     (24) 

where ܭ  and ܥ  are coefficients that define the feedback gain, and they were 
determined empirically to maintain stability in the system. The superscript ሺܾሻ was 
added to indicate that these forces are considered as feed-forward components of the 
control. 

4.3 Operation of the Control System 

The behavior of the control system was confirmed by examining the target and actual 
values in the control process. Figure 6 shows the position of the center of gravity in the 
frame and actuation forces of the two actuators. The time step of computation and 
control was set to 0.25=ݐ߂ ms. The model parameters were set to ݉  ݉=610 
g, ݈=10 mm, 10= ݕ mm, ݉=200 g, ݁=0.4, and 0=ߤ. The plot on the right hand side 
shows magnification in time at around 200 ms. Note that the baseline of the force 
drifted relatively slowly because of the feedback control, and the feed-forward 

component was added to the baseline; the ratios of ܨሺሻ and ܨሺሻ were approximately 
equal to ݓ=0.25 and ݓ=0.75, respectively. 

5 Evaluation 

Preliminary experiments were carried out to evaluate the ability of the prototype system 
to transmit model parameters via shaking interaction. 
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Fig. 6. Behavior of Device 

5.1 Method 

The experiments employed the same object model as described in Section 4. The model 
has four parameters: (a) the position of the action ݕ, (b) the mass of the contents ݉, 
(c) the reflection coefficient ݁, and (d) the friction coefficient ߤ. In each experiment, 
one of the four parameters was changed while the other parameters were kept at the 
default values. Although, in implementation using actual box and content, change of 
one parameter can have effect on other parameters, such cross-effects were ignored in 
this experiment. The default values and the variations of each parameter are listed in 
Table 1. In all experiments, the total mass of the model was ݉  ݉=610 g, and the 
range of motion of the content was kept to ݈=10 mm all through the experiment.  

Table 1. Variation of parameters in experiment 

Parameter Default
value 

Variation Unit 

Position 0 -20, -10, 0, 10, 20 mm 
Mass 50 50, 100, 150, 200, 250 g 
Restitution 0.4 0.0, 0.1, 0.2, 0.3, 0.4 - 
Friction 0.0 0.00, 0.01, 0.02, 0.03, 0.04 - 

 
In the experiment on position, test subjects were asked to answer the perceived 

position by choosing from five options. The number of trials was 25 per person, with 5 
trials for each position of action. The order of the trials was determined randomly. 

Experiments on other parameters were performed by pairwise comparison; the 
subjects were asked to shake the device presenting two different models in series and to 
answer regarding the differences in the parameters, which were larger or the same. The 
number of trials was 25 per person, which covers all combinations of parameter 
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variations for the former and latter parameters. The order of the trials was also 
determined randomly. 

Each shaking time was a few seconds, although no restriction on shaking time was 
set. The manner of holding and shaking the device was standardized to avoid variation 
among the subjects; each subject was asked to hold the device using both hands, keep 
the device horizontal, and shake it right and left. The number of subjects was 10; they 
were all males aged 22 to 24 years old. 

5.2 Results 

The results of the experiment are shown in Figure 7. In plate (a) the ratio of the 
answered position was plotted with respect to the presented position. In plates (b) to (d), 
the ratio of selected options was plotted depending on the differences between the 
former and latter parameters. The results of the experiment on position suggest that a 
difference of 20 mm significantly reduces failure in discrimination. It was interesting 
that many subjects remarked that, in some conditions, they felt the action point outside 
the range of variation. The results of the experiments on the other parameters also 
suggested that the subjects could, to some extent, discriminate between models that had 
different parameters. If the discrimination threshold is defined as the crossing point of 
“sameness” in the other plots, the thresholds of mass, restitution, and friction were 
approximately 32 g, 0.17, and 0.012, respectively. 

 

Fig. 7. Result of Experiment 
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5.3 Discussion 

Based on the discrimination threshold, the amount of information that is presented by 
the shaking interaction can be computed. The approximate number of steps for each 
parameter that the user can discriminate is obtained by dividing the range of parameter 
variation in the experiment by twice the threshold; 3.13 (1.65 bit), 1.17 (0.22 bit), and 
1.67 (0.74 bit) for mass, restitution, and friction, respectively. Also, the difference in 
position can be discriminated approximately at 3 steps (1.58 bit). It should be noted that 
these thresholds are just roughly estimated values and need further inspection from 
both sensorial characteristic and statistical processing. 

6 Conclusion 

This paper described the implementation of a prototype system that virtually realizes 
the interaction of shaking a box. An inertial force display that generates force and 
torque for a one-dimensional shaking motion was implemented and control methods for 
the device were discussed. In addition, the model of a box with solid contents was 
integrated for interaction. Through experiments, it was suggested that the parameters of 
the model such as the position of action of the force, the mass of the contents, 
restitution, and friction are transmitted to the user by the interaction. 

In our future work, we are going to carry out experiments that fully examine 
characteristics of discriminating model parameters, including comparison with real 
model. Also, we are interested in increasing the degrees of freedom of the device. The 
device reported in the paper was assumed to be shaken in one direction, and this 
restricted the interaction with the device. Devices that are capable of generating two- or 
three-dimensional forces are needed. 
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Abstract. One of the main issues in creating virtual environments in a
laboratory setting where users can navigate is the fact that laboratories
have a limited physical space. One way of compensate this issue has
been to redirect users to perform specific paths, keeping for example
the illusion of walking straight while indeed subjects were walking in
circles. In this paper we investigate whether audio-haptic feedback and
haptic feedback alone help in directing users to walk away from the
boundaries of a physical space while experimenting with a simulated
virtual environment. Specifically, haptic feedback was provided at feet
level by using a pair of shoes enhanced with actuators, and auditory
feedback of different footsteps was also provided interactively. Results
show that it is possible to use auditory and haptic feedback to provide
users with navigational cues in virtual environments.

Keywords: walking, audio-haptic feedback, virtual environments.

1 Introduction

One of the main issues encountered when navigating in virtual environments is
the fact that the physical limitations of a laboratory prevent users from freely
navigate in the virtual world as if they were in the physical world. To cope
with such limitations, several approaches have been proposed. As an example,
the redirected walking technique proposed in [5] creates a visual illusion where
subjects feel as if they were walking straight while instead they are walking in
circles. Several variations of such illusion have been exploited, such as redirected
walking in place [6], which combines the walking in place technique [15] with
redirected walking. The use of haptic feedback at feet level to facilitate navigation
is not widely explored in the research community. An exception is the work
presented in [2], where an alternative navigation system based on haptic feedback
is proposed. Similar work was also presented in [10], where a system that changes
the physical texture perceived at the ground is proposed.

In previous research, we described a system able to simulate the auditory and
haptic sensation of walking on different materials and presented the results of a
preliminary surface recognition experiment [9]. This experiment was conducted
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under three different conditions: auditory feedback, haptic feedback, and both.
Stimuli were presented to the participants while walking in the laboratory, in
such a way to maintain the tight sensorimotor coupling that is natural during
walking and foot interaction. This is true for the auditory channel, but even more
so for the haptic channel. However, limitations given by the physical space of
the laboratory prevented subjects from freely walking as if they were navigating
in the real world.

In this paper, we propose a solution to allow subjects to almost freely walk
in the real world by providing interactive auditory and haptic feedback. Our
hypothesis is that the provided feedback redirects the subjects and drives them
inside the boundaries of the physical space. Our system presents several appli-
cations related to navigation techniques based on non visual feedback. As an
example, the system can allow visual impaired users to be properly directed
when navigating in a space with obstacles. This is the case not only for a labo-
ratory setting, but also for navigation in a real world by using a portable version
of the system.

2 The Interactive Multimodal System

We recently developed a multimodal interactive architecture with the goal of
creating audio-haptic-visual simulations of walking-based interactions [8]. The
architecture used during the proposed experiments consists of a motion cap-
ture system (MoCap), an head-mounted display (HMD), two soundcards, twelve
loudspeakers, an Arduino Diecimila board, two amplifiers, two haptic shoes and
two computers (see Figure 1). Users are required to wear a pair of shoes enhan-
ced with sensors and actuators able to provide haptic feedback during the act of
walking. In addition, markers are placed on the top of each shoe in correspon-
dence of both heel and toe in order to track the user’s locomotion by means of
the MoCap. Furthermore, markers are also placed on top of the HMD, in order
to track orientation and position of the users’ head. Concerning the surround
sound system, the configuration of the twelve loudspeakers is illustrated in Fi-
gure 2. Eight loudspeakers are placed on the ground at the vertices of a regular
octagon, while four loudspeakers are placed in correspondence to the vertices
of the the rectangular floor at the height of 1.40 m. All the loudspeakers are
used for delivering soundscapes. The eight loudspeakers at floor level are used to
deliver footstep sounds. Such configuration was chosen according to the results
of preliminary studies on footstep sounds delivery methods.

A multimodal synthesis engine able to reproduce visual, auditory and haptic
feedback was also developed on the basis of the architecture described above.

The auditory feedback was obtained by the combination of a footstep and a
soundscape sound synthesis engine. The footstep sounds synthesizer used was
the one proposed in [14], which allows the real-time simulation of footstep sounds
on several different materials. In the proposed experiments, the footstep sounds
synthesis was driven interactively during the locomotion of the subject wearing
the above mentioned shoes according to the algorithms described in [12].
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Fig. 1. Schematic representation of the overall architecture developed

During the proposed experiments the footstep sounds were diffused accord-
ing to a delivery method consisting of the combination of static and dynamic
diffusion. For static diffusion we intend that the footstep sounds are diffused
simultaneously to the eight loudspeakers using the same amplitude for each
loudspeaker. Conversely, during the dynamic diffusion the user position tracked
by the MoCap is used to diffuse the footstep sounds according to the vector
base amplitude panning algorithm [4] which allows to place under the user’s
feet the virtual sound source containing the footstep sounds. In this way the
sound follows the user trajectories during his/her locomotion, and therefore the
eight loudspeakers deliver the footstep sounds with different amplitudes. The
approach we followed combines the two methods: the static diffusion was used
when the user walked in the central zone of the walking area (see the grey circle
in Figure 2), while as soon as the user stepped outside such zone the dynamic
diffusion was provided.

As concerns the soundscapes diffusion, the environmental sounds were deliv-
ered dynamically using a sound diffusion algorithm based on ambisonics [7].

Regarding the haptic feedback, it was provided by means of the haptic shoes
previously described. The haptic synthesis is driven by the same engine used for
the synthesis of footstep sounds, and is able to simulate the haptic sensation of
walking on different surfaces, as illustrated in [12].

Concerning the visual feedback provided by the HMD, three outdoor scenarios
were developed in order to provide a visual representation of the physically
simulated surfaces rendered in the audio-haptic engine. As an example, during
the experiments a forest, a snowy landscape and a beach were visually rendered
to match the physically simulated forest underbrush, snow and sand.
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Fig. 2. Loudspeakers’ configuration (the 8 loudspeakers used for the footstep sounds
diffusion are indicated in black). The area available for the walk is indicated by the
rectangular dotted line on the floor. The inner grey rectangle indicates the region inside
which the audio-haptic feedback was not changed. The light grey circle indicates the
area in which footstep sounds were delivered according to the static diffusion.

3 Method

During the experiments the area of the laboratory available for the users to walk
was divided in two zones: an inner zone in which the audio-haptic feedback was
not modified (“walking area”) and the zone in which the feedback was changed
in order to redirect the user inside the walking area. The two zones consisted of
two rectangles 2.30x2.40 m and 2.50x2.60 m disposed as indicated in Figure 2 by
the grey and the dotted line respectively. The perimeters of both the rectangles
were indicated on the floor by means of scotch tape strips. No indications about
the boundaries of the walking area were provided at visual level, so the users
had to base their walks only on the feedback received sonically and haptically.

Two different techniques were chosen among all the possible methodologies
available combining in various ways the auditory and the haptic feedback in
order to redirect the walk inside the walking area once one or both the feet had
exceeded it:

Method 1: the surface type is changed both at auditory and haptic level
Method 2: the auditory feedback is stopped while the haptic feedback (on the

same surface) is kept

In both cases the change of the feedback is provided only in correspondence of
the foot which exceeds the boundaries of the walking area. This means that if
one foot goes outside the boundary while the other remains inside, the feedback
generated by the latter is not affected.
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The two approaches were chosen with the aim of being on one hand enough
informative and useful for the purpose of warning the walker, and on the other
hand intuitive. These choices were made also taking into account the results of
previous studies conducted using the haptic shoes and the audio-haptic footsteps
synthesizer [13,9]. Such studies revealed on one hand the role of dominance of
the auditory feedback on the haptic one, and on the other hand the difficulty
in distinguishing at haptic level the surface materials. Therefore the choice of
modifying only the haptic feedback would have been not enough informative for
the purpose in question. However we did not want to use the auditory feedback
alone because the addition of the haptic feedback allows to increase the realism
of the interaction [11]. In addition one of the specification requirements was
that the change in the feedback had to be as less disruptive as possible for the
sensation of the user of being in the virtual environment. As regards the first
technique, the audio-haptic change of the surface material was designed in order
to avoid the passage from an aggregate surface to a solid one and vice versa (e.g.
snow-wood). This in addition would have been perceived by the users as highly
incoherent with the surface type visually provided (e.g. a snowy environment).
Therefore only materials belonging to the same typology (aggregate-aggregate
or solid-solid) were used. Concerning the second technique, the complete stop
of the auditory feedback while continuing the haptic one, was chosen because
the haptic shoes through the activation of the actuators generate not only the
haptic sensation but also a sound having the same nature (but not the same audio
quality) of that provided at auditory level. The choice of this design was also
supported by the fact that stopping both the auditory and the haptic feedback
would have resulted in a too drastic change.

All these considerations led to two hypotheses:

Hypothesis 1: both techniques are informative enough for the task of correctly
warning the walker, but the first technique is more helpful compared to the
second one

Hypothesis 2: the application of the second technique results as less negatively
affecting the sensation of feeling present in the virtual environment compared
to the first one

4 Experiment Design

We conducted an experiment whose goal was to assess the limits of the proposed
techniques and which of the two was preferred by the users. Each condition of the
experiment tested both the two techniques in a different virtual environment: a
forest, in condition 1, a snowy landscape in condition 2, and a beach in condition
3. Such scenarios were built in order to fit coherently with the synthesized audio-
haptic footsteps on forest underbrush, deep snow and sand respectively.

The reason for choosing three surface materials and three virtual environments
was to assess whether the stimulus type affected the quality of the results. Con-
cerning the first technique, the change in the audio-haptic feedback consisted
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of passing from forest underbrush to gravel, from snow to sand, and from sand
to forest underbrush, in the three environments respectively. Conversely in the
second technique, the auditory feedback was stopped while the haptic feedback
was kept on the same surface.

An experimenter was placed in the room where the experiment was performed
by participants, in order to prevent them to fall down because of eventual balance
losses as well as in order to take them inside the walking area in case they
were not able to follow the audio-haptic cues. The scotch tape lines placed on
the floor indicating the two rectangles illustrated in Figure 2 were used by the
experimenter to check the participants’ behavior in proximity of the boundaries
of the walking area.

4.1 Task

During the three conditions participants were asked to wear both the HMD and
the haptic shoes previously mentioned and to walk twice in the simulated virtual
environment. In each walk one of the two techniques for warning the walker was
provided. The order of the techniques was randomized across participants. For
each walk the time available to the users lasted two minutes.

Before performing the experiment participants tried both the techniques and
were instructed on the task they had to perform. The task consisted of freely
navigating the landscape visually provided, modifying the direction of the walk
according to the feedback change in order to remain inside the boundaries of the
walking area.

Immediately after each walk participants were asked to evaluate (by voice) the
following statements on a 9 points Likert scale (1=strongly disagree, 9=strongly
agree):

– “The change in feedback made it clear to me that I was leaving the area
which I was supposed to stay within.”

– “The change in feedback, occurring when I reached the edge of the area
which I was supposed to stay within, disrupted the sensation of being there
in the virtual environment.”

At the end of the two walks participants were asked to answer to the following
questions in order to compare the two techniques:

– “Which of the two feedback types made it the easiest to determine that you
had reached the edge of the area which you were supposed to stay within?”

– “Which of the two feedback types was the least disruptive for your sensation
of being there in the virtual environment?”

Finally at the end of the experiment subjects were asked to evaluate the system
they interacted with, by means of a questionnaire built on the Virtual Experi-
ence Test (VET) proposed in [1]. Such survey aims to measure holistic virtual
environment experiences based upon five dimensions of experiential design: sen-
sory, cognitive, affective, active, and relational. Nevertheless only the questions
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relative to the sensory and cognitive dimensions were utilised since our main
goal was not to measure the presence level experienced by participants. Rather
we were interested on one hand in their evaluations of the sensory hardware and
content quality, as well as of the consistency of the sensory information, and on
the other hand in the ratings of their perceived ability to complete the proposed
task and to understand the environments rules.

The utilized questions are illustrated in section 5.1, and were evaluated on
a 9 points Likert scale (1=strongly disagree, 9=strongly agree). The order of
the questions was randomized using a 5x5 Latin square to reduce questionnaire
order bias. Finally, participants were also given the opportunity to leave an open
comment on their experience interacting with the system.

4.2 Participants

Thirty participants were divided in three groups (n = 10) to perform the experi-
ment. The three groups were composed respectively of 8 men and 2 women, aged
between 24 and 33 (mean=26.08, standard deviation=3.08), 8 men and 2 women,
aged between 23 and 35 (mean=27.8, standard deviation=4.56), and 8 men and
2 women, aged between 20 and 30 (mean=23.3, standard deviation=2.83). Par-
ticipants took on average about 6 minutes to complete the walking experiment,
and about 5 minutes to complete the questionnaire. All participants reported
normal hearing conditions and no locomotion problems.

5 Results

The collected answers were analyzed and compared between the three condi-
tions. Results are illustrated in Table 1. The first noticeable element emerging
from these data is that the first technique led to a higher number of successful
completion of the task (i.e. participants correctly understood the warning and
therefore moved back inside the walking area) and a lower number of unsuc-
cesses compared to the second technique. An in-depth analysis using chi-square
test, shows significant difference between the two conditions (χ2(1) = 25.05, p
< 0.001).

Considering the total number of successes and unsuccesses it is possible to
notice that participants reached the boundaries of the walking area an amount
of times greater during the use of the first technique compared to when the
second technique was presented.

Furthermore the total number of successes and unsuccesses of both the tech-
niques, was higher for the forest environment rather than the other two, as well
as for beach respect to the snowy landscape. The statistical analysis conducted
by means of a t-test revealed significant differences for forest compared to snowy
landscape (t(38) = 3.628, p < 0.001) and for sand compared to snowy landscape
(t(38) = 3.106, p = 0.003). As regards the evaluation of the clearness of the
feedback in providing the information on which direction taking in order to stay
within the walking area, the average scores are always higher for the first tech-
nique. The statistical analysis conducted by means of a t-test revealed that such
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differences are significant (t(58) = 2.418, p = 0.019). As concerns the evaluations
of the level of presence disruption, higher evaluations were given for the second
technique in two cases out of three, with the exception of the beach environment
(overall no significant difference was measured).

Concerning the preferences expressed by participants after having tried both
the techniques, it is possible to notice that the first technique was clearly pre-
ferred to the second one. Indeed the first technique was found more useful and
intuitive than the second one, as well as less disruptive for the presence level
(with the exception of the beach environment, for which the percentages are
identical). In addition an exact binomial test revealed that the preferences for
the technique 1 are significant (p = 0.001 in the first case and p = 0.042 in the
second one).

Table 1. Results of the experiment

Forest Snow Beach

Technique 1 Technique 2 Technique 1 Technique 2 Technique 1 Technique 2

Number of successes 70 42 48 32 59 29

Number of unsuccesses 17 28 16 25 20 37

Total number of 87 70 64 57 79 66

successes/unsucesses

Clearness 7.9 ± 0.87 6.1 ± 2.55 7.5 ± 1.77 7.2 ± 1.61 6.9 ± 1.8 5.3 ± 2.45

Presence disruption 3.8 ± 2.48 4.2 ± 2.29 5.7 ± 2 6.1 ± 2.33 5 ± 2.26 4.3 ± 2.35

Preference easiest 90% 10% 70% 30% 80% 20%

Preference least 80% 20% 80% 20% 50% 50%

disruptive

5.1 System Evaluation

As mentioned in section 4.1, at the end of the experiment participants were
provided with a questionnaire in order to evaluate the system they interacted
with. Results are shown in Table 2; questions from Q1 to Q7 are relative to the
sensory experimental design dimension, while questions from Q8 to Q11 concern
the cognitive one.

As regards the sensory input (visual, aural, and haptic), as well as the per-
ception of those stimuli, it is possible to notice that there are not very high
evaluations for the investigated parameters. This can be seen as an indication
of a lack in the utilized technology for both the sensory hardware and software
that create the sensations. Even if the evaluations are never low, the question-
naire results points toward an improvement of the system technology. Negative
correlation was found between the evaluations of the questions Q1, Q3, and
Q5 relative to the hardware and the questions Q2, Q4, and Q6 relative to the
provided content.

As concerns the cognitive dimension, the evaluations about how well the en-
vironment supported task engagement through the clarity of task explanations,
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the perceived task interest and the explanation of environment rules, are mostly
around average. However these data are relative to the tasks conducted with
both the techniques, therefore the interpretation of such result should take into
account the fact that while the first technique was well understood, for the sec-
ond one the participants’ performances were less successful.

Overall, almost always the average scores for both the sensory and the cogni-
tive dimensions, are higher for the snowy landscape compared to the other two,
revealing that the best interaction occurred with that virtual environment.

Table 2. Results of the questionnaire on the system

Questions Forest Snow Beach

Q1: I found the visual display hardware to be of high quality 4.4 ± 2.1 5.8 ± 1.3 5.4 ± 2.1

Q2: I found the visual content of the environment to be of 4.6 ±1.9 6.1 ± 1.4 5.1 ± 1.8

high quality

Q3: I found the audio hardware to be of high quality 6.1 ± 1.6 6.8 ± 1.1 4.6 ± 1.9

Q4: I found the audio content of the environment to be of 6 ± 1 7.1 ± 0.8 5.3 ± 1.8

high quality

Q5: I found the haptic hardware to be of high quality 4.3 ± 1.8 6.4 ± 2.3 4.1 ± 1.5

Q6: I found the haptic content of the environment to be 4.9 ± 2 5.6 ± 2 3.6 ± 1.6

of high quality

Q7: I found that the sensory information of the virtual 5.5 ± 2.1 6.1 ± 2.4 5.4 ± 2.5

environment was consistent

Q8: I found that the content in the virtual environment 4.8 ± 2 4.2 ± 2.8 4 ± 2.3

was helpful in informing me of my current task

Q9: I found the user interface to be helpful in informing me 4 ± 2.2 5.4 ± 2.6 5 ± 1.5

of my current task

Q10: I thought that the virtual environment made it clear 4 ± 1.8 4.4 ± 3.2 3.8 ± 1.9

what I was and was not allowed to do

Q11: I thought that the tasks I was able to do in the virtual 3.4 ± 1.9 4.2 ± 2.5 5.1 ± 2.5

environment were interesting

6 Discussion

The results of the experiment are clear: the participants’ performances were
better with the first technique, and participants preferred it to the second one.
Our initial hypotheses were only partially confirmed. Indeed on one hand only
the first technique led to a correct warning of the walker in most of the cases,
while the second technique presented a too high number of unsuccesses compared
to the successful completion of the task. On the other hand, the second technique
was also rated as the more negatively affecting the sensation of feeling present
in the virtual environment compared to the first one.

A deeper observation of the participants’ performances revealed that also the
second technique proved to work well. Indeed most of the successful completion
happened towards the end of the task, indicating that participants needed a
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learning phase longer than the one they tried at the beginning of the experi-
ment. Moreover, this aspect was reported in the comments of some participants.
However one of the participants also reported that in presence of the second
technique he was satisfied of the proposed feedback since the continuous pres-
ence of the haptic allowed to mask the sensation of walking on a laboratory
surface therefore increasing the realism of his interaction.

Concerning the performances at the moment of reaching the boundaries, for
the second technique it was observed a delay in the choice of which direction
to take in order to come back inside the walking area: participants took longer
time to realize where they had to place the next step compared to the first
technique. Furthermore, it was noticed that while for the first technique rarely
participants placed both the feet outside the walking area before correctly coming
back, this instead happened more frequently for the second technique. As regards
the negative effect of the techniques on sense of presence, it is not possible to
conclude that the first technique was significantly perceived as the less disruptive.
However, results seem to point toward this direction since in two cases out of
three the first technique was preferred and rated as the best one from this point
of view. Nevertheless, evaluations of the presence disruption parameter of Table
1 are not low neither for the first technique, revealing that the impact of the use
of the proposed techniques on the presence level is still too high.

An unexpected result of this research was that the the total number of suc-
cesses and unsuccesses of both the techniques, was quite different between the
three virtual environments. Indeed it was higher for the forest environment rather
than the other two, as well as for beach respect to the snowy landscape. This
is an indication that the average quantity of motion was different in the three
simulations. In addition, a difference in the gaits was also observed: participants
tended to walk more and faster in the forest environment rather than the other
two, while the lowest average velocity was held during the navigation of the
snowy landscape where in addition some of the participants tended to remain
stopped, exploring visually the environment rather than by walking. On one
hand this result seems to be related to the fact that participants felt present in
the virtual environment they were exploring; on the other hand the noticed dif-
ferences in the gaits could also be related to the different degrees of compliance
of the three surfaces simulated at auditory and haptic level.

As concerns the system evaluation, it emerges the necessity of improvements
of the system technology both at software and hardware level. In particular for a
better experience while physically navigating the simulated virtual environment
it would be needed a totally wireless system; indeed the wires of the HMD as
well as those coming out from the haptic shoes limit a lot the freedom of the
navigation and in some cases the participants became aware of this aspect during
the interaction with the environment. Improving these aspects would allow also
to increase the presence level experienced by users, since the quality of sensory
hardware, as well as the sensory content, has a widespread positive effect on
reported presence, as shown in a review done by [3].



Inside the Boundaries of the Physical World 587

7 Conclusion

In this study two techniques for warning walkers were proposed and evaluated.
The first technique consisted of the change of the surface type both at auditory
and haptic level; the second one consisted in the stop of the auditory feedback
only, while the haptic feedback continued on the same surface.

Results show that by means of the proposed techniques it is possible to nav-
igate a walker inside the walking area once one or both the feet had exceeded
it, even if the first technique produced better performances and was preferred
by participants. However, results also show that the use of these techniques
produced a not negligible disruption of the sense of presence.

An unexpected results of the proposed study was that the quantity of motion
produced during participants’ navigations was different in the three simulated
environments. This aspect could be related to the type of the simulated surface
and deserves to be investigated in a deeper way.
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Abstract. Sensing in humans is carried out in different modalities, among them, 
the touch is essential in every-day life allowing most of all the manual activi-
ties. Less known is the fundamental role in the screening of some neurological 
diseases. In fact it is possible, trough the assessment of the level of tactile per-
ception, to evaluate during clinical/medical diagnosis the nervous system health 
state. It is therefore fundamental to determine valid measurement procedures 
aiming to this task. The analysis has started with the investigation of tactile fre-
quency sensibility, on healthy subjects, who examined tactile stimuli with de-
vices called arrays. Arrays are formed by passive pins, which follow the shape 
of the stimuli. There were different arrays depending on the number of pins on 
them. The only task of subjects was to recognize the higher between couples of 
stimuli (one grating) with different frequency. The aim of these tests is that of 
creating a diagnostic scale for tactile neurodegenerative syndromes and diseas-
es. Results show a significant role of pins density with a performance that falls 
when pins distance is higher than 1 mm. Preliminary clinical tests on 3 patients 
with tunnel carpal syndrome suggest positive development for use as a diagnos-
tic tool. 

Keywords: Tactile perception, psychophysics, tactile device design and evalua-
tion, clinical diagnosis.  

1 Introduction 

Most of the physical interactions between the human being and the environment are 
generated trough the tactile sense. First scientific studies on such issue are from the 
middle of 19th century; and an important step has been the definition of the JND (Just 
Noticeable Displacement) [1]. Later a straightforward relationship between stimulus, 
receptor, afferent nerve fiber and subjective sensation, with regard to specificity has 
been highlighted [2-7]. In these studies, several tactile stimulators were also proposed 
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in order to investigate the role of the tactile stimulus. Up to now, the evaluation of 
somatic sensation measurement devices are based on Von Frey filaments or Semmes-
Weinstein monofilaments. Even if it is quite simple device, used in screening exam 
they are well designed to give an input as a light touch or a pain or a vibration or a 
warmth&cold to the human skin [8-12]. 

Even if, these devices are widely used with positive results [13-17], the weak as-
pect is that the variety of nervous system disorders or injuries cause impaired tactile 
sensibility. So, for instance, the crude touch (von Frey) hairs or two-point calipers 
may often fail to confirm this disorder [18]. Several works focus on the reliability of 
these techniques of investigation; in particular, they are not accurate in repeatability 
because of several environmental factors such as: temperature and humidity [19-22] 
and longevity and recovery stress [23-24]. It is therefore evident how well-defined 
procedures must be accurately followed by experts in order to keep such modifying 
and interfering parameters under control [25-26]. 

The aforementioned aspects were taken in account by the authors and their pro-
posed solution is a high level of reliability obtainable by a well-defined procedure and 
a new test rig. Stimuli have been designed to exciting all the mechanoreceptors, in 
particular the RA [27]. Moreover the sensory system examination was focused on the 
fingertip because it is one of the most sensitive parts of the human body The core of 
this work is based on the assumption that the finest grating spacing that humans can 
resolve (spatial acuity limit) corresponds closely to the distance between sensory re-
ceptor units at the fingertips [19]. 

This high resolution of cutaneous sensation permits to monitoring every small dif-
ference between the measurements. The concept is based on the well known experi-
mental tests widely used in haptic: the fingertip moving on gratings (they permit to 
measure spatial acuity of fingertip skin) so it receives a known input; the subject un-
dergoing test to report an answer [28-29]. Gratings are built to simulate different hap-
tic sensitivity [30-33] and to correlate them with peripheral neuropathy [15-18]; in 
fact arrays are formed by passive pins which move following shape of stimuli [34-
36]. For our tests, we have used 5 arrays with the following pins distribution: 7x7, 
9x9, 11x11, 13x13, 17x17 (respectively numbered as array number 1, 2, 3, 4, 5) and 
the bare finger which corresponds to the array number 6 (table 1). 

Table 1. Arrays resolution 

Number Resolution Pin distance [mm]
 
1 

 
7x7 

 
2,00 

2 9x9 1,50 
3 11x11 1,20 
4 13x13 1,00 
5 17x13 0,75 
6 Bare finger No pins 

 
A sample of the tactile arrays realized for the reported tests is depicted in Figure 1.  
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Fig. 1. (Top) Tested arrays with different spatial resolution; (Down) one tactile displays on a 
grating 

2 The Test-Rig 

The proposed test-rig has been designed in order to assure subjects’ comfort during 
experimental tests, in this way they are able to focus on the single grating. The pro-
posed device is reported in Figure 2. 

Testers’ right arms will rest on a metallic support where is placed also a non-slip 
surfaced, the only movement enabled is that necessary to explore gratings. This sup-
port let to efficiently investigate gratings because of the friction reduction between the 
base and the driven sliders. 

The gratings, that’s to say tactile cues, are 17; each of them has two elements sepa-
rated by a level part. Each elements, a stimulus is formed by ridge series (height of 
1mm) with different wavelengths and always there is the reference one. Wavelengths 
chosen are 3.77, 4.10, 4.43, 4.76, 5.09 (the zero reference), 5.42, 5.75 6.08, 6.41 ex-
pressed in mm . These data can be translated in spatial frequency, that is 0.26, 0.24, 
0.22, 0.21, 0.20, 0.18, 0.17, 0.16, 0.15 respectively, expressed in 1/mm.  

 

Fig. 2. Test-rig 
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Table 2. Gratings 

Number 1st 2nd Difference 
1 5,09 6,41 -1,30 
2 5,09 5,75 -0,66 
3 5,09 5,42 -0,33 
4 5,09 5,25 -0,16 
5 4,93 5,09 -0,16 
6 4,76 5,09 -0,33 
7 4,43 5,09 -0,66 
8 3,77 5,09 -1,32 
9 5,09 5,09 0 
10 5,09 3,77 1,32 
11 5,09 4,43 0,66 
12 5,09 4,76 0,33 
13 5,09 4,93 0,16 
14 5,25 5,09 0,16 
15 5,42 5,09 0,33 
16 5,75 5,09 0,66 
17 6,41 5,09 1,32 

3 Experiment 

3.1 Method 

Tested Subjects 
Subjects without any previous experience in tactile psychophysical experiments had 
been chosen among volunteers. Tests had been conducted with seven persons 4 males 
(aged: 22-40) and, 3 females (aged: 24-32). All subjects were right handed and used 
their right index finger to execute the experiments; they were not allowed to see the 
gratings. Most of them were university students while the others are not workers 
heavily using hands. 

Before starting tests, subjects had to fill the “Demographic Quest Frequency Sensi-
bility”, in which each subject indicated the volunteer ID, gender, age, occupation, 
fingerprint, how hard is the use of hands in his/her work or in free time, if he/she have 
drunk or have taken drug for medical reasons before tests. 

Every subject has executed six tests, each with a different array (1-6); the array se-
quence was randomly determined for each subject. In to data from 42 tests have been 
used for data processing and analysis. 

During experimental tests, subjects’ fingers were covered with talcum to prevent 
friction in the interface grating/finger o array/finger. Total test time was of about 25 
minutes.  

Test Procedure 
The patient’s task is to report the number position of stimulus with higher spatial 
frequency and this information is recorded in the GUI. To improve subjects’ attention 
on the tactile sensation, they wore darken glasses and earphones. 
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Every subject undergoes tests on rig using different arrays and bare finger. The  
initial subject’s finger position is in the center of the grating; then it starts the  
exploration on first stimulus followed by the second one (Fig. 3). These two explora-
tions constitute a trial, 185 trials constitute a complete test. The rig is controlled by a 
program written in MATLAB. It provides a GUI (Graphical User Interface) for set-
ting the subject parameters, controlling the test rig. In order to guarantee a useful 
homogeneity of test is a specific shuffle function which enables to make the grating 
sequence in random order, shown in the GUI windows and updated thanks to a 
MATLAB function called global.  

The patient’s task is to report the number position of stimulus with higher spatial 
frequency and this information is recorded in the GUI. This data is introduced in the 
GUI which does automatically also an answer and starts next trial. In this way the 
procedure is automated and the experimental test duration is approximately 35 mi-
nutes.  

 

Fig. 3. Grating exploration 

Results and Discussion 
Analysis has been focused on subjects answers on each gratings with same stimuli 
(we considered gratings with same comparison, filled like first stimulus or like second 
stimulus, like same grating) to calculate the psychometric curve; from these it had 
been found the threshold (at 0.8) and JND for each subject. Moreover it has been 
calculated the delta between first and second stimuli of each grating to analyze the 
probability of corrects answers for each delta. Results were analyzed using a single 
factor analysis of variance (one-way ANOVA) which determinates if there is a signif-
icant difference in the means. ANOVA analysis generates a p-value, were the lower 
the p-value the higher is the probability that there is a significant difference in the 
means. When ANOVA analysis had found a significant difference in the means, a 
post hoc Fisher test was conducted to compare all possible pair of means are signifi-
cantly different. In this study ANOVA and Fisher test uses a level of significance of 
α=0.05. 

Fig. 4 shows the psychometric curve for each array, ANOVA analysis indicates 
there is a significant effect of the tactile array on the threshold of the perceived a fre-
quency differences (F=4.99, p=0.001). Moreover fisher test shows that the significant 
difference occurs between arrays 4, 5, 6 (6 is bare finger) and 1, 2, 3. Fig. 5 (Left) 
shows the differences among bare finger threshold and array 1, 2 and 3. 

The same results in JND analysis, ANOVA indicates significant effect (F=4.87, 
p=0.001). Also for JND results, Fisher test shows that the significant differences are 
between arrays 4, 5, 6 and 1, 2, 3. We do not found significant differences among bare  
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Fig. 4. Experimental psychometric curves as function of the six tested arrays 

 

 

Fig. 5. (Left) Threshold 0.8, (Right) Standard Deviation 

finger and arrays 5 and 4. It is important to note that the standard deviation of JND 
(Fig. 5 Right) reaches the minimum always for the array 6 (bare finger).  

Analysis on correct answers for different arrays confirms a major accuracy of bare 
finger respect to all the other arrays: ANOVA of rights answers indicates that there is 
a significant effect of the tactile array on the recognition (F=10.36, p<0.001), in par-
ticular the Fisher test shows that bare finger result is significant with all the arrays 
except the array 5 (t=0.93, Prob=0.349); moreover the array 5 is significant with all 
the arrays except the array 4 (t=1.81, Prob=0.071) and with bare finger obviously 
(Fig. 6). 

The delta analysis expected output chart of correct answer was a line V shaped: the 
volunteers could recognize the larger differences of frequency on 100% of times, and  
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Fig. 6. Corrects answers for each array 

 

the smaller differences was recognized less precision and the difference zero (grating 
5.09-5.09) was about 50% of answers yes-no (because nothing answers was correct in  
this case). Graphs in Fig. 7 show that this idea in partially wrong: if the negative delta 
frequencies falling uniformly, positive delta shows a great step after delta zero. After 
analyzing with ANOVA the correct answers distribution on delta it has been found 
significant differences between same (in modulus) deltas (Table. 3). 

These results indicate that the tactile performance is not damaged from a signal 
loss if the “resolution” is inside 1 pin for mm2. The little and not significant differ-
ence among bare finger and array 5 and 4 could attributed to the fact that the pin ar-
rays don’t stimulate all groups of mechanoreceptors, in particular Ruffini corpuscle, 
more sensible to skin stretch. 

Table 3. Delta 

|Delta| t value probability Significant 

1.32 1.301 1 No 
0.99 3.255 0.041 Yes 
0.66 7.067 <0.001 Yes 
0.33 12.449 <0.001 Yes 

 
We found very interesting results from Delta analysis: the difference between neg-

ative delta and positive delta indicates a possible saturation phenomenon for fingertip 
mechanoreceptors when the subjects fill for first a stimulus with frequency higher of 
second stimulus. This fact can explain the better performance when subjects filled a 
lower frequency for first. 
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Fig. 7. Corrects answers: (Top) each of the six arrays, (Down) all the arrays 

4 Clinical Testing: Patients Affected by Carpal Tunnel 
Syndrome 

We have selected 3 subjects (all of female gender) and with an average age value of 
58 years, the third subject is left-handed and she complains of a problem on left hand, 
but the test was mad with right hand. Classical neurological non-invasive test haven’t 
found any tactile problem on patients. 
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The experimental tests have been performed in the same way of previous ones; the 
only difference is that in this case number of trials has been decreased because of the 
presence of the pathology of carpal tunnel syndrome and because we didn’t want to 
force their attention.  

The first intent was to perform tests on the right and left hand, so as to check 
whether there were differences in tactile sensitivity, but after about 50 trials subjects 
were already tired thus only the right hand was tested. 

Patients’ results are summarized in Table 4.  

Table 4. Patient results 

 Threshold 0.8 JND Prob. Correct 

Patient 1 6.379 0.829 0.66 
Patient 2 6.686 11.896 0.48 
Patient 3 4.4579 0.036 0.82 

 
Our test shows tactile deficit on tactile frequency recognition for patient 1 and 2. 

This deficit seems alike to performances with arrays 2 or 3 for patient 1 and the defi-
cit seems worse than the worst arrays for patient 2. 

Patient 3 showed very high precision but she call the second stimulus like higher 
for all gratings with same stimulus (5.09-5.09). 

This tests series with patients is only a pilot experience because patient’s profiles 
don’t matching with our experimental subjects, but we think that our device could be 
helpful for tactile neurodegenerative disease diagnostic. 

5 Conclusions and Future Works 

The experimental test results on healthy subjects show that the tactile resolution has 
not several damages if the resolution of tactile display is higher of one pin for mm2. 
The comparison, between results of healthy subjects with pins arrays and the three 
patients with tunnel carpal syndrome, exceeded our expectations and two patients on 
three had results same or worse of those obtained with the low resolution arrays. 

This result will be verified by a new series of experimental session on patients with 
tactile deficit already checked with traditional diagnostic systems.  

With the aim to make the test appropriate to patient attention, we would modify the 
testing procedure for making this quicker then now but still accurate. 

Moreover we want refining the discrimination task, for healthy subjects, we will 
add new gratings with smaller difference between two stimuli for a good check of the 
variance among the arrays. 

Moreover for taking in account the patient fingertip size [38] and stiffness [39], 
that influence the tactile acuity, the test-rig will be equipped with two devices: one for 
measuring the finger size and another one for skin stiffness, in order to evaluate the 
reduction of the stimulus input due to the structure of the finger and not due to some 
peripheral neuropathy. 

The slight difference between the bare finger and the array 5, even is statically not 
evident, should show the influence of the strain in the tactile perception. The array 
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pins transmit only the vertical displacement given by stimuli shape without the hori-
zontal forces given by the friction, so, most probably, the SAII were involved less 
than in the bare finger test; moreover the absence of stick-slip, given by the skin slid-
ing on the stimuli surfaces, reduces even the vibrations, so it seems that the Pacinians 
are less involved too [40-43]. That happens only with this array, because the high 
number of the pins reproduce quite accurately the stimuli surface. 

The next step will deal with the aim of this work: establish a tactile sensitivity 
scale. For doing that, 50 people (to have a statistically significant data records) will be 
tested with arrays and bare finger. Then, the tactile acuity (subject answers) with the 
parameters (subject’s fingertip size, skin stiffness, force and displacement) will be 
cross-correlated and their influence will be highlighted: only in this way the tactile 
sensitivity levels can be established correctly. 

Those results will permit more accurately to evaluate the peripheral neuropathies 
than at the state of art. 

It is important to highlight that the novel system here proposed rig is not aiming to 
substitute the current sensitivity tools and methodologies, but test rig has been con-
ceived to support the current peripheral neuropathy screening tools, providing a quan-
titative and repeatable measurement procedure. Actually it takes 35 minutes, but the 
goal is to reduce it up to 15 minutes in order to use the rig to test neurodegenerative 
patients.  
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Abstract. In this paper, we propose a new method that can estimate a normal 
force and finger posture for touch panel devices by measuring transmitted light 
on fingernail. When a user touches a light source with their finger, the light 
(mainly red component) can be seen at a fingernail since the red light can go 
through the finger tissue. Based on this characteristic, we can estimate the ma-
nipulatory force by detecting the light intensity at the fingernail because the in-
tensity of the transmitted light increases according to the applied force. We can 
also estimate the relative angles of the finger to a touch panel device. Even 
though the transmission through the finger tissue is diffusive, we can know the 
movement of the light source under the finger with a camera attached onto the 
fingernail. Therefore, a transient trajectory pattern of the light source is useful 
for estimating the relative direction between the finger and the device. When 
the posture of the finger is estimated, we can use “rotate” motion for manipula-
tion. Our proposed method can be used as a new input device. 

Keywords: Man-Machine Interface, Tactile Sensor, Force Measurement. 

1 Introduction 

In these days, we can use many small touch panel devices including smart phones, 
tablet PCs, portable games and so on. These devices can arrange many different types 
of buttons on the screen depending on applications. On the other hand, there is one 
drawback referred as “fat finger problem [1].” When a user tries to touch a button on 
the screen, they cannot see it at the moment they push. Their finger interrupts seeing 
the button and may push a wrong one. The “fat finger problem” spoils usability of 
touch panel devices. 

In this paper, we show a new interface that uses the “fat finger problem” positively. 
When a finger touches a screen, the device can change the images under the finger 
since nobody can see there. The modification of the image under the finger will not 
affect usability. Spatiotemporal light patterns under the finger can go through the 
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fingertip. The light pattern can be detected on the fingernail with a camera attached on 
it. The intensity of transmitted light and its position depend on contact conditions. We 
experimentally revealed following two facts: 1) the intensity of the transmitted light 
increases when a user strongly pushes a screen and 2) the light position on the camera 
on the fingernail moves when a user changes a contact angles. In this paper, we show 
that we can estimate 1 directional force along z-axis (shown in Fig. 1) and 3 rotational 
contact angles independently. One of the advantages of this method is that we can use 
any conventional touch panel devices by attaching camera onto a fingernail. Resulting 
touch condition can be used for producing tactile feedback for improving usability 
[2]. In order to give appropriate tactile feedback, we should know a given force and 
touch angles.  

There are some previous researches which tried to detect touch conditions with the 
device attached on a fingernail. Mascaro et al. proposed vision-based method which 
detected the change of colors of the fingernail and estimated applied forces [3].  Sun 
et al. proposed an external camera method for measuring fingertip forces by imaging 
the fingernail and surrounding skin [4]. Makino et al. proposed audio-based method 
[5]. A piezoelectric device on a fingernail was used to estimate touching objects. They 
estimated the objects based on a conventional voice recognition scheme. Tanaka et al. 
used microphones to record texture related sounds at the fingertip [6]. Nakatani et al. 
detected finger deformation to estimate a pressure force by mounting a small defor-
mation sensitive device on user’s fingernail [7]. 

These previous studies measured touch information passively. In contrast, our me-
thod changes a light patter under the finger actively. This may gives richer informa-
tion for estimating touch conditions though the proposed method can be applied only 
for a touch panel device. 

 

 

Fig. 1. Coordinate system of touch point 
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There are studies which utilized input pressure or rotational condition for touch pad 
devices. Rekimoto et al. proposed a pressure sensitive touch pad [8]. They showed 
examples of applications which enable users to zoom in/out a map and to scroll a list 
easily. Ramos et al proposed a pressure sensitive stylus system for improving an input 
capability [9]. Stewart et al. investigated pressure-based input for mobile devices [10]. 
Wang et al. proposed a method to estimate a finger orientation by detecting a contact 
shape of finger [11]. Rotational information was used for an orientation-sensitive 
widget like a dial. These methods can add new functions to a touch panel device. 

2 Principles 

2.1 Physical Values for Measurement 

Figure 2 shows the basic settings of our proposed method. We can detect following 
two physical values with this configuration. 

1. Light intensity transmitted through the finger tissue and the fingernail. 
2. A position of the light source on the light sensor 

In this research, we used a camera as the light sensor. Based on the light intensity, z-
directional force (i.e. normal force to the screen) can be estimated. In contrast, x, y 
and z rotational angles can be estimated by the position of the transmitted light. 

 

 

Fig. 2. Proposed method detecting transmitted light on the fingernail 

2.2 Estimation of z-Directional Force 

Here we show a simple model which explains how to estimate z-directional force by 
using light intensity. We assume that light decay in the finger tissue is low. In this 
case, the total amount of light intensity detected at the fingernail is proportional to the 
total amount of incident light from the screen. When the light intensity distribution is 
uniform incident light from the screen is proportional to the contact area between the 
finger and touch panel. 

To understand a relationship between the applied z-directional force and the size of 
the contact area, we modeled finger as an elastic sphere. When we assume Hertz con-
tact, a radius of contact area a is represented in equation (1) 
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Here the R represents the radius of fingertip, the E means the Young's modulus and 
the ν means the Poisson's ratio and the P represents applied z-directional force. There-
fore, the contact area S is proportional to the 2/3th power of z-directional force. 

 
3/22 PaS ∝∝  (2) 

As we assumed before, the light intensity at the fingernail is thought to be proportion-
al to the contact area. As a result total amount of the light intensity I is represented as 
follows 

    

3/2PI ∝  (3) 

The equation (3) means that the total amount of the light intensity I increases mono-
tonically according to the applied force. Thus, the system can estimate z-directional 
force uniquely. 

2.3 Estimation of Rotation Angles around the x and y-axis 

Then we explain how to estimate rotational angles around the x and y axes. In this 
case, the light position at the fingernail changes depending on the angles. In order to 
make it simple, we assume a fingertip as a half-circle (Fig.3). We can discuss both 
angles with the same model. We used following assumptions. 

• The finger touches the screen with a point contact. 
• Closest point from the contact point is the brightest position on the camera. 

When the contact angle α is 0, the brightest position is center of the camera. When the 
finger rotates with its angle α the brightest point moves. The distance from the center 
is given as rsin α. Contact angle can be uniquely determined because of monotonic 
increase from -90 to 90 degrees. It is also clear that the distance between the finger-
nail and the contact point, which can be written rcos α, becomes short according to 
the increase of the touch angle. Though we assumed that the light decay in the finger 
tissue is low, the intensity of light depends on a propagating distance. This may affect 
the force estimation. 

2.4 Rotating Angle around z-axis 

In order to detect rotating angle of finger around the z-axis we propose the method 
which uses spatiotemporal light source motion. We assume that the light source under 
the finger constantly moves clockwise with its period T. Observation of the center of 
the transmitted light on the fingernail for T seconds makes it possible to estimate a 
rotational angle around the z-axis. Figure 4 shows how it works. The x and y axes in 
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the figure represent the coordinate systems of the attached camera. The x-axis means 
the longitudinal direction and the y-axis means the transversal direction of user’s 
finger. When the finger touches the screen as shown in Fig. 4-(a), the x directional 
position of the brightest point on the fingernail becomes largest at time 0. In contrast, 
the y position becomes largest at the time 0 in the case of Fig. 4-(b). Consequently, 
the initial phase of the light trajectory on the camera represents the contact direction 
(rotation angle around the z-axis). 

We are now planning to use this method as a time sharing scheme. The system 
provides a static light source for estimating z-directional force and x- y-axes rotations; 
then it moves clockwise for estimating z-axis rotation. 

In the following experiments, we show that 1) applied force can be estimated by 
using light intensity and 2) touch angles can be measured by light position. Finally we 
show that motion of the light source can be detected at the fingernail which enables 
estimation of z-axis rotation angle. 
 

   
 
       

 Fig. 4. Rotation angle around the z-axis is detected with moving light source 

Fig. 3. Rotation angle is converted into the motion of brightest point 
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3 Experiments 

3.1 Experimental Setting 

Figure 5 shows our experimental setting. We used iPod touch as the touch panel de-
vice and developed its application. The application detects the contact point of a fin-
ger and renders a white shine circle at the detected point while the rest area is black.  

A commercially available camera which has 640×480 image pixels was used as the 
light sensor. The camera was fixed on the fingernail of user’s right index finger with a 
double headed tape. To eliminate the optical external noises, we used a light-blocking 
tape at the border between the camera and the fingernail. 

3.2 Experiment 1 : Estimation of z-Directional Force 

At first, we examined the relation between z-directional normal force and the trans-
mitted light intensity. We measured both applied force to the device and the light 
intensity of the camera. As the source, we used a circle which had 5.5 millimeters (35 
pixels) in diameter. The light intensity upon the circle in a dark room was about 36.6 
Lx while it was 11.1 Lx without drawing any circles. 

Transmitted light through the finger was mainly red component. To decrease nois-
es from the other components (Green and Blue), we used only the red component for 
estimation in all the experiments in this paper. A gray scale picture with 256 grada-
tions was generated from the red light. In this experiment, the mean value of bright-
ness in the whole area was calculated from the picture. A user pushed the touch panel 
in a quasistatic manner with keeping his finger angle constant.  

Figure 6 shows the result. The horizontal axis represents the applied force and the 
vertical axis represents the brightness. Brightness shows detectable light intensity, 
which was expressed with 256 gradations. The fitted curve in the graph was derived 
from a relation given in the equation (3) using the least-squares method. The graph 
shows that the averaged light intensity monotonously increases in accordance with the 
increase of the applied force. Therefore, it is clear that the applied z-directional force 
can be uniquely estimated by using the regression curve. 

 

 Fig. 5. Schematic diagram of experimental setting 
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3.3 Experiment 2 : Estimation of Rotation Angle around the x-axis 

We examined whether a finger tilt angle can be coded as a light position of the cam-
era image. Center of the light intensity was measured by using red-color-based gray 
scale picture as well as the experiment 1. The picture was converted into binary image 
by using a particular threshold level, which is experimentally decided. A center of the 
bright area was computed from the binary image. 

Six subjects (3 female and 3male aged from 20 to 50) were participated in this ex-
periment so that we tried to know individual differences. They were asked to tilt their 
finger freely as shown in Fig. 7. In this experiment we only consider the rotation 
around the x-axis so as to make it simple. The actual contact angle was visually calcu-
lated with the marker put on the iPod touch and the camera on the fingernail. 

Figure 8 shows the experimental results. The horizontal axis shows the tilt angle 
and the vertical axis shows the position of light source detected on the fingernail. It is 
safe to say that the position of light source moves monotonously when the angle is 20 
to 40 degrees for every subjects. The tilt angle can be uniquely estimated by using the 
individually calibrated regression curves. Also we briefly examined that the rotation 
angle around the y-axis can be estimated by using the change of the y directional  
position. 

 

Fig. 7. Measuring method of Experiment 2 

Fig. 6. Relation between z-directional normal force and the transmitted light intensity 
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Fig. 8. Relation between the rotation angle around x-axis and the position of light source 

3.4 Experiment 3: Interferences between the Normal Force and the Tilt Angle 

The tilt angle of the finger affects the transmitted light intensity, which is used for 
estimating pressing force, since the distance from the contact point changes as is 
shown in Fig.3. We evaluated the interference between the normal force and the tilt 
angle.  

We used a circle which had 7.8 millimeters (55 pixels) in diameter. One user 
pushed the touch panel changing the tilt angle of his finger. The angles were 20, 40, 
60 degree respectively. 

Figure 9 shows the result. The horizontal axis represents the applied force and the 
vertical axis represents the averaged light intensity. Each color represents the angle: 
the green is 20 degree, the red is 40 degree and the blue is 60 degree. The graph 
shows that the averaged light intensity monotonously increases when the applied 
force increases in any tilt angle. In order to estimate the applied z-directional force, 
the system estimate the tilt angle based on the light position on the camera, at first. 
Then the system uses the regression curve corresponds to the tilt angle. Finally, the 
system can know the z-directional applied force. 
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Fig. 9. Relation between z-directional force and the transmitted light intensity which depends 
on the finger angle. Green: 20 degree, Red: 40 degree and Blue: 60 degree. 

3.5 Experiment 4 : Estimation of Rotation Angle around the z-axis 

Finally, we used moving light source and observed the motion of it on the fingernail 
with a camera. A circle which had 5.5 millimeters (35 pixels) in diameter was ren-
dered when the finger touches the screen. The circle moved clockwise at a rate of 
approximately 2π radian per second whose trajectory radius was 3.1 millimeters.  
The camera on the fingernail measured a center of the light intensity. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

     (a)                      (b)

Fig. 10. Rotation angle measured in the Experiment 4 
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Figure 10(a) shows two contact conditions of a finger. The circle started moving 
from the upper side of the device. That is to say, the circle started moving from the tip 
of the finger for Figure 10(a), while in Figure 10(b), the circle started moving from 
the right side of the finger.  

Figure 11 shows experimental results. Averaged values of 6 trials are plotted. The 
right side of the graphs shows the tip of the finger. The both axes show the position 
on the camera in pixel. The center of the light distribution started moving from the tip 
of the finger in Fig. 11 (a). In contrast, it started moving from the right side of the 
finger in Fig. 11 (b). In this way the camera on the fingernail can detect motion of the 
light source under the finger. Therefore the finger’s rotational angle around the z-axis 
can be detected with this method. 

 

4 Applications 

Our proposed method allows users to input information in many ways. Usually, a 
touch panel device can detect two-dimensional position on the screen. Users input 
data only based on their finger position. That means, user need to change their finger 
position such like a swipe action for input. In contrast, our method enables users to 
input data by changing a finger contact angles, i.e. user does not need to move their 
finger. User can input many commands only by changing a touch angles at the same 
position on the screen. 

We prototyped applications for achieving two possible usages on an iPod touch. 
One enables user to input data by rotating action around the z-axis as shown in Fig. 
12. The visual knob on the screen can be turned by rotating the finger. The other ap-
plication enables user to control an UFO object by changing the finger contact angles 
at arbitrary positions on the screen as shown in Fig. 13. These types of operability 
cannot be achieved with a conventional touch panel device. 

We asked 7 subjects about usability of our prototypes. Their positive responses 
were: “I can input data without moving my finger,”  “I can choose many kinds of 
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Fig. 11. Detected motion of the light source on the fingernail  
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input ways,” “This enables me to input data like a joystick.” There were also negative 
responses. “Accuracy of the angle estimation is not sufficient for precise control,” 
“The size of the device is too large,” “It is annoying to put the heavy device on my 
fingernail.” Some of these disadvantages may be solved if we use a smaller camera 
instead of the commercially available webcam. Both reducing the size of the device 
and making its estimation accuracy higher are our future works. 

 

 
 

 

Fig. 13. Data input by changing contact angles of the finger at arbitrary positions on the screen 

5 Conclusion 

In this paper, we proposed a new method which estimates finger contact conditions on 
a touch panel device. A camera on a fingernail measured transmitted light coming 
from a screen through fingertip. 

We showed four results. First, z-directional normal force was non-linearly propor-
tional to a transmitted light intensity on the fingernail. Second, when a light source 
under the finger moved, its center position seen on the camera also moved, which 
determines tilt angles between the finger and the device. Third, we evaluated the in-
terferences between an applied force and tilt angles. Finally, the rotation angle around 
the z-axis was estimated by using a moving light source. 

Fig. 12. Data input by rotating finger to turn the visual knob on the screen 
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This method can be used for any conventional touch panel device and is useful for 
achieving many different kinds of input methods. 
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Abstract. We describe the preliminary results from an experiment investigating 
the perceived intensity of modulated friction created by electrostatic force, or 
electrovibration. A prototype experimental system was created to evaluate user 
perception of sinusoidal electrovibration stimuli on a flat surface emulating a 
touch screen interface. We introduce a fixed 6-point Effect Strength Subjective 
Index (ESSI) as a measure of generic sensation intensity, and compare it with 
an open magnitude scale. The results of the experiment indicate that there are 
significant correlations between intensity perception and signal amplitude, and 
the highest sensitivity was found at a frequency of 80 Hz. The subjective results 
show that the users perceived the electrovibration stimuli as pleasant and a use-
ful means of feedback for touchscreens.  

Keywords: electrovibration, tactile, intensity, perception.  

1 Introduction 

Touch provides a rich channel through which to communicate and has been the focus 
of much research [1] [2] [3] [4] [5]. There are several different sub-modalities within 
touch. Tactile feedback (commonly vibrotactile mechanical stimulation of the skin) is 
the best understood and most used in HCI. Electrovibration is part of the same sen-
sory system but has been relatively underutilized in interactive systems due to the lack 
of available hardware. However, recent advancements in touchscreen electrovibration 
technology mean that mainstream usage is now becoming possible. Electrovibration is 
created using electrostatic friction between a surface and a user’s skin [5]. Passing an 
electrical charge into the insulated electrode creates a small attractive force when a 
user’s skin comes into contact with it. By modulating this attractive force a variety of 
sensations can be generated [6].  

The properties of electrovibration are quite different to those of standard vibrotac-
tile feedback. In order to use electrovibration feedback effectively in user interfaces, it 
is important to identify the available design parameters. Tacton and Haptic Icon  
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[7] [8] designers use parameters such as intensity, waveform, rhythm and spatial loca-
tions, but the electrovibration domain has not been investigated with such an approach 
as yet. Given the importance of intensity as a parameter in vibrotactile and other hap-
tic research [8], this paper investigates the perceived intensity levels of electrovibra-
tion feedback and identifies the most distinguishable levels of intensity.  

We report the results of a psychophysical experiment and subjective evaluation of 
electrovibration intensity with a focus on amplitude and frequency manipulations, and 
the effects of gender and handedness on perception. The results of this research will 
aid designers in the creation of electrovibration feedback for touchscreen interaction 
with perceptually discriminable intensity levels. 

2 Related Work 

2.1 The History of Electrovibration 

In 1950, Mallinckrodt [9] identified that electric flow in brass light sockets generates 
a different feeling when a current is flowing. Later, through experiments conducted 
on this phenomenon, he observed that such sensations were created through induced 
electricity.  

Electrocutaneous stimulation has also been studied as a psychophysical phenome-
non. But in electrocutaneous stimulation, a real electric current is passed through the 
body as a nerve-stimulating agent. In Higashiyama’s work [6] they discuss the various 
combinations of electrode placements to create pleasant feedback (the authors defined 
the term “pleasant feedback” as a less painful or less uncomfortable feeling).  

Following on from this, a micro fabricated electrostatic display was tested by Tang  
et al. [10]. An electrode array with different resolutions was created where each elec-
trode could be controlled separately. The study showed that more than 7.6 mm distance 
is needed to feel each electrode separately. The same concept was used by Fukushima  
et al. in their “Palm Touch Panel” [11] [12]. The Panel stimulated the palm of a hand 
using electrodes with controlled electric shocks instead of electrovibration. 

The main focus of electrovibration research is in the usage of haptic feedback for 
telepresentation interfaces [1] and for visually impaired people, with studies targeted 
towards finding the thresholds in sensation using different materials [13] [14].  

2.2 Current Electrovibration Systems 

Parallel to academic research of galvanic electrotactile stimulation, and dedicated 
isolated electrode arrays for electrovibration, Senseg1 started creating a commercially 
applicable system solution for utilizing electrovibration in 2007. With advancements 
in grounding arrangements, display material and structure, and stimulus signal charac-
teristics, Senseg was able to bypass lot of the challenges mentioned by [1, 11, 14, 15]. 
The key emphasis has been in integrating electrovibration feedback with mobile  

                                                           
1 http://www.senseg.com 
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devices using active surfaces called tixels, the tactile pixel [15]. The experiment  
reported here makes use of Senseg’s tixel. 

In 2009, Disney Research announced “Tesla Touch”, which uses similar kind of 
mechanism to produce haptic feedback. The key difference is that Tesla Touch im-
plemented on an experimental desktop-based multi-touch system while the Senseg 
implementation works on mobile and handheld devices. Bau et al. [5] have studied 
the noticeable differences in frequency and amplitude changes in different frequen-
cies. 80Hz, 120Hz, 180Hz are reported to have more than 25% of Just Noticeable 
Difference (JND) and for 270Hz and 400Hz, the JND is less than 15%.  

Amberg et al. [4] have presented a tactile input device called STIMTAC which 
works by changing the friction similar to Senseg and TeslaTouch. But the only differ-
ence is that it reduces the friction by creating an air bearing between the finger and 
surface in addition to the friction. STIMTAC adopted the friction reduction technique 
from T-PaD designed by Winfield et al., and later introduced a larger area version of 
T-PaD (LATPaD) in 2010 [16] [17]. One of the main drawbacks of those systems is 
the lack of transparency; therefore it is not possible to integrate it into any current 
touchscreen displays. But in 2011 Levesque et al. [2] presented a group of frictional 
widgets using the same mechanism. There they used a transparent surface on top of a 
graphic display. Although the implementation focuses on reducing the friction, they 
concluded that programmable friction could increase the awareness of the system and 
improve the appreciation of an interface.  

Although there are several existing implementations of electrovibration for touch-
screen interaction, there have been very few studies into user perception of electrovi-
bration stimuli. In studies with vibrotactile stimulation using Eccentric Vibration Mo-
tors (ERM) and Linear Resonator Actuators (LRA), it has been shown that 250Hz is 
the optimum frequency where people feel the vibration with a very low level of dis-
placement [18]. The research described here attempts to analyse electrovibration 
feedback in a similar manner to establish the optimum frequency and amplitude levels 
that can be used to design electrovibration feedback with different intensity levels for 
touchscreen interaction.  

2.3 Electrovibration Intensity 

The perceived intensity of electrovibration depends on many factors. The basic prin-
ciple behind electrovibration is the attractive electric Coulomb force between the 
isolated electrode and the touching finger [9]. It can be conveniently expressed as 
Maxwell pressure: 

 ܲ ൌ ଵଶ  ɛܧଶ (1) 

Where ɛ is dielectric constant, E is electric field E = V/d, V = voltage difference be-
tween electrode and conductive tissue in finger, d = effective distance between 
charges. Distance is comprised of the electrical insulator thickness, and (effective) 
finger skin thickness. The basic mechanism for electrovibration is thus quadratic with  
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respect to the stimulus voltage. One consequence of this quadratic behavior is that it 
doubles the frequency of sinusoidal drive signals. 

When the attraction force is modulated with a stimulus signal, it vibrates the finger 
skin and can be felt as a normal vibration. For a finger sliding on the tixel surface, the 
normal vibration is coupled with the lateral force of kinetic friction between the skin 
and surface. The resulting modulation of friction force creates a large lateral vibration 
of the skin. The factors that affect the modulated friction include the friction coeffi-
cient (nonlinear) and finger biomechanics, modulation signal shape, and the user’s 
potential grounding (effective voltage). 

These factors are carefully taken into account in the experimental setup design. We 
used a plastic film that has relatively stable friction properties, and has an even thick-
ness profile. 

3 Experiment: Evaluating Perceived Intensity 

The aim of this experiment was to investigate what levels of frequency and amplitude 
in electrovibration increase the perceived intensity of the stimuli. This was studied 
with a magnitude estimation approach, and using a given index scale, ESSI (outlined 
below).  A qualitative survey was also performed to assess the participants’ overall 
perception of the stimuli.  

3.1 Magnitude Estimation 

Psychophysical scaling has a history as long as psychophysics. In 1850, Fechner came 
up with the concept of arithmetical representation of sensations [19]. Each psycho-
physical scaling task can be categorized in to one of the following: 

(a) Subjects rate the sensation in an ordinal scale; 
(b) Subjects adjust the stimuli to create equal sensory intervals; 
(c) Subjects assign a number to represent the magnitude of the sensation (Magni-

tude Estimation). 

In 1988, Gescheider [19] pointed out that magnitude estimation is the most used scal-
ing mechanism in psychophysical evaluations. According to this method, the user 
starts rating the sensation by giving an arbitrary value at the starting point of the test. 
But later the user builds up his/her own scale around the given previous ratings. 

3.2 ESSI Rating Scale 

Alongside the magnitude estimations, we propose a practical perception strength in-
dex scale, Effect Strength Subjective Index (ESSI) for evaluating electrovibration 
perception. The design of the ESSI rating is based on previous studies with vibration 
alert perception, where a 4-value strength scale was used [20]. This numerical index 
makes use of Likert scales, which are widely applied in psychophysics, and in in 
acoustic and visual research [21]. 
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The ESSI scale is a 6-value discrete scale where 0 represents the non-perceived 
signals and 5 represents signals that are considered to be ‘too strong’. The value 3 was 
defined as “Medium” and it is considered to be the optimum value for stimuli.   

3.3 Test Hardware 

The test system uses a PC as the signal source, an audio amplifier and transformer, 
and the tixel test surface with conductive and insulating layers. The insulating layer 
was made from a screen protector film (iPad Screen protector with a thickness of 125 
um). Around the test surface, a ground reference surface was arranged (electrostatic 
matt) that the user could touch with their non-dominant hand. This provided a stable 
grounding of the user potential, leaving the drive voltage between the dominant hand 
and the test surface. The drive signal was floating, and there was a 5 Mohm serial 
resistor in series with the output. The system was capable of driving voltages up to 2.4 
kV peak to peak in the frequency range of 40 to 600 Hz. The system schematics are 
shown in Figure 1. 

 

 

Fig. 1. Test system hardware. The user slides their finger on the tixel surface, where the visual 
gesture hint is projected. The non-dominant hand is placed on the ground surface. 

3.4 Stimuli 

All the stimuli used in the experiment were pure sine waves. There were 13 different 
signal patterns used in this test. In the original pilot studies we conducted to identify 
the frequency scale, we tested 40Hz-200Hz with 40Hz intervals. In that study we 
found that 80Hz was the most sensitive vibration level and using a maximum of 
200Hz did not cover a large enough scale. Hence we increased the range to 320Hz. In 
the pilot study, the intensity ratings of 120Hz stimuli were not significantly high de-
spite that fact that 125Hz should be the most sensitive level of vibration for the skin. 
Therefore, in the study reported here, we examined a range of frequencies using the 
following scale: 40Hz, 80Hz, 160Hz, 240Hz and 320Hz. 0dB, -6dB and -12dB were 
used as amplitudes. -6dB and -12dB were selected since they resemble the signals 
closer to the half and the quarter of the original signal. 0dB corresponds to a 1.2 kV 
peak. All combinations of frequency and amplitude were used in the test except 
240Hz/-12dB and 320Hz/-12dB. These stimuli were excluded from the experiment 
after pilot studies revealed them to be unperceivable.  
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Gender 

Once again, an ANOVA showed no significant difference between ESSI ratings and 
gender as shown in Figure 6a (F=0.001, df = 1, p=.977). 

Handedness 

An ANOVA showed a significant difference in ESSI ratings for left and right handed 
users (F=4.5, df = 1, p=0.033). The results indicate that right-handed users rate the 
stimuli as 18% more intense than left-handed users (Figure 6b). 

 

 

Fig. 6. (a) left: Average ESSI Rating by Gender. (b) right: Average ESSI Rating by Dominant 
Hand 

Questionnaires 

The post-study questionnaire explored the participants’ general reaction to the system 
and stimuli. There were 8 statements using a 5-point Likert scale, where 1 corres-
ponded to “strongly disagree” and 5 corresponded to “strongly agree”. Examples of 
statements included are “I can easily feel this kind of feedback”, “I think this kind of 
feedback is ticklish”, “I can barely feel this kind of feedback”, “I like the feedback” 
and “I think this kind of feedback hurts physically”. 

A qualitative analysis shows that overall 88% of the users stated a neutral or posi-
tive attitude towards the system. Of these, men and left-handed individuals, in particu-
lar, perceived the system positively, rating it with an average value of 4.23 on the 
Likert scale to the questions regarding how much they liked the system. On the other 
hand, women and right-handed people seem to perceive the stimuli 4,95% more in-
tense than men. This information though is not statistically significant. 

4 Discussion 

The results of the magnitude estimation and ESSI ratings show that electrovibration 
stimuli using 80Hz sine waves produced the highest ratings. An input signal of 80Hz 
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actually creates a 160Hz Coulomb force vibration on user’s finger. Therefore, 160Hz 
provides the most intense sensations.  

In terms of amplitude, we observed a linear change of intensity in a logarithmic 
scale. Hence we can suggest that the perceived intensity is logarithmically propor-
tional to the supplied signal.  

We selected a set of test participants by carefully maintaining a balance between 
their gender and the handedness. The analyzed results of magnitude estimation did not 
show any significance with both factors. In the ESSI test, gender did not show any 
significant difference but the right-handed participants rated the stimuli as slightly 
more intense than left-handed participants. Serrien et al. [23] found that the left he-
misphere, which is strongly linked with the right hand, is dominant when controlling 
complex skills of either hand, especially in visuomotor conflict situations. In both 
cases (our study and the one presented by Serrien et al.) participants had to perform 
continuous drawing movements. This may explain the possible differences in electro-
vibration intensity perception between left and right-handed users.  

5 Conclusions 

This paper provides a brief overview of electrovibration as tactile feedback, and de-
scribes an experimental setup for a preliminary investigation of the perceived intensi-
ty of modulated friction created by electrovibration. We introduced and used a fixed 
6-point Effect Strength Subjective Index (ESSI) as a measure of generic sensation 
intensity, and an open magnitude scale. The early results of the experiment indicate 
that, for continuous sinusoidal signals, there are significant differences in intensity 
perception for different amplitude/frequency combinations. The highest intensity was 
found at 80 Hz, which corresponds to 160 Hz as friction modulation. These results are 
evident in both the magnitude estimation data and the ESSI ratings.  

In follow-up studies it will be necessary to recruit participants from a larger age 
range. The study reported here was conducted with 26 participants and all were between 
ages of 20 to 36. Hence there was not enough variation in age to analyze the result with 
respect to aging. In terms of touchscreen feedback, in order for electrovibration intensity 
to be used as a design parameter effectively, it will be necessary to combine it with 
other parameters to see if there are any negative effects when used in combination. Fur-
thermore, future studies will investigate electrovibration stimuli with other combina-
tions of modalities such as audio and visual. 
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Abstract. The design of a bilateral teleoperation system remains
challenging in cases with high-impedance slave robots or substantial
communication delays. Especially for these scenarios, model-mediated
teleoperation offers a promising new approach. In this paper, we present
a first stability discussion. We examine the continuous behavior using
general control principles and discuss how the model structure and its
predictive power affects system lag and stability. We also recognize the
unavoidability of discrete model jumps and discuss measures to isolate
events and prevent limit cycles. The discussions are illustrated in a sin-
gle degree of freedom case and supported by single degree of freedom
experiments.

Keywords: Teleoperation, Model-mediation, Stability.

1 Introduction

Bilateral teleoperation systems allow the human operator to act on a remote
environment via a robotic slave device while providing force feedback through
a master device. Typically, the user’s desire to feel directly connected to the
environment is opposed to the need for stable interactions under all operating
conditions. This well-known trade-off between transparency and stability is most
challenging for systems characterized by either (1) limited response times, or (2)
substantial communication time-delays.

The most conservative approaches, e.g. based on wave variables, can achieve
stability even with large response times and long communication delays, but fail
to provide transparency [1]. At the other extreme, more transparent approaches,
e.g. the traditional position-force architecture, can hide the slave dynamics from
the user’s perception, but are prone to instability and often need high damping
or low scaling factors [2,3]. Other methods vary the transparency versus stability
trade-off in realtime monitoring for instabilities [4,5,6], most often by temporarily
adding damping to provide stability at the cost of loosing transparency.

In the above works, controllers communicate position, force, or combined sen-
sory information between master and slave. A fundamentally different approach
involves transmission of models for the environment [7,8]. This has been called
impedance reflecting, virtual-reality based or model-mediated teleoperation and
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proposes to achieve transparency with an indirect connection. Models of var-
ious complexity have been used, including a mass-spring-damper model [9], a
spring-damper model [10], a pure spring model [11,12] or merely a rigid wall
with variable location [8]. By choosing the model structure consistent with the
environment, most previous works have been able to focus on transparency with
limited stability considerations.

In this work we concentrate on the closed-loop stability of the model-mediated
framework proposed in [13], which defines a bilateral controller communicating
abstracted model and task information: the model captures the environment
while the task encodes the user intent. At the slave side, the model estimation
uses sensory data to continuously estimate a model of the environment. At the
master side, this model is used by the model rendering to generate the haptic
feedback. The human response to the haptic rendering is monitored by the task
estimation to generate a task description. Back at the slave side, the task exe-
cution regulates the slave to accomplish the incoming task as well as possible
using the current model of the environment.

As the model should estimate the actual environment, many works implicitly
assume the existence of a single correct or best model fit. For an unchanging
environment and with sufficient excitation, the model estimator converges and
stability is achieved by assumption. However, any model is a simplification and
the value of teleoperation is highest for operations in unstructured environments
which are at best difficult to model. Therefore, model convergence can not be
expected. Instead the model should be treated as a time-varying signal. It should
capture the currently most salient aspect of the environment and continuously
adjust as the user explores and operates.

We examine closed-loop stability, allowing environments to differ from
the assumed model structure. This encompasses two aspects: First, model
errors lead to continuous model adjustments which close the loop with appro-
priate stability needs. We use classic loop gain and phase principles to review
the behavior and discuss the implications of model structure. Second, discrete
model jumps need to occur and have the potential to disturb the user or trig-
ger limit cycles. We implement appropriate mitigation strategies. We guide and
illustrate the discussion via a single degree of freedom case study and use the
same framework to confirm the conclusions in experiments.

2 Model and Task Signals

To examine system stability, we must view the model and task descriptions
as time-varying, continuous signals. To further illustrate and understand this
perspective, let us consider a case study in a single degree of freedom. We first
select a model structure and then present the corresponding controller elements,
following the high-level model-task loop.

2.1 Model Structure

The underlying motivation for this study is the use of teleoperation in daily life
scenario’s. When considering daily life scenario’s, many environments consist
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(a) (b)

Fig. 1. (a) The model: the simple, rigid contact model is represented by the thick
gray line: forces are zero for x < xobj while they are positive if x = xobj. (b) The
experimental setup: the slave is the left 7-d.o.f. arm of the PR2 robot and the master
is a 3-d.o.f. haptic device designed at the University of Leuven.

of moderately hard objects and tasks usually require moving, manipulating, or
assembling these objects. Hence we select a model that contains the location
of a hard object. The model is very simple while capturing the most salient
environment feature, being the combination of and transition between free-space
and object contact. We already see that as objects in the real world change or
are moved, this model will need to adjust and becomes time-varying.

The model, as shown in Fig. 1(a), allows free space motion along a single
degree of freedom up to a rigid, immovable object located at xobj. The model is
quasi-static, relating force F only to position x: the force is zero if the position
falls in front of the object (F = 0; x < xobj), while it is positive if the position
matches the object location (F > 0; x = xobj).

2.2 Model Estimation

An instance of the model is maintained at the slave side to estimate the current
environment. To update its parameter xs

obj, the model estimation first has to
decide whether the slave is in contact or in free space, corresponding to the
vertical and horizontal branch of the model as shown in Fig. 1(a). To do so, the
model estimation uses the following basic contact detector:

contact state

{
‘in contact’ if Fe ≥ Fthreshold

‘free space’ if Fe < Fthreshold
(1)

where Fe stands for the measured or estimated interaction force with the en-
vironment and Fthreshold has to be chosen depending on the noise level of the
measured or estimated interaction force Fe. While in contact, the object location
is updated and estimated using a first order low-pass filter of bandwidth λ:

ẋs
obj =

{
λ(xs − xs

obj) if ‘in contact’

0 if ‘free space’
(2)
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2.3 Model Rendering

A separate model instance is maintained at the master side for rendering the
haptic feedback, with an object location xm

obj. The master model is updated
with the most recent incoming slave model

xm
obj(t) = xs

obj(t− Td), (3)

where Td is a possible communication delay. The object is rendered as a one-
sided pure stiffness, which means that the master device only exerts forces on
the human operator if he/she has virtually penetrated the object. To define this
behavior, a haptic proxy is used:

Fm = Km
p (xproxy − xm) with xproxy =

{
xm if xm ≤ xm

obj

xm
obj if xm > xm

obj

(4)

Because the model represents a infinitely stiff object, the gain Km
p should be set

as high as practically possible.

2.4 Task Estimation

We employ a simple task representation to encode the user’s intent, namely a
pair of position and force values (x, F )task. The force value Ftask is set to the
human force acting against the model, while the position value xtask is set to
the master proxy location. The proxy location maps the user’s position onto
the model, i.e. it creates a position that is consistent with the displayed model.
As such, the task is feasible against the model, independent of any practical
limitations on the gain Km

p .

2.5 Task Execution

The task (x, F )mtask estimated by the master is communicated to the slave

(x, F )stask(t) = (x, F )mtask(t− Td), (5)

and compared against the most recent environment model. If the task lies in
the grey zone in Fig. 1(a), i.e. if F s

task > Ktask(x
s
obj − xs

task −Δx0), the user is
most likely expecting contact and the slave is placed under force control using
a natural-admittance type controller [14]. Otherwise, the slave is operated in
position control mode.

3 Continuous Closed-Loop Stability

Model mediated systems are nonlinear and preclude simple analyses. Neverthe-
less we can gain substantial insight by examining the high-level loop between
master and slave. We see why model mediation can provide real improvements
and how the model selection and its predictive power affects the stability.
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3.1 Classic Stability: Gain Stabilization

Consider the classic stability problem of a telerobot with direct force feedback
contacting a stiff environment [2,3]. The user’s movements are measured and
commanded to the slave, executed, causing the environment forces, which com-
municated back to and displayed to the user. From a linear system’s perspective,
an overall transfer function maps user motion to force feedback. Its gain is the
environment stiffness. Its phase lag stems from two sources: (a) communication
delay and (b) slave controller response lag. So if the slave tracking or communi-
cation are slow and the environment contact is stiff, the transfer function shows
both large gain and phase and predicts instability. Commonly, to stabilize this
system, the force feedback gain is lowered. Equivalently, the transfer function
gain is reduced, equivalent to gain stabilization.

3.2 Model-Mediated Stability: Phase Stabilization

Model mediation can be seen as phase stabilization. Phase stabilization requires
phase lead, which provides signals earlier in time, and hence is achieved by
prediction. Model mediation effectively predicts and displays the environment
interaction force that will happen when the task is executed, by assuming knowl-
edge of the environment. Stability is thus determined by the model’s predictive
power, i.e. over which time horizon and how accurately predictions of environ-
ment interactions can be made.

Consider the model-mediated loop: user tasks are sent to the slave and even-
tually lead to feedback of model adjustments. The loop gain describes the size of
model adjustments that result from a given task. Following the case study, when
the user advances, an object may slide or deflect. Thus a model adjustment in
the form of a shifted object location is necessary. The loop gain describes the
size of the location shift for the size of the user’s movement.

More generally, model adjustments occur when the predicted motions and/or
forces differ from the observed values. Larger prediction errors require larger
adjustments. Thus the size of prediction errors correlate to the loop gain. A
model with greater predictive power lowers the loop gain and improves stability.

Meanwhile the loop phase describes how quickly the adjustments are received.
This stems from three sources: (a) the communication delay, (b) how quickly the
user commands are executed (slave controller response lag), and (c) the model
estimator. Faster model estimation lowers the loop lag and improves stability,
subject to a lower bound on lag given by the other two sources. In our case
study, the single model parameter can be estimated very quickly.

The selection of an appropriate model structure and complexity must balance
these loop gain and phase needs. Choosing a more appropriate structure will help
predictive power. Choosing a simpler model will lower the number of parameters
and increase the possible estimation speed. Of course, if the other sources of lag
dominate the estimation time constants, the balance will shift to favor greater
predictive power and devalue simplicity.
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4 Discrete Model Jumps and Stability

Under normal operating conditions, model adjustments happen continuously and
slowly. However, sudden and drastic updates to the model may be necessary when
new environment features are discovered. In our case study, imagine detecting a
previously unknown object. The model should immediately jump to the newly
discovered location. But, due to any lag source, the master will be leading the
slave when the contact is detected. Immediately displaying this object to the
user requires the master to jump backwards and triggers a potentially dangerous
discontinuity in force levels.

In general, the information encoded in such temporal model discontinuities or
jumps is important. It indicates a radical change in the expected environment
and should not be filtered or removed from the user’s perception. However it
poses the danger of introducing a discontinuity into the task, which could trig-
ger a jump in the slave movement or force, and ultimately excite unmodelled
dynamic elements in the environment, robot, or controllers. In turn, with an
imperfect model structure, the estimation may react with another drastic or
discrete jump, escalating into a limit cycle or other stability problems. Hence,
model jumps should remain isolated and contained from propagation. Note that
longer lags between master and slave will enlarge the size of necessary model
jumps and increase the need for explicit handling and containment.

Explicit handling will appear in nearly all subsystems. Model estimation must
determine when it is necessary to initiate jumps. Model rendering must make
sure the users are informed without confusion and without triggering impulsive
reactions in the task. And the task execution must decide how to interpret a
task that was based on an obsolete model without exciting further jumps. In the
following, we demonstrate this in our case study.

4.1 Triggering Model Jumps

The model estimation can determine two distinct events that require a model
jump, i.e. the detection of an unknown object and the disappearance of an ex-
pected object. These situations are detected and acted upon as follows:

Detection: if (xs < xs
obj −Δx0 and ‘in contact’) reset s

obj = xs,

Removal: if (xs > xs
obj +Δx0 and ‘free space’) reset s

obj = +∞.

4.2 Rendering Model Jumps

A previous user study has compared several methods of rendering model jumps
[15]. In our implementation, we select a gradual, constant-time introduction or
removal of the object if the user is or would be in contact with the object:

Detection: if (xm > xs
obj) introduce xm

obj at xm and move to xs
obj

over a period of time tmove,
Removal: if (xm > xm

obj) move xm
obj from xm

obj to xm

over a period of time tfade before removal.
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Table 1. Gains and parameters used for the experiments

Ks
p: 2000 N/m Gv: 20 Ns/m Δxo: 0.004 m

Ks
v: 10 Ns/m md: 7 kg tmove: 500 msec

Ktask: 250 N/m Km
p : 4000 N/m tfade: 300 msec

4.3 Task execution under Model Jumps

Task execution depends on the current environment model. Explicit handling is
thus necessary to avoid discontinuities in the controller when the model jumps.

Just before an object removal the controller is most likely in force control
mode, as the user is pressing against the expected object. At the moment of
the removal, the slave position xs is leading the object location xs

obj by Δx0

(see 4.1). The removal switches the controller into position control mode, while
the task position xs

task is still the old object location. To ensure smoothness, a
position offset is added to the current task and then gradually removed over a
period of time tfade.

At the moment of an object detection the interaction force is equal to the
threshold force for the contact detector Fthreshold while the task force F s

task

is still at zero. If the threshold is small, no transition measure is necessary.
Otherwise, a force offset may be introduced and gradually removed.

5 Experiments

Following the single degree of freedom case study, we substantiate our discussions
in experiments performed in three stages. First, we confirm the limitations of two
classical control architectures. Next, we demonstrate that the model-mediated
approach performs well independently of lags if the model adequately captures
the physical environment. Finally, we show how performance degrades when lag
appears and the environment is inconsistent with the assumed model. In all
tests, the system begins out of contact. The user moves to and interacts with
the unknown environment. The figures 2(a) - 3(d) show the data, including the
master (blue) and slave (green) position and force signals plotted against time
as well as each other. The position graphs further show the object locations in
dashed lines, as estimated by the slave and rendered at the master.

5.1 Experimental Setup

The experimental setup is shown in Fig. 1(b). The slave is the left 7-d.o.f. arm
of the PR2 robot. The master is a haptic device designed at the KU Leuven.
The Cartesian y-axes of both devices are linked to create a 1-d.o.f. system, using
the transpose of the Jacobians to transform all control forces to motor torques.
The master device is low impedance (mass ≈ 0.4 kg, Ffriction ≈ 1 N) and the
applied motor torques provide a good estimate of the user forces. The PR2 arm
has a higher impedance (mass≈ 7 kg and Ffriction ≈ 3 N) and uses a 6 axis
force/torque sensor integrated in the wrist. The threshold for the contact de-
tector, Fthreshold, was set to 1 N. Tuning of the position and force controller
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(a) Position-Position controller
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(b) Position-Force controller
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(c) MMC: rigid object
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(d) MMC: rigid object and 150 ms time
delay.

Fig. 2. (a-b) Poor performance with classical control schemes. (c-d) Model-mediated
controller (MMC) and a rigid environment: good performance achieved by a well-
matched model independent of the overall lag.
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(a) MMC: sliding object
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(b) MMC: soft object
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(c) MMC: sliding object and 150 ms delay.
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(d) MMC: soft object and 150 ms time de-
lay.

Fig. 3. Model-mediated controller (MMC) and a sliding and a soft object: (a-b) good
performance despite the poorly matched model and (c-d) poor performance due to the
extra lag
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results in a 2.7 Hz (
√

Ks
p

Ms
) and 0.5 Hz bandwidth (Gv

Ms
) respectively. The latter

results in poor force tracking which is clearly visible in the experimental results.
Flexibility and backlash in the PR2 arm lead to an uncertainty in its gripper
position and thereby the model estimation of Δx0 = 4mm. The model update
filter is set to a bandwidth of 10 Hz. Table 1 summarizes all properties.

5.2 Experimental Results

Classical Architectures: Model-Free controllers. As mentioned earlier,
stable and transparent interaction with very different environment types is really
challenging in case of a slave robots with a limited response time, even in the
absence of significant communication time delay. The performance of the two
extreme classical controllers is a good illustration of this.

Fig. 2(a) shows the system under position-position control, where the master
and slave track each other’s position. This stable architecture is able to achieve
a 1:1 force scale, but the user feels the slave inertial and residual friction forces,
overlaid on the environment forces. For a high-impedance slave robot, especially
in free space, this controller results in poor transparency.

Fig. 2(b) shows the system under position-force control, when the feedback
force is directly applied to the master. While this completely hides the slave’s
inertia and friction, a 10:1 force reduction is required in order to obtain stable
interaction. This reduction is necessitated by the high mass and slow response
times of the PR2-arm [2,3] and results in poor transparency during contact.

Model-Mediation: Consistent Environment. In the second set of experi-
ments, the system uses model-mediated control to interact with one fixed hard
object. Fig. 2(c) and 2(d) show the behavior without and with and artificial
round-trip communication delay of 150 ms. Note that with a 2.7Hz bandwidth,
the slave has a settling time greater than 150 ms and adding the communication
delay is no worse than doubling the overall lag.

Overall, Fig. 2(c) and 2(d) show excellent position and force tracking in both
contact and free space. These experiments show that in case the model ad-
equately captures the physical environment, a model-mediated controller can
give the free-space feeling of the position-force architecture while achieving the
stability and 1:1 force scaling of the position-position architecture.

As the model adequately captures the physical environment, there are no
significant continuous model adjustments. However, discrete model jumps are
needed when the object is first detected (at 0.8s/1.5s in Fig. 2(c)/ 2(d)). At
these times the slave lags the master (by 5 mm/15 mm) with the additional
time delay creating more lag. As described in 4.2, the master fades in the model
leading to the observed gradual re-convergence of master and slave positions.
Especially in Fig. 2(d), this effect is visible in the position-force graph as a non-
physical artifact which directly alerts the user of the object detection without
triggering subsequent effects.
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Discrete jumps are also needed after the object is secretly removed (at 6s/7s).
Unaware of the removal, the system allows the user to apply forces against the
rendered model. When the slave attempts to track these forces, it moves and
detects the object disappearance (see 4.1). The master renders this removal by
fading out the model and fading the forces to zero (see 4.2). Again, the non-
physical effect, clearly visible in the position-force graph, alerts the user of the
discontinuity without triggering additional effects.

Model-Mediation: Inconsistent Environments. In the last set of exper-
iments we challenge the model-mediated controller with inconsistent environ-
ments that are not fixed (sliding object) or not hard (soft object), again without
and with a round-trip delay of 150 ms. Fig. 3(a) shows the model-mediated con-
troller in case of pushing a hard object over a surface (Ffr,obj ≈ 6 N). Upon
initial contact, the user’s force rises while the object remains stationary. Once
the user’s force exceeds the static friction, the object slides. The model is con-
tinuously updated allowing the user to feel the object motion. Motion ceases
when the applied force drops. Fig. 3(b) shows the same controller in case of
compressing a fixed soft object(Kobj ≈ 600 N/m ). Again the model is contin-
uously updated so that both position and forces are tracked and the user feels
a soft object. The experiments show that, despite the significant loop lag due
to the limited response time of the slave, the predictive power of the model is
sufficiently high for these contact scenario’s.

For the experiments with the additional time-delay, this is no longer the case.
Fig. 3(c) and 3(d) show the delayed model-mediation interacting with the sliding
object and the soft object. In comparison to Fig. 3(a) and 3(b), we see a clear
distortion of the position-force graphs. This performance degradation can be
explained by the combination of the limited predictive power of the model, i.e.
the need for significant model updates (high loop gain), in combination with
a big loop lag. A model with better predictive power is necessary to retain
performance under the delay here. For example, a spring model [10,11,12] may
be better suited to handle soft objects in this case.

6 Conclusions

In this work, we further formalized the model-mediated framework described
in [13]. We discussed stability and introduced the notion of continuous model
adjustments versus discrete model jumps.

We discussed qualitatively how the model choice impacts the overall system
stability during continuous model adjustments: the selection of a model structure
has to balance the loop gain and phase. Better predictive power reduces loop
gain while faster model estimation lowers lag. Systems with longer inherent lag
will favor models with better predictive power.

The experiments demonstrate this in two ways: (1) as long as the model
captures the environment adequately, i.e. the model has an excellent predictive
power (small loop gain), extra lag in the closed-loop does not result in perfor-
mance degradation. (2) if the model is, however, not consistent, i.e. the model
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has a limited predictive power (higher loop gain), the performance does degrade
if the overall loop lag increases. For scenarios when the environment can have
very difference characteristics and large lags are unavoidable, the use of multiple
models in one controller should be explored in future work.

This is one of the reasons why we also recognized the need for discrete model
jumps and discussed how and why these discrete events should remain isolated,
i.e. they should not trigger subsequent effects.

Being a first systematic stability discussion of model-mediated teleoperation,
we hope this research not only demonstrates the value of model-mediation but
opens a tantalizing avenue to further explore the relationship of a model’s pre-
dictive power with other system parameters.
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Abstract. The integration of artificial haptics on flat surfaces is a usability re-
quirement resulting from modern control devices based on capacitive 
touchscreens. In automotive applications, aspects like high signal to noise ratio 
of the feedback, mechanical grounded situation of the devices and general ro-
bustness in thermal and climatic conditions have to be considered. This paper 
presents an electromagnetic actuator module for active tactile feedback for au-
tomotive applications, allowing a homogenous and intense feedback on a sur-
face of at least 100x60 mm².  The package of the actuator is thin, guaranteeing 
easy product integration even in complex multimedia control units. The result-
ing challenges on parallel guidance, sensing capabilities and resulting perfor-
mance are sketched and summarized into an outlook for the future application 
in a series production context. 

Keywords: haptic, actuator, electromagnetic, automotive.  

1 Context 

Products with active tactile feedback inside a car cover all elements which are in di-
rect contact with its occupants. The more classic applications are active steering 
wheels with tactile and/or kinesthetic support [1] and break- or throttle-pedals [2]. 
Research additionally focuses on tactile signals to create situative awareness or give 
assistive clues [3]. In addition to these feedback loops directly related to the task of 
driving, comfort functions like multimedia- and climate-control elements are also 
subject to active tactile feedback. Numerous solutions were presented for tactile feed-
back on automotive touchscreens, but lately faceplates (fig. 1a) and remote control 
touch devices like touchpads (fig. 1b) are also equipped with active haptics. The kind 
of feedback generated by these devices is usually designed to mimic the impression of 
real pushbuttons. 

The intention to create a situative and configurable tactile feedback to confirm the 
activation of a function is not at all new. Different technologies are in application to 
create such feedback. The type of technology in use is always strongly influenced by 
the volume available. In mobile application vibrotactile solutions range from standard 
rotary motors with eccentric discs [4] over high current versions of such motors for 
the creation of shorter and sharper pulses (TouchSense© by Immersion) to voice-coil 
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systems which allow a broader frequency response. Lately other systems can be seen 
on the market reducing building volume and costs to create vibrotactile systems with 
broad perceptional bandwidth by an intelligent way to mix just few oscillating fre-
quencies [5]. Beside these classic actuators based on rotary or linear movement, lately 
mobile devices can be noted based on piezoelectric actuators, or electroactive poly-
mers. Ultrasonic [6] and electrostatic [7] devices gain increased attention too. Origi-
nally they were not invented for confirmation of a function, but for tactile texture 
simulation. However they show some fascinating performance in that point.  

 

   a)   b)  

Fig. 1. Faceplate with active haptic feedback (a) ; Stand-alone touchpad with handwriting 
recognition and haptic feedback (b) 

Although this bunch of technology exists and some of those already have reached a 
series level in mobile devices, only few solutions can be applied to automotive appli-
cations too. This fact is due to market requirements and technical reasons: Automo-
tive industry has a certain delay in the application of new technologies. Typical  
design sequences for automotive products last 3 years, which makes them less inter-
esting for young emerging companies which are required to make profitable business 
within a short period of time. In addition quality requirements are high, making an 
entrance into this market almost impossible for anyone but an established Tier 1 or 
Tier 2 supplier. Besides these general challenges, automotive operating conditions 
differ in two significant aspects from mobile devices: Their operation is truly one-
handed, which cancels any approach to create the haptic feedback in the holding hand. 
In addition the feedback has to be very precise and strong to create a good signal to 
noise ratio in the vibrating surrounding of a moving car. This makes actuators for 
haptic feedback which are still suitable for automotive to become very special. 

2 Requirement Considerations 

The design requirements for an actuator to create precise and strong haptic feedback 
are not at all obvious. Analysis of the performance of real pushbuttons indicate, that 
the actuator has to create extremely sharp oscillations (>3G) which are short in time 
(damped, fig. 2 left). In addition a mechanical switch always operates at a certain 
pretension in force (e.g. 2. to 5 N) and after a clearly defined path of travel (e.g. 0.25 
to 0.5 mm) (fig. 2 right). Accordingly the functional elements for an actuator to create 
haptic feedback on a decorative surface can be identified as follows: 
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- Force-source to create an acceleration of a mass weighting approx. 100 
grams  

- Parallel guidance to match the force-displacement curve independent from 
the area touched 

- Force-sensing mechanism to guarantee a reproducible switching point 
 

 

Fig. 2. Acceleration - measurement and force-distance-requirements of a mechanical  
pushbutton 

For all components packaging requirements are formulated to limit thickness of the 
device to below 6 mm. 

For the actuator subject in this paper an actuation system compromising of the fol-
lowing components had been designed: 

- Electromagnetic actuator based on punch-bended pole- and anchor with PCB 
based coils 

- Parallel guidance mechanism based on flexible metallic hinges 
- Optical SMD displacement sensors 

3 Actuation Principle 

3.1 Electromagnetic System 

The magnetic system consists basically of two steel plates and one PCB located be-
tween the steel plates. The PCB contains the electromagnetic coils, the coil cores are 
supplied by one of the steel plates. Thus a simple yet effective electromagnet is 
formed (fig. 3). This system offers significant advantages compared with a conven-
tional electromagnet. The inductance of the coils is small, thus allowing for very short 
raise and fall times and very short magnetic pulses. The PCB-based coils are capable 
of carrying effective current densities  in the range of 10 A/mm2 over the whole PCB 
thickness, while the direct connection between PCB and supportive metal parts  
ensures an effective heat transfer and thus prevents overheating of the coil system.  
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3.3 Sensors 

Sensing the user input is a crucial issue within the whole system. Additionally, the 
automotive context requires a high robustness against electromagnetic interference, 
operation in a broad temperature range and reliability during a lifetime which is much 
higher than of any consumer device. In contrast, for a valuable haptic impression 
sensors with a high sensitivity and precision are necessary. Table 1 summarizes these 
requirements. An user gets a constant and valuable impression at repeated inputs if 
the travelling of the surface varies less than 10% around the predefined switching 
point. In combination with the small distance the surface can travel at all (see sec. 2) 
and the resolution of the ADC of the used µC the sensitivity of the sensor has to be 
better than 700 mV/mm. To detect fast movements the sensor has to provide a cutoff 
frequency above 500 Hz. 

Table 1. Sensor requirements 

Parameter Value 
tolerance switching point ± 10% 
Sensitivity 700 mV/mm 
cutoff frequency > 500 Hz 

To fulfill all of these different and opposed requirements as much as possible an in-
tegrated reflective interrupter is used in this haptic input device. The most important 
advantages are: The optical functional principle of the distance measurement does not 
interfere with any electromagnetic fields; the sensitivity can be adjusted by two resis-
tors RF and RL (Fig. 6a) and the design of the reflective surface (Fig. 6b). The eleva-
tion of the reflective surfaces from the anchor plate level controls the operating point 
of the sensor. Hence, the output of the sensor is almost linear for the whole movement 
of the input surface (Fig. 7).  
 

 

a)

b) 

 

Fig. 6. Equivalent circuit of the reflective interrupter (a); Assembly of sensor and reflective 
surface (b) 
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like a conventional computer touchpad. The advantages compared with purely passive 
solutions are a clear tactile feedback for key-like inputs where a tactile feedback 
would be expected, while at the same time avoiding tactile feedback for gesture-like 
or invalid inputs. Thanks to the robust and cost-effective design it is especially suited 
for cost-sensitive automotive applications. 

6 Summary 

A novel actuation unit for high fidelity haptic feedback in an automotive context had 
been presented. The actuator itself is based on a classic electromagnetic system being 
designed to a thin package. The general technical framework for these kinds of sys-
tem with requirements on parallel guidance and sensor technology were sketched. The 
overall performance of the device was presented based on acceleration measurements 
in conjunction with power requirements. An outlook was formulated showing a de-
sign study illustrating the intention of the design in a series-product context. 
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Chaudhari, Rahul I-469
Chaudhuri, Subhasis I-505
Chinello, Francesco I-373
Cho, Jaehyun II-195

Choi, Seungmoon I-258, II-61
Cirio, Gabriel I-552
Cizmeci, Burak I-67
Clavel, Céline I-314
Coelho, Sandra II-13
Cooper, Matthew I-282
Correia, Miguel V. II-13

Dai, Xiaowei I-247
Darses, Françoise I-314
Day, Andy M. I-13
Debats, Nienke B. II-19
Demeester, Eric I-419
De Schutter, Joris I-419
Dubaj, Vladimir I-91

Elhajj, Imad H. II-1
Elliott, Linda I-528
Emily, Mathieu I-552
Endo, Satoshi I-103
Ernst, Marc O. II-127
Evreinov, Grigori II-73
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