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Preface

We are proud to present the set of final accepted papers for the eleventh edition
of the IWANN conference “International Work-Conference on Artificial Neural
Networks” held in Torremolinos (Spain) during June 8–10, 2011.

IWANN is a biennial conference that seeks to provide a discussion forum
for scientists, engineers, educators and students about the latest ideas and real-
izations in the foundations, theory, models and applications of hybrid systems
inspired by nature (neural networks, fuzzy logic and evolutionary systems) as
well as in emerging areas related to the above items. As in previous editions
of IWANN, this year’s event also aimed to create a friendly environment that
could lead to the establishment of scientific collaborations and exchanges among
attendees. Since the first edition in Granada (LNCS 540, 1991), the conference
has evolved and matured. The list of topics in the successive Call for Papers has
also evolved, resulting in the following list for the present edition:

1. Mathematical and theoretical methods in computational intelli-
gence: Mathematics for neural networks; RBF structures; Self-organizing
networks and methods; Support vector machines and kernel methods; Fuzzy
logic; Evolutionary and genetic algorithms

2. Neurocomputational formulations: Single-neuron modelling; Perceptual
modelling; System-level neural modelling; Spiking neurons; Models of bio-
logical learning

3. Learning and adaptation: Adaptive systems; Imitation learning; Recon-
figurable systems; Supervised, non-supervised, reinforcement and statistical
algorithms

4. Emulation of cognitive functions: Decision making; Multi-agent systems;
Sensor mesh; Natural language; Pattern recognition; Perceptual and motor
functions (visual, auditory, tactile, virtual reality, etc.); Robotics; Planning
motor control

5. Bio-inspired systems and neuro-engineering: Embedded intelligent sys-
tems; Evolvable computing; Evolving hardware; Microelectronics for neural,
fuzzy and bioinspired systems; Neural prostheses; Retinomorphic systems;
Brain–computer interfaces (BCI) nanosystems; Nanocognitive systems

6. Hybrid intelligent systems: Soft computing; Neuro-fuzzy systems; Neuro-
evolutionary systems; Neuro-swarm; Hybridization with novel computing
paradigms: Qantum computing, DNA computing, membrane computing;
Neural dynamic logic and other methods; etc.

7. Applications: Image and signal processing; Ambient intelligence; Biomimetic
applications; System identification, process control, and manufacturing; Com-
putational biology and bioinformatics; Internet modeling, communication
and networking; Intelligent systems in education; Human–robot interaction.
Multi-agent systems; Time series analysis and prediction; Data mining and
knowledge discovery



VI Preface

At the end of the submission process, we had 202 papers on the above topics.
After a careful peer-review and evaluation process (each submission was reviewed
by at least 2, and on average 2.4, Program Committee members or additional
reviewer), 154 papers were accepted for oral or poster presentation, according
to the recommendations of reviewers and the authors’ preferences.

It is important to note that for the sake of consistency and readability of
the book, the presented papers are not organized as they were presented in the
IWANN 2011 sessions, but classified under 21 chapters and with one chapter
on the associated satellite workshop. The organization of the papers is in two
volumes and arranged following the topics list included in the call for papers.
The first volume (LNCS 6691), entitled Advances in Computational Intelligence.
Part I is divided into ten main parts and includes the contributions on:

1. Mathematical and theoretical methods in computational intelligence
2. Learning and adaptation
3. Bio-inspired systems and neuro-engineering
4. Hybrid intelligent systems
5. Applications of computational intelligence
6. New applications of brain–computer interfaces
7. Optimization algorithms in graphic processing units
8. Computing languages with bio-inspired devices and multi-agent systems
9. Computational intelligence in multimedia processing

10. Biologically plausible spiking neural processing

In the second volume (LNCS 6692), with the same title as the previous vol-
ume, we have included the contributions dealing with topics of IWANN and
also the contributions to the associated satellite workshop (ISCIF 2011). These
contributions are grouped into 11 chapters with one chapter on the satellite
workshop:

1. Video and image processing
2. Hybrid artificial neural networks: models, algorithms and data
3. Advances in machine learning for bioinformatics and computational

biomedicine
4. Biometric systems for human–machine interaction
5. Data mining in biomedicine
6. Bio-inspired combinatorial optimization
7. Applying evolutionary computation and nature-inspired algorithms to for-

mal methods
8. Recent advances on fuzzy logic and soft computing applications
9. New advances in theory and applications of ICA-based algorithms

10. Biological and bio-inspired dynamical systems
11. Interactive and cognitive environments
12. International Workshop of Intelligent Systems for Context-Based Informa-

tion Fusion (ISCIF 2011)



Preface VII

During the present edition, the following associated satellite workshops were
organized:

1. 4th International Conference on Computational Intelligence in Se-
curity for Information Systems (CISIS 2011). CISIS aims to offer a
meeting opportunity for academic and industry-related researchers belonging
to the various vast communities of computational intelligence, information
security, and data mining. The corresponding selected papers are published
in an independent volume (LNCS 6694).

2. International Workshop of Intelligent Systems for Context-Based
Information Fusion (ISCIF 2011). This workshop provides an interna-
tional forum to present and discuss the latest scientific developments and
their effective applications, to assess the impact of the approach, and to fa-
cilitate technology transfer. The selected papers are published as a separate
chapter in the second volume (LNCS 6692).

3. Third International Workshop on Ambient-Assisted Living
(IWAAL). IWAAL promotes the collaboration among researchers in this
area, concentrating efforts on the quality of life, safety and health problems of
elderly people at home. IWAAL papers are published in LNCS volume 6693.

The 11th edition of IWANN was organized by the Universidad de Malaga,
Universidad de Granada and Universitat Politecnica de Catalunya, together with
the Spanish Chapter of the IEEE Computational Intelligence Society. We wish
to thank to the Spanish Ministerio de Ciencia e Innovacion and the University
of Malaga for their support and grants.

We would also like to express our gratitude to the members of the different
committees for their support, collaboration and good work. We specially thank
the organizers of the associated satellite workshops and special session organiz-
ers. Finally, we want to thank Springer, and especially Alfred Hofmann, Anna
Kramer and Erika Siebert-Cole, for their continuous support and cooperation.

June 2011 Joan Cabestany
Ignacio Rojas
Gonzalo Joya
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Óscar Cordón European Centre for Soft Computing
Francesco Corona TKK
Ulises Cortes Polytechnic University of Catalonia
Carlos Cotta University of Malaga
Marie Cottrell Universite Paris I
Mario Crespo-Ramos University of Oviedo
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Juan Antonio Rodŕıguez University of Malaga
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Andreu Catalá Polytechnic University of Catalonia
Cecilio Angulo Polytechnic University of Catalonia



Table of Contents – Part I

Mathematical and Theoretical Methods in
Computational Intelligence

Gaze Gesture Recognition with Hierarchical Temporal Memory
Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

David Rozado, Francisco B. Rodriguez, and Pablo Varona

Feature Selection for Multi-label Classification Problems . . . . . . . . . . . . . . 9
Gauthier Doquire and Michel Verleysen

A Novel Grouping Heuristic Algorithm for the Switch Location
Problem Based on a Hybrid Dual Harmony Search Technique . . . . . . . . . . 17

Sergio Gil-Lopez, Itziar Landa-Torres, Javier Del Ser,
Sancho Salcedo-Sanz, Diana Manjarres, and
Jose A. Portilla-Figueras

Optimal Evolutionary Wind Turbine Placement in Wind Farms
Considering New Models of Shape, Orography and Wind Speed
Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

B. Saavedra-Moreno, S. Salcedo-Sanz, A. Paniagua-Tineo,
J. Gascón-Moreno, and J.A. Portilla-Figueras

Multi-Valued Neurons: Hebbian and Error-Correction Learning . . . . . . . . 33
Igor Aizenberg

Multi-label Testing for CO2RBFN: A First Approach to the Problem
Transformation Methodology for Multi-label Classification . . . . . . . . . . . . 41
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Francisco Velasco-Álvarez, Ricardo Ron-Angevin,
Leandro da Silva-Sauer, Salvador Sancha-Ros, and
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Fernando Mart́ın-Sánchez, Eduardo Diaz-Rubio,
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C.M. Fernandes

Implementation Matters: Programming Best Practices for Evolutionary
Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 333

J.J. Merelo, G. Romero, M.G. Arenas, P.A. Castillo,
A.M. Mora, and J.L.J. Laredo

Online vs Offline ANOVA Use on Evolutionary Algorithms . . . . . . . . . . . . 341
G. Romero, M.G. Arenas, P.A. Castillo, J.J. Merelo, and A.M. Mora

Bio-inspired Combinatorial Optimization: Notes on Reactive and
Proactive Interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 348

Carlos Cotta and Antonio J. Fernández-Leiva

Applying Evolutionary Computation and
Nature-inspired Algorithms to Formal Methods

A Preliminary General Testing Method Based on Genetic Algorithms . . . 356
Luis M. Alonso, Pablo Rabanal, and Ismael Rodŕıguez
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Juan Galán Páez
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Abstract. Eye movements can be consciously controlled by humans to
the extent of performing sequences of predefined movement patterns, or
’gaze gestures’. Gaze gestures can be tracked non-invasively employing
a video-based eye tracking system. Gaze gestures hold great potential
in the context of Human Computer Interaction as low-cost gaze trackers
become more ubiquitous. In this work, we build an original set of 50 gaze
gestures and evaluate the recognition performance of a Bayesian inference
algorithm known as Hierarchical Temporal Memory, HTM. HTM uses a
neocortically inspired hierarchical architecture and spatio-temporal cod-
ing to perform inference on multi-dimensional time series. Here, we show
how an appropiate temporal codification is critical for good inference
results. Our results highlight the potential of gaze gestures for the fields
of accessibility and interaction with smartphones, projected displays and
desktop computers.

Keywords: Neural Network Architecture, Soft Computing, Pattern
Recognition, Time series analysis and prediction.

1 Introduction

The usage of predefined gestures in human-computer interaction, HCI, often
employs the hands, head or mouse [1]. The arrival of smartphones and tabletop
computers with often touch sensitive surfaces as their only input modality has
prompted recent interest in the subject of gestures for HCI purposes. In this
work, we explore the feasibility of using predefined, recognisable and repeatable
paths of gaze movements, i.e. gaze gestures, as an input modality in HCI.

Video-based gaze tracking systems can determine where a user is looking at
on a screen. Gaze tracking is a very convenient technology for pointing but
problematic when trying to distinguish whether the user looks at an object to
examine it or to interact with it. This is known as the Midas touch problem,
and it highlights the need for additional gaze interaction methods beyond dwell
time selections [2]. Gaze gestures hold great potential in HCI due to the fast
nature of eye saccadic movements, and its robustness to inaccuracy problems,
calibration shifts and the Midas problem. The main concern with gaze gestures
is the accidental detection of a gaze gesture during normal gaze activity.

J. Cabestany, I. Rojas, and G. Joya (Eds.): IWANN 2011, Part I, LNCS 6691, pp. 1–8, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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The use of gaze gestures in HCI is a relatively new concept and the amount
of research done on it is rather limited [3]. Gaze gestures can be employed by
people with severe disabilities, who use gaze as a mono-modal input in their
HCI. Gaze gestures can also provide an additional input channel in multi-modal
interaction paradigms providing a new venue of interaction with small screen de-
vices such as smartphones or in scenarios where traditional interaction methods
are out of reach such as media center devices or surgery rooms. In this work, we
have created an in-house data set of 50 gaze gestures and used a neuroinspired
bayesian pattern recognition paradigm known as Hierarchical Temporal Mem-
ory, HTM, to learn them. HTMs are appropriate for this problem due to their
robustness to noise and ability to analyze patterns with a multi-dimensional
temporal structure. The temporal structure of gaze gestures that unfolds over
time requires an appropriate temporal codification for HTMs to properly per-
form inference, hence, we analyze the impact of different temporal codifications
on performance. We also carry out a user study to elucidate time requirements,
training constraints and specificity, learning effects, and users perceived satis-
faction with gaze gestures.

2 Eye Tracking, Gaze Gestures and the HTM Formalism

Gaze tracking video-oculography determines a person Point of Regard or PoR
(i.e. where a person is looking at) by gathering information from eye position
and movements [4]. Infrared illumination is used to improve iris to pupil contrast
and to create a reflection on the cornea, or glint. Due to the spherical shape of
the eyeball, this glint remains stationary as the eye moves in its orbit and it is
used as a reference point from which to estimate gaze direction. This is done by
calculating the vector distance from the corneal reflection and the center of the
pupil. Video-oculography is limited by some optical and anatomical constraints
and as of yet its maximum accuracy is limited to about 0.5◦.

We define a gaze gesture as an ordered sequence of gaze positions over time.
Different conceptualizations of gaze gestures exist. Gaze gestures can be relative,
i.e. they can be performed anywhere on the screen, or absolute, requiring the
user to direct gaze to a sequence of absolute positions on the screen. Due to the
limited accuracy of eye tracking technology, fine discrimination between close
points on the screen is often not possible. This limitation and the discomfort
that continuous micro-movements generate on users, advocates the merits of
absolute gaze gestures. Here, we consider a modality of gaze gesture consisting
on gliding the gaze along a predefined path on the screen using microsaccadic
gaze movements and employing the cursor position as feedback to ensure that
the path is followed correctly, Figure 1(a).

Hierarchical Temporal Memory, HTM, is a computational model of cortical
micro-circuits based on Bayesian belief propagation. HTMs incorporate the hi-
erarchical organization of the mammalian neocortex into their topology and use
spatio-temporal codification to encapsulate the structure of problems’ spaces [5].
Conceptually, HTM uses a a set of nodes organized in a tree-like structure,
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Figure 1(a), a generative model, Figure 1(b) and Bayesian belief propagation,
Table 1. Each node contains a set of coincidence patterns or CPs: c1, c2, .., cn ∈
C and a set of Markov chains or MCs: g1, g2, .., gn ∈ G. CPs represent co-
occurrences of sequences from their children nodes. Each MC is defined as a
subset of the set of CPs in a node. CP capture the spatial structure of nodes or
sensors underneath in the hierarchy by representing vectorially the co-activation
of MC in a node’s children. A MC activated in a parent node concurrently acti-
vates its constituent MC in the node’s children. The MCs capture the temporal
structure of a set of CP, i.e., the likelihood of temporal transitions among them.
The incoming vectors to an HTM node encapsulate the degree of certainty over
the child MCs. With this information the node calculates its own degree of cer-
tainty over its CPs. Based on the history of messages received, it also computes
a degree of certainty in each of its MCs. This information is then passed to the
parent node. Feedback information from parent nodes toward children nodes
takes place by parent nodes sending to children nodes their degree of certainty
over the children node’s MCs, Table 1.

(a) (b)

Fig. 1. In Panel a, the HTM topology employed during experiments. The bottom level
nodes are fed with a spatio-temporal codification of a gaze gesture. Nodes in upper
layers receive input vectors from the receptive field formed by its children nodes and
emit output vectors encapsulating the spatio-temporal properties of their receptive
field towards their parent node. Panel b illustrates the inner-workings of HTM nodes
as a Generative Model. A simple two level hierarchy consisting of 3 nodes is shown.
Each node contains a set of CPs, c’s and a set of MCs, g’s, defined over the set of CPs.
A CP in a node represents a co-activation of a subset of MCs in its children nodes.

3 Experimental Setup

Gaze data acquisition was carried out using the ITU Gaze Tracker [4] software
in a remote setup. We used a Sandberg webcam with no infrared filter, a 16mm
lens and two infrared lamps. Image resolution was set to 640 × 480 pixels,
and the frame rate was 30 fps. The distance from the eye to the camera was
approximately 60 cm. A filter algorithm was employed on the raw gaze data to
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Table 1. Belief propagation equations for HTM nodes. The reader is encouraged
to take the Node2,1 from Fig. 1(b) as reference. Node2,1 contains 6 CPs and two MCs.
Each MC is composed of 3 CP. In this table ci is ith coincidence in node. gr is rth MC
in node. −et indicates the bottom up evidence at instant t. −et

0 indicates the evidence
sequence from time 0...t. +e stands for Top-down evidence. λ is the feed-forward output
of the node. λmi represents Feed-forward input to node from child node mi. π is the
feedback input to node. πmi is feedback output of node to child node mi. y is the
bottom-up likelihood over CPs in a node. α is a bottom-up state variable for the MCs
in a node. β is a state that combines bottom-up and top-down evidence for MC in
node. Bci represents belief in the ith CP in a node.

Likelihood
over CPs:

yt(i) = P (−et | ci(t)) ∝ ∏M
j=1 λ

mj
t (r

mj

i )

where CP ci is the co-occurrence of r
m1
j ’th MC from child 1, rm2

i ’th MC
from child 2,. . . , and rmM

i ’th MC from child M.

Feed-forward
likelihood of
MCs

λt(gr) = P (−et
0 | gr(t)) ∝ ∑

ci(t)∈Ck αt(ci, gr)

α(ci, gr) = P (−et | ci(t))
∑

cj(t−1)∈Ck P (ci(t) | cj(t − 1), gr)αt−1(cj , gr)

α0(ci, gr) = P (−e0 | ci(t = 0))P (ci(t = 0) | gr)

Belief
distribution
over CP

Belt(ci) ∝ ∑
gr∈Gk βt(ci, gr)

βt(ci, gr) = P (−et | ci(t))
∑

ej (t−1)∈Ck P (ci(t) | cj(t− 1), gr)βt−1(cj , gr)

β0(ci, gr) = P (−e0 | ci(t = 0))P (ci | gr)π0(gr)

Mesasage to
be sent to
children nodes

πmi(gr) ∝ ∑
i I(ci)Bel(ci), where

I(ci) =

{
1 if gmi

r is even
0 otherwise

smooth out microsaccades and involuntary jerks while maintaining an acceptable
real-time latency. The gaze accuracy achieved with the setup was about 1.5◦.

Gaze gestures data for training the HTM networks was generated with no
black or special purpose background, nor markers to attract or better position
the gaze in specific coordinates of the screen. The data set was designed trying
to minimize the spatial overlap by maximizing orthogonality. Yet, some gestures
were intentionally designed with complete overlap, but different start/end points,
to illustrate the importance of temporal coding. 30 instances for each of the 50
categories in the data set, Figure 2(a), were generated by a user experienced
with eye-tracking. Test data to measure the performance of HTM inference was
gathered by 5 test subjects. All of them were male, regular computer users, not
familiar with eye tracking and with ages ranging from 25 to 59 years. Participants
were instructed to perform the data set in Figure 2(a) as fast and accurately as
possible. One participant with no prior experience on eye-tracking repeated the
task over 5 blocks to study learning effects. After completing the experiments,
participants filled out a short questionnaire rating speed, accuracy, fatigue and
ease of use of their experience with gaze gesture as a form of HCI.

We used Numenta’s Nupic package (v1.7.1) [5] to construct and train the HTM
networks. The raw gaze data, consisting on a time series of x, y coordinates, was
transformed into a m x n matrix representing the screen on which the gaze
gesture was performed. The matrix was initially filled with 0s but those areas
of the screen/matrix scanned by the gaze during the performance of a gaze
gesture were assigned a number codifying its temporal structure, Figure 1(a).
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We used three types of temporal codification: No temporal codification: by
storing in the corresponding matrix elements only the spatial representation of
a gaze gesture, i.e. a 1, Temporal codification in seconds by storing in the
corresponding matrix element the second in which the gaze passed over that
particular area of the screen and Three Temporal Stages codification: by
dividing the total time employed during performance of a gesture in 3 slices
(beginning, middle, end) and assign correspondingly to the matrix the numbers
1, 2 3 depending when the gaze hovered over the corresponding area.

(a) (b)

Fig. 2. Panel a shows the set of gestures employed in the user study to evaluate per-
formance. Arrowheads indicate the start of a gesture. Panel b shows the histogram of
times per gesture employed by users while performing the gaze gesture set.

4 Results

We studied the amount of time needed to complete a gaze gesture by plotting
on a histogram the distribution of time lengths per gesture required by users
while performing the set of 50 gaze gestures, Figure 2(b). Inference accuracy for
gaze gestures recognition varied for different network topologies with a two layer
network showing the best performance, Figure 3(a).

Several data representations of the gaze gestures where tried out, Figure 3(b),
on the optimal 2-Layer HTM network determined above. Namely, no temporal
codification, a finely grained temporal codification in terms of seconds and a
simpler temporal codification with just three temporal stages that turned out to
be the optimal one with up to 96% recognition accuracy.

Experiments were carried out to determine HTM decreasing performance with
larger gaze gestures vocabularies, Figure 4(a). The 3 temporal stages data rep-
resentation proved to be the most resistant to increasing vocabulary size.

HTM performance improved markedly with increasing number of training
instances, Figure 4(b). The 3 temporal stages data representation proved to per-
form better than the others for the whole range of training instances availability.

A user with no prior experience in gaze tracking repeated the 50 gaze gestures
data set over five blocks in order to determine learning effects, Figure 5(a). Upon
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(a) (b)

Fig. 3. Panel a shows accuracy performance for different network topologies using 3
stages temporal codification. The bars show the percentage of correct classifications
achieved by 1, 2, 3 and 4 layer networks. Panel b shows the accuracy performance
of different data representations on the optimal 2 layer HTM network: no temporal
codification, temporal codification in seconds and 3 stages temporal codification.

completing the experiments, participants filled up a questionnaire to provide
feedback about gaze gestures as an input modality in HCI. On a score scale from
0 to 5 ranging from strongly disagree to strongly agree, participants reported the
averages 4.5, 4.5, 2.5, and 4 for the respective categories: ’Easy to use’, ’Fast’,
’Tiring’, and ’Accurate’.

To study gaze gesture recognition in real time, we measured HTM inference
scores obtained on gaze data during normal computer use and scores obtained
when specifically performing inferences over gaze gestures data, Figure 5(b).

5 Discussion

For optimal performance, HTMs require training instances to be composed of
a complete spatial structure at any time instant. This creates a challenge for
data structures with a temporal component unfolding over time. To address this
issue, data representation and coding become key when designing and training
an HTM network.

Gaze gestures patterns as existing in the original data set are not fit to be
learned by a traditional HTM network since at any moment in time the com-
plete spatial representation of the pattern is not complete. The original data set
consisted of just a temporal series of (x,y) coordinate pairs. The original time-
series were transformed into a 2 dimensional matrix containing the on-screen
path performed by the gaze during the performance of a sign 1(a). This data
structure captured the complete spatial structure of a gaze gesture. However, a
gaze gesture possesses a temporal structure as well. This aspect is critical since
the temporal order of a gaze gesture differentiated several gestures with com-
plete overlap in their 2D spatial representation such as the gaze gesture in the
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(a) (b)

Fig. 4. Panel a shows the decreasing performance of the optimal 2-layer HTM network
using different data representations as the vocabulary size of the gaze gestures set to
be learnt increases. Panel b shows the improving performance of HTM networks using
different data representations as the number of training instances increases.

first row, 2nd column and the gaze gesture in the last column of the same row
in Figure 2(a). In order to codify the temporal information of a gesture, several
approaches were explored, Figure 3(b).

Time needed to complete gaze gestures is an important design and con-
straint parameter for gaze-computer interaction. Our experiments show that gaze

(a) (b)

Fig. 5. Panel a shows the recognition accuracy of the 2-layer HTM network using
different data representations over 5 blocks for a single user. Panel b shows the HTM
inference scores during normal gaze activity while using a computer and the HTM
scores obtained on consciously performed gaze gestures. The area of overlap between
both types of inference scores is shown in light grey.
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gestures are fast to complete, Figure 2(b), easy to learn, Figure 5(a), and they
do not occupy screen-real state since no visual markers to aid in gaze trajec-
tory were used. Furthermore, in our user study, participants showed through
questionnaires satisfaction with this innovative input modality.

Gaze gestures however present problems of their own, the main one being ac-
cidental gesture completion during normal gaze activity. As Figure 5(b) shows,
it is a challenge for the HTM algorithm to perfectly partition consciously per-
formed gaze gestures from unintended gaze gestures completed during normal
gaze activity while using a computer. Furthermore, gaze gestures also generate
a cognitive load on the user who is forced to memorize and reproduce sequences
of eye movements to recreate a gesture without an immediate feedback.

Our results suggest that our system can be expanded to a larger vocabulary set
with still acceptable recognition performance, Figure 4(a). Figure 4(b) illustrates
the importance of having a large number of training instances for the HTMs to
achieve good recognition performance.

A trade-off emerges from our study between complex gaze gestures and simpler
ones. Simpler gaze gestures are easy on the user, yet the possibilities of accidental
gesture completion are high. Complex gaze gestures decrease the possibility of
accidental recognition during normal gaze activity and augment the interaction
vocabulary space, imposing however, a cognitive load on the end user.

Our work shows that humans adapt quickly and comfortably to this innovative
modality of HCI. The good recognition results achieved by the HTM algorithm
and the positive feedback from users, illustrate that using gaze gestures recog-
nized through HTMs constitutes an innovative, robust, easy-to-learn and viable
approach to HCI for several environments and device combinations.
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Abstract. This paper proposes the use of mutual information for fea-
ture selection in multi-label classification, a surprisingly almost not stud-
ied problem. A pruned problem transformation method is first applied,
transforming the multi-label problem into a single-label one. A greedy
feature selection procedure based on multidimensional mutual informa-
tion is then conducted. Results on three databases clearly demonstrate
the interest of the approach which allows one to sharply reduce the di-
mension of the problem and to enhance the performance of classifiers.

Keywords: Feature selection, Multi-Label, Problem Transformation,
Mutual Information.

1 Introduction

Multi-label Classification is the task of assigning data points to a set of classes
or categories which are not mutually exclusive, meaning that a point can belong
simultaneously to different classes. This problem is thus more general than the
traditional single-label classification which assumes each point belongs to exactly
one category; it is therefore often encountered in practice. As an example, in text
categorization problems, an article about the Kyoto Protocol can be labelled with
both politics and ecology categories. In scene classification, a picture could as
well belong to different classes such as beach and mountain [1]. Other domains
for which multi-label classification has proved useful also include protein function
classification [2] and classification of music into emotions [3].

Due to its importance, multi-label classification has been studied quite exten-
sively since a few years, leading to the development of numerous classification
algorithms. Some of them are extensions of existing single-label classification
methods such as AdaBoost [4], support vector machines (SVM) [5] or K nearest
neighbors [6] among others.

Another popular approach to multi-label classification consists in transform-
ing the problem into one or more single-label classification tasks. State of the art
algorithms such as SVM can then be used directly. The most popular transfor-
mation method is the binary relevance (BR) which consists in learning a different
� Gauthier Doquire is funded by a Belgian FRIA grant.
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classifier for each label. In other words, the original problem is transformed into
C two classes single-label classification problems, where C is the number of pos-
sible labels. The ith (i = 1 . . . l) classifier decides whether or not a point belongs
to the ith class. The union of predicted labels for each point is the final output.
One of the major drawbacks of BR is that it does not take into account the
dependence which could exist between labels.

Label powerset (LP) is a different problem transformation method which does
consider this dependence. It treats each unique set of labels in the training set as
a possible class of a single-label classifier. The number of classes created this way
being potentially huge, Read et al. [7] recently proposed to prune the problem,
by considering only classes represented by a minimum number of data points.
Points with a too rare label are either removed from the training set or are given
a new label and kept. They called this approach pruned problem transformation
(PPT). See [7] for details.

Surprisingly, feature selection for multi-label classification has not received
much attention yet. Indeed, to the best of our knowledge, one of the few proposed
approach is the one by Trohidis et al. [3] which consists in transforming the
problem with the LP method, before using the χ2 statistic to rank the features.
However, feature selection is an important task in machine learning and pattern
recognition, as it can improve the interpretability of the problems, together with
performances and learning time of prediction algorithms [8].

This paper proposes to use mutual information (MI) to achieve feature selec-
tion in multi-label classification problems. More precisely, the problem is first
transformed with the PPT method and a greedy forward search strategy is then
conducted with multidimensional MI as the search criterion. This approach thus
considers dependencies between labels as well as dependencies between features,
which ranking approaches such as [3] do not.

The remaining of the paper is organized as follows. Section 2 briefly recalls
some basic concepts about MI, and introduces the estimator used. The method-
ology is described in Section 3, and the interest of the approach is experimentaly
shown in section 4. Section 5 concludes the work and gives some future work
perspectives.

2 Mutual Information

2.1 Definitions

MI [9] is a measure of the quantity of information two variables contain about
each other. It has been widely used for feature selection [10] mainly because of
its ability to detect non-linear relationships between variables. This not the case,
as an example, for the correlation coefficient. Moreover, MI is naturally defined
for groups of variables, which allows one to take feature dependence into account
during the feature selection process.
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MI of a couple of random variables X and Y is formally defined in terms of the
probability density functions (PDF) of X , Y and (X, Y ), respectively denoted
as fX , fY and fX,Y :

I(X ; Y ) =
∫ ∫

fX,Y (ζX , ζY ) log
fX,Y (ζX , ζY )

fX(ζX)fY (ζY )
dζX dζY . (1)

In practice none of the PDF’s are known for real-world problems, and MI has
to be estimated from the dataset.

2.2 Estimation

In this paper, an MI estimator introduced by Gomez et al. [11] is used. It is
based on the Kozachenko-Leonenko estimator of entropy [12]:

Ĥ(X) = −ψ(K) + ψ(N) + log(cd) +
d

N

N∑
n=1

log(ε(n, K)) (2)

where ψ is the digamma function, K the number of nearest neighbors considered,
N the number of samples in X , d the dimensionality of these samples, cd the
volume of a unitary ball of dimension d and ε(n, K) twice the distance from the
nth observation in X to its Kth nearest neighbor. Throughout this paper, the
metric used in the X space is the Euclidean distance.

Basing their developments on (2), Kraskov et al. previously proposed two
estimators for regression problems. See [13] for details.

For classification problems, the probability distribution of the (discrete) class
vector Y is p(y = yl) = nl/N , whith nl the number of points whose class value
is yl. Rewriting MI in terms of entropies:

I(X ; Y ) = H(Y )−H(Y |X), (3)

it is possible to derive the following estimator:

Îcat(X ; Y ) = ψ(N)− 1
N

nlψ(nl)+

d

N

[
N∑

n=1

log(ε(n, K))−
L∑

l=1

∑
n∈yl

log(εl(n, K))

] (4)

where L is the total number of classes. εl(n, K) has the same meaning as ε(n, K)
but the set of possible neighbors for the nth observation is limited to the points
whose class label is yl.

This estimator has the crucial advantage that it does not require directly the
estimation of any PDF which is a particularly hard task when the dimension
of the data increases, due to the so-called curse of dimensionality. This curse
reflects the fact that the number of points needed to sample a space increases
exponentially with the dimension of the space. Histograms or kernel density esti-
mators [14] are thus not likely to work well in high dimensional spaces. Because



12 G. Doquire and M. Verleysen

it avoids such unreliable estimations, (4) is expected to be less sensitive to the di-
mension of the data; this family of estimators has already been used successfully
for feature selection [11,15].

3 Methodology

This section describes the methodology followed to achieve feature selection.
First, the multi-label problem is transformed using the PPT method defined
above [7], and the data points with a class label encountered less than t times
in the training set are discarded. The result of this transformation is thus a
multi-class single-label classification problem. The pruning has a double interest
here; it leads to a simplified version of the problem and ensures that all classes
are represented by at least t points. This last observation is crucial since the
MI estimator (4) requires the distance between each point and its Kth nearest
neighbor from the same class. It is thus needed that K < t.

Once the problem has been transformed, traditional feature selection tech-
niques can be used. In this paper, a greedy forward feature selection algorithm
based on MI is employed. It begins with an empty set of features and first selects
the feature whose MI with the class vector is the highest. Then, sequentially, the
algorithm selects the feature not yet selected whose addition to the current sub-
set of selected features leads to the set having the highest MI with the output.
This choice is never questionned again, hence the name forward. Of course, other
search strategies could also be considered such as backward elimination, which
starts with the set of all features and recursively removes them one at a time.

The procedure can be ended when a predefined number of features have been
chosen. Another strategy is to rank all the features and then to choose the
optimal number to keep on a validation set.

4 Experiments and Results

This section begins by introducing the performance criterias considered since
they differ from those used for single-label classification. The databases used in
the experiments are then briefly described and the results are eventually shown.

4.1 Evaluation Criteria

Two very popular evaluation criterias are considered in this study: the Hamming
loss and the accuracy. Let |M | be the number of points in a test set M , Yi,
i = 1 . . . |M |, the sets of true class labels and Ŷi the sets of labels predicted by
a multi-label classifier h.

The Hamming loss is then defined as:

HL(h, M) =
1
|M |

|M|∑
i=1

1
|C| |Yi Δ Ŷi| (5)
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where Δ denotes the the symmetric difference between two sets, i.e. the difference
between the union and the intersection of the two sets. |C| is the number of
possible labels.

The accuracy is defined as:

Accuracy(h, M) =
1
|M |

|M|∑
i=1

|Yi ∩ Ŷi|
|Yi ∪ Ŷi|

. (6)

Of course, the smaller the Hamming loss and the higher the accuracy, the better
the classifier’s performances. It is important to note that all data points are
assumed to belong to at least one class. If it was not the case, the accuracy as
defined above (6) would be infinite.

4.2 Datasets

Three datasets are used for experiments in this paper.
The first one is the Yeast dataset. It is concerned with associating each gene

a set of functional classes. For the sake of simplicity, the data have been pre-
processed by Elisseeff and Weston [5] to consider only the known structure of
the functionnal classes. Eventually, the sample sizes of the training set and the
test set are 1500 and 917 respectively. There are 103 features and 14 possible
labels. The Scene dataset is also considered [1]. The goal here is the semantic
indexing of scenes. The number of samples is 1211 for the training set and 1196
for the test set. There are 294 features and 6 labels. The last dataset is called
Emotions and is about the classification of music into emotions [3]. Among the
593 samples, 391 are used as the training set and the 202 other as the test set.
The number of features and of labels is 72 and 6 respectively. The proposed
training set/testing set splittings are the ones traditionally used in the multi
label classification litterature.

The three datasets are available for download in ARFF format at the web
page of the Mulan project1 .

4.3 Experimental Results

The k nearest neighbors based multi-label classification algorithm introduced by
Zhang and Zhou [6] is used to illustrate the interest of the proposed approach.
To determine the set of labels of a new instance, the algorithm first identifies
its k nearest neighbors. Then, based on their labels, the maximum a posteriori
principle is used to predict the label set of the new instance. As suggested by
the authors, the value of the parameter k has been set to 7.

The problem transformation is only used to achieve feature selection. Once the
features have been ranked, the original multi-label problem is considered again
with all the samples. The number of neighbors considered in the MI estimator
(4) is K = 4 and the t parameter for the PPT is fixed to 6. These values have been

1 http://mulan.sourceforge.net/datasets.html
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Fig. 1. Accuracy (left) and Hamming loss (right) of the k nearest neighbors classifier
as a function of the number of selected features for the Emotions dataset

Fig. 2. Accuracy (left) and Hamming loss (right) of the k nearest neighbors classifier
as a function of the number of selected features for the Emotions dataset

Fig. 3. Accuracy (left) and Hamming loss (right) of the k nearest neighbors classifier
as a function of the number of selected features for the Emotions dataset
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chosen as a compromise between the need to consider a sufficiently large number
of neighbors in the MI estimator and the fact that in [7], better performances
are usually obtained with a small value of t.

Figures 1 to 3 show the Hamming loss and the accuracy of the classifier on
the test set of the three datasets with the MI based feature selection (denoted
as MI). For comparison, the results obtained with the approach by Trohidis et
al. [3] are also presented (and are denoted as χ2).

The results clearly demonstrate the interest of the MI based approach and its
advantage over the method based on the χ2 statistic. Particularly, the proposed
approach always leads to an increase in performance both for the Hamming
loss and the accuracy compared with the case no feature selection is considered.
This is not the case for the Hamming loss with the χ2 based approach on the
Yeast and Scene datasets and the differences between the two approach perfor-
mances are particularly obvious for those two datasets. The results are much
more comparable for the Emotions dataset for which both methods result in a
large improvement of the classifier performances.

As already stated, the good behaviour of the proposed methodology can be
explained by the use of a powerful criterion combined with an approach taking
relations between features into account. Indeed, the forward selection procedure
described above is expected to better handle redundancy between features than
simple ranking methods do. This is fundamental since a feature, even with a high
predictive power, is useless if it carries the same information about the output
than another selected feature; it should therefore not be selected.

The same experiments have been carried out with a SVM classifier working
directly on the transformed and pruned problem. The results obtained confirm
those presented in this paper. However, due to space limitations, they are not
presented here.

5 Conclusions

This paper is concerned with feature selection for multi-label classification, a
problem which has up to now received little attention despite its great impor-
tance and the amount of work recently proposed on multi-label classification.

It is suggested to use multidimensional mutual information after the trans-
formation of the multi-label problem to a single-label one through the pruned
problem transformation method. To this end, a nearest neighbors based MI esti-
mator is used, as it is believed to behave well when dealing with high-dimensional
data. The estimator is combined with a simple greedy forward search strategy
to achieve feature selection.

Results on three real-world datasets coming from different domains show the
interest of this new approach compared with a strategy based on the χ2 statistic
in terms of the Hamming loss and the accuracy of a classifier.

Future work should include the study of the influence of the pruning param-
eter; it could be possible to tune this parameter to maximise the performances of
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the classifiers. A trade-off should then be found between the increase in perfor-
mances and the computation load of validation procedures such as k-fold cross
validation.

Besides the basic stopping criteria proposed in Section 3, much sophisticated
strategies can be thought of. As an example, Damien et al. proposed a stopping
criterion based on resampling and the permutation test [16]. The basic idea is
to halt the procedure when the addition of a new feature does not improve
significantly the MI between the selected features an the output. This approach
could be applied to the problem considered in this paper.
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Abstract. This manuscript proposes a novel iterative approach for the
so-called Switch Location Problem (SLP) based on the hybridization of
a group-encoded Harmony Search combinatorial heuristic (GHS) with
local search and repair methods. Our contribution over other avantgarde
techniques lies on the dual application of the GHS operators over both
the assignment and the grouping parts of the encoded solutions. Further-
more, the aforementioned local search and repair procedures account for
the compliancy of the iteratively refined candidate solutions with respect
to the capacity constraints imposed in the SLP problem. Extensive sim-
ulation results done for a wide range of network instances verify that
statistically our proposed dual algorithm outperforms all existing evo-
lutionary approaches in the literature for the specific SLP problem at
hand. Furthermore, it is shown that by properly selecting different yet
optimized values for the operational GHS parameters to the two parts
comprising the group-encoded solutions, the algorithm can trade statisti-
cal stability (i.e. lower standard deviation of the metric) for accuracy (i.e.
lower minimum value of the metric) in the set of performed simulations.

Keywords: Switch Location Problem, Genetic Algorithm, Harmony
Search, grouping encoding.

1 Introduction

Due to its massive deployment, sharply-increasing number of users, and wide
expansion in the Telecommunications market, most of the communication tech-
nologies emerging in the last decade (e.g. wireless sensor networks (WSN), In-
ternet access networks or mobile telephony) have encountered a common de-
sign problem: to derive network topologies that ensure a resilient connection
among interconnected nodes while optimizing the number and cost of the net-
work resources deployed thereon. This problem can be exemplified by a typical
network planning problem, where a dense deployment of access nodes embodies
a communication-efficient albeit cost-inefficient topology. In summary: a well-
balanced trade-off must be met between 1) the economical cost associated with
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the deployment and maintenance of network resources, and 2) the allocated com-
munication resources necessary for serving the traffic generated by the nodes.

This article emphasizes on network planning problems; however, all the deriva-
tions herein can be easily extrapolated to any other problem of similar nature.
Among the variety of related planning paradigms, it is worth mentioning the
design of fixed network topologies [1], the optimum positioning of base stations
[2] and the Terminal Assignment (TA) problem [3], all of which render by them-
selves NP-complete optimization problems. Let us concentrate on the Switch
Location Problem (SLP), which is based on assigning a set of N nodes with dis-
tinct rate demands to a set of M concentrators subject to capacity constraints.
The N −M nodes that are not chosen as concentrators are defined as termi-
nals, each of which can be assigned to only one concentrator. The assignment
must be performed such that the sum of distances between each terminal and
its concentrator is minimized, whereas the overall rate demanded from each con-
centrator must be kept below its maximum capacity. To efficiently solve the
SLP problem, a large amount of exact, heuristic and meta-heuristic algorithms
have been presented in the literature, such as those proposed by Ceselli et al. in
[4,5,6], Simulated Annealing and Tabu Search by Osman and Christofides in [7],
a bionomic approach by Maniezzo et al. in [8], and a Set Partitioning Algorithm
was proposed in [9]. Analogously, Lorena et al. proposed a Constructive Genetic
Algorithm (CGA) for grouping problems [10], which can also be adapted to the
SLP paradigm herein considered. In a similar approach, Lorena et al. presented
a Column Generation Algorithm in [11]. Also, Scatter Search approaches have
been applied to solve this problem, such as the works by Scheuerer et al. in [12]
and Diaz et al. in [13], the latter incorporating path relinking to further enhance
the performance of the algorithm. Likewise, a guided construction search heuris-
tic was introduced by Osman et al. in [14]. Finally, Santos-Correa et al. [15]
proposed an evolutionary algorithm with novel operators specifically designed
for the SLP scenario. In a more recent approach this problem was also tackled
by means of hybrid evolutionary approaches, mixing global search techniques
with local techniques, such as those proposed in [16], [3] and [17].

This manuscript advances over this upsurge of research on the SLP by propos-
ing an improved version of the Grouping Harmony Search (GHS) algorithm first
published in [17]. Specifically, as opposed to [17] our novel approach applies
the operators to the two compounding parts of the grouping-encoded solutions,
hence the algorithm is coined as Dual Grouping Harmony Search (DGHS). Sec-
ondly, we present an exhaustive comparative study of the aforementioned DGHS
scheme with 1) a hybrid GGA and GHS with similar encoding and local search
methods; and with 2) all alternative existing evolutionary techniques reported so
far for this particular optimization scenario. As the obtained results will clearly
show, our approach dominates – in terms of accuracy – the aforementioned evo-
lutionary techniques, thus producing network topologies with a better balance
between rate service and cost of deployment.
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The rest of the paper is structured as follows: first, Section 2 formally poses
the SLP, whereas Section 3 elucidates the proposed DGHS technique. Next, an
exhaustive simulation-based comparison among all existing evolutionary tech-
niques for the SLP problem is presented in Section 4 and, finally, Section 5
summarizes the paper by drawing some conclusions.

2 Problem Statement

The SLP can be formulated as: given N nodes (terminals) denoted with the set
of indices T � {1, · · · , N}, select M nodes out of the N terminals to perform as
concentrators. Based on the widely-utilized mathematical definition of Revelle
and Swain [18], let us define a 1 × N binary vector y such that yi = 1 (i ∈
{1, · · · , N}) if node i is set as a concentrator, and yi = 0 otherwise. In addition,
let X denote a N ×M binary matrix, where xim = 1 means that terminal i is
assigned to concentrator m, and xim = 0 otherwise. For the sake of mathematical
completion, linear indices m ∈ {1, . . . , M} are mapped to node indices Λ(m) ∈
{1, . . . , N} by means of an injective mapping Λ : 1×M � 1×N , e.g. Λ(1) = 12
will denote that the first concentrator is node index 12. Obviously, Λ(m) will
equal n for some m iff (if and only if ) yn = 1. We further define a 1×N capacity
vector c, whose element ci (i ∈ {1, . . . , N}) establishes the total capacity of
node i when acting as a concentrator. Similarly, a 1 × N weight vector w �
{w1, . . . , wN} is further assumed to account for the rate demanded by node i
when it acts as a terminal. A N ×M matrix D can also be constructed so as
to account for the distance between nodes and concentrators, i.e. each element
dim represents the Euclidean distance from node i to concentrator m, with m ∈
{1, . . . , M}. Therefore, given a vector y one can arbitrarily sort the selected
concentrators and construct the mapping Λ(·) accordingly, but this mapping
must be set before arranging the distance and assignment matrices D and X.
With the above definitions, the SLP can be then stated as

min
y,X

(
N∑

i=1

M∑
m=1

dim · xim

)
, (1)

subject to

xim ∈ {0, 1}, i = 1, . . . , N, m = 1, . . . , M, (2)

yi ∈ {0, 1}, i = 1, . . . , N,
N∑

i=1

yi = M, (3)

N∑
i=1

wi · xim ≤ cΛ(m), m = 1, . . . , M. (4)

Expression (1) represents the metric or fitness function for quantifying the cost
of each network configuration, whereas Expression (4) stands for the capacity
constraint, i.e. the sum of rate requirements of the terminals associated with a
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given concentrator cannot exceed its corresponding capacity. The addition of this
constraint to the distance-based minimization problem grounds the rationale for
combining a global search technique with a local yet exhaustive restricted search
method dealing with such a constraint in a computationally-efficient manner. We
delve into such a hybrid approach in next section.

3 Proposed Hybrid Dual Grouping Harmony Search
(DGHS) Algorithm

The SLP problem comprises by itself a grouping problem, in the sense that
different groups of elements belonging to a set must be split into several subsets
subject to certain constrains. In this context, Falkenauer in [19,20] first showed
that the concept of grouping should be included in the problem encoding, since it
significantly reduces the redundancy, thus the dimensions of the solution space
and, ultimately, the complexity of the underlying NP-hard problem. As such,
the grouping encoding procedure divides each proposed solution into two parts,
namely S = (sx|sy). The assignment part sx indicates to which concentrator is
assigned each of the N terminals; therefore, it consists of N integer indices drawn
from the set {1, . . . , M}. On the other hand, the grouping part sy denotes the
node indices which act as concentrators in the current solution; consequently, it
is furnished by M integer indices from the set {1, . . . , N}. Encouraged by the
results of [19,20], Alonso-Garrido et al. in [3], and more recently Gil-Lopez et
al. in [17] applied the grouping encoding strategy to the SLP problem by using
a Genetic and Harmony Search Algorithm, respectively.

Let us elaborate further on the Harmony Search (HS) algorithm, which is
a meta-heuristic population-based algorithm mimicking the behavior of a music
orchestra when aiming at composing the most harmonious melody. Assuming the
classical notation related to HS, we hereafter denote each possible candidate for
a solution as melody, whereas we will refer to each of its compounding elements
as note. The algorithm essentially iterates on a set of ϕ possible candidates or
melodies (Harmony Memory), which are refined – in terms of their metric – by
means of a double improvisation procedure applied note-wise. The process is
repeated until a maximum assumed complexity is reached or until the quality of
the best proposed harmony falls below a certain threshold. Having said this, it is
important to note that the novel Grouping Harmony Search approach in [17] –
specially tailored to solve the SLP – only executes the improvisation procedure
to the sx part of the grouping-encoded set of melodies, whereas the sy part is
deterministically built based on the minimization of the sum-distance between
clustered nodes.

On the contrary, in this manuscript we propose to apply the Harmony Search
operators not only to the assignment part sx, but also to the grouping part sy. In
this scheme the algorithm works sequentially, at each iteration, by first operating
on all notes conforming the assignment part of the ϕ stored melodies, followed
by the same process on the grouping part sy. Once both grouping parts sx and
sy have been improvised (i.e. refined), and right before the metric of the newly
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improvised melodies is evaluated, the node selected to perform as concentrator
for a given group is the one minimizing the total distance between itself and all
the other nodes belonging to the group. The algorithm can be summarized by
the following four steps:

1. The initialization process is only considered at the first iteration. At this
point, and since no a priori knowledge of the solution is assumed, the set
of ϕ harmonies in the Harmony Memory is filled randomly with N integer
indices from the set {1, . . . , M} in the sx.

2. The improvisation process is applied sequentially to each note of the com-
plete set of harmonies, first in sx, and second in sy. The proposed method
is controlled by three different parameters:
– The Harmony Memory Considering Rate, HMCR∈ [0, 1], which sets the

probability that the new value for a note is drawn uniformly from the
values of the same note in all the other ϕ− 1 harmonies in the Harmony
Memory.

– The Pitch Adjusting Rate, PAR∈ [0, 1], establishes the probability that
the new value for a given note is taken from its neighboring value in the
respective alphabet, i.e. {1, . . . , M} for sx and {1, . . . , N} in sy.

– The uniformly random selection of the new value for a note based on the
corresponding alphabet is controlled by another probabilistic parameter
RSR (Random Selection Rate), different than the complementary HMCR
probability used in the näive implementation of the Harmony Search
algorithm.

3. The repair criterion in [3] is hybridized with the previous global search
dual method and applied to the stored melodies when the capacity con-
straints in expression (4) are not satisfied. This procedure is executed until
all the compounding groups satisfy the capacity constraint, or until a num-
ber of evaluations are done. In the latter case, the capacity constrains are
not satisfied, and thus the repair of the harmony is delegated to the next de-
scribed local search method. If this local search does not succeed, the metric
value of the solution is penalized.

4. The local search method hinges on the GreedyExp algorithm proposed by
Salcedo-Sanz et al. in [3], which reduces to an optimized version of the Greedy
algorithm [21]. The local search is only applied to the sx part.

5. The evaluation of the new generated candidate solutions and the update of
the Harmony Memory is made at each iteration based on the fitness function
(1). At each iteration ϕ new harmonies are improvised and evaluated, but
they will be included in the Harmony Memory iff they improve the quality
of the harmonies remaining from the previous iteration.

6. The algorithm stops when a fixed number of iterations I is reached.

4 Computational Experiments and Results

Extensive computer simulations have been done by considering 7 networks of
different size, number of nodes N and of concentrators M randomly deployed
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over a 400 × 400 grid (see Table 1). The novel hybrid DGHS scheme is com-
pared with other published evolutionary schemes based on Genetic Algorithms
[3,15,11] and on the Harmony Search heuristic on which the present work is
built [17]. For the sake of fairness, several parameters are fixed for all simulated
schemes: the physical locations of all nodes, rate demands w (drawn from a
normal distribution with mean 10 and standard deviation 5), concentrator mod-
els, maximum capacities of the nodes p and maximum number of iterations I.
Feasibility in the scenarios (i.e.

∑N
i=1 wi <

∑M
j=1 cj) is guaranteed by setting

ci = 1.1
∑N

n=1 wn/M . Statistical results for all approaches are obtained for the
same number of fitness evaluations per execution (104) and by averaging over
20 realizations of each algorithm. The operator values used in the case of the
proposed hybrid DGHS are based on an exhaustive optimization study for a
total of 177 combinations of the parameter set

λ � [PAR(sx), HMCR(sx), RSR(sx), HMCR(sy), PAR(sy), RSR(sy)], (5)

based on which two parameter sets are selected: λ1 = [0.01, 0.1, 0.1, 0.1, 0, 0] and
λ2 = [0.2, 0.2, 0.01, 0.01, 0.1, 0.1]. Note that these operators always refer to a
probability for every note (i.e. not for the whole solution). Thereby, although
their values are smaller than those of the GGA operators, it does not mean that
they act fewer times.

Table 1. Parameters of the considered SLP instances, and results from previous works

ID N M I CGA [10] GA [15] GA+LP [3] GA+Greedy Exp [3]

1 60 5 200 3841/3856/18 3800/3812/12 3800/3816/17 3841/3877/30
2 80 8 200 3819/3822/4 3860/3874/29 3806/3831/26 3819/3842/27
3 90 9 200 3883/3914/21 3792/3845/66 3792/3837/39 3891/3931/38
4 100 10 200 4452/4567/75 4452/4508/29 4532/4637/90 4455/4464/13
5 110 10 200 4776/4785/25 4744/4794/53 4727/4768/53 4772/4835/55
6 150 15 200 5216/5296/57 5210/5383/81 5059/5210/114 5258/5414/106
7 200 15 200 No data No data No data No data

The obtained results are presented in the format rnd(best/mean/std) value of
the metric in Tables 1 and 2. Two sets of results can be identified in such tables:
the first compiles all evolutionary yet non-grouping approaches for the SLP (Ta-
ble 1), and the second corresponding to the grouping approaches published by the
authors in [3,17], along with the hybrid DGHS herein proposed (Table 2). In the
simulated scenarios the second result set clearly outperforms the first one, whereas
thebestperformance in termsof statistical stability (i.e. lowest standarddeviation)
is attained by the proposed DGHS scheme. This fact evidences that the proposed
dual technique is more exploitative than previous approaches, conclusion that is
further buttressed by two particular observations: 1) in the fourth scenario, DGHS
with parameter set λ1 yields a higher mean but smaller standard deviation than
their non-dual counterparts, whereas DGHS with λ2 trades a higher standard de-
viation for a slightly lower mean; and 2) in the sixth simulated network instance,
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the minimum value achieved by HGGA and GHS (namely, 5059) is not reached
by the proposed scheme with neither λ1 nor λ2, but the mean and standard devia-
tion values are significantly outperformed by DGHS with both parameter sets. As
a matter of fact, DGHS with λ2 renders a more explorative behavior – lower min
value and higher mean and std – with respect to DGHS with λ1.

Table 2. Comparison between the proposed DGHS and other evolutionary algorithms

ID HGGA [3] GHS [17] DGHS, λ1 DGHS, λ2

1 3800/3813/17 3800/3800/0 3800/3800/0 3800/3800/0
2 3806/3819/18 3806/3807/1 3806/3806/0 3806/3806/0
3 3792/3807/16 3792/3795/10 3792/3792/0 3792/3792/0
4 4455/4498/26 4455/4464/13 4455/4468/4 4455/4464/11
5 4724/4745/28 4724/4728/4 4724/4724/0 4724/4724/0
6 5059/5127/47 5059/5080/19 5062/5067/6 5061/5070/11
7 7054/7058/10 7054/7057/14 7054/7054/0 7054/7054/0

5 Conclusions

In this paper a novel Dual Grouping Harmony Search (DGHS) algorithm has
been presented for dealing with the so-called Switch Location Problem (SLP).
The main difference of this work with respect to previous GHS approaches in the
literature is the duality characterizing the application of the GHS refining pro-
cedures, which operate not only on the assignment part but also on the grouping
part comprising the grouping-encoded solutions. In addition, local search and re-
pair methods are inserted into the algorithm thread so as to allow improving the
search capability of the proposed algorithm. The statistical performance of our
proposal is analyzed in 7 instances of the SLP problem, with different network
sizes and densities. The obtained results are compared to different evolution-
ary schemes found in the literature related to the SLP paradigm. Based on this
simulation-based study we conclude that the duality of the GHS operators is
crucial for enhancing the exploitative behavior of the algorithm, outperforming
– in terms of a lower standard deviation and similar or lower mean and minimum
values – other existing approaches in all the simulated scenarios.
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Abstract. In this paper we present a novel evolutionary algorithm for
optimal positioning of wind turbines in wind farms. We consider a realis-
tic model for the wind farm, which includes orography, shape of the wind
farm, simulation of the wind speed and direction, and costs of installa-
tion, connection and road construction among wind turbines. Several
experiments show that the proposed evolutionary approach obtains very
good solutions which maximize power production, and takes into account
the different constraints of the problem.

1 Introduction

Wind power is one of the most promising sources of renewable energy in the
world. As an example, wind power installed worldwide by the end of 2009 reaches
a total of 157 GW, of which about 76 GW correspond to Europe, and 19 GW
only to Spain [1]. Thus, wind power represents over 12% of the total power
consumed in countries such as USA, Germany or Spain, and it is expected that
this percentage grows up to an amazing 20% by 2025. This figure situates wind
energy as one of the main actors in the energetic mix of different countries, which
are definitely betting for its development [2].

The majority of the wind power consumed in the world is generated in large
facilities, known as wind farms. Automatic wind farm design is a topic gaining
popularity among wind farm designers and engineers in the last few years. There
is an increasing number of articles tackling this problem, applying successfully
computational intelligence techniques, mainly evolutionary algorithms [3]. The
seminal paper in the use of evolutionary computation techniques to wind farm
design is the work by Mosetti et al., [4]. This paper proposed a genetic algorithm
to tackle the problem of the optimal positioning of turbines in a wind farm. The
model proposed in [4] consists in modeling the wind farm as a square divided
into cells in which turbines can be situated. A useful wake model was proposed
and several experiments considering different average wind speed and direction
were presented. This initial work has been the base of different recent approaches
which have improved the initial model. For example, in [5] Grady et al. showed
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that better results can be obtained in the problem by improving the genetic
algorithm used, using the same model as in [4]. Another improvement with the
same model has been recently proposed by Emami et al. in [6]. That paper
proposed a modification of the objective function of the problem, to take into
account deployment cost and efficiency of the turbines. The authors showed that
this modification leads to better design results than previous approaches using
a standard genetic algorithm. Another interesting and recent work is the paper
by Riquelme et al. [7], where a variable-length genetic algorithm with novel
procedures of crossover is applied to solve a problem of optimal positioning of
wind turbines, considering monetary cost as the objective optimization function.
The authors showed that their variable-length evolutionary approach is able to
obtain good results in terms of the objective function, considering different types
of wind turbines to be used. A similar approach using a hybrid evolutionary
algorithm was previously presented in Mart́ınez et al. [8]. This approach has
been further studied recently in [1] and [9]. It is also significant the work by
Wang et al. [10], where a new improved wind and turbine models have been
considered within a genetic algorithm. The authors have shown that this new
model is able to produce better results than previous approaches in the literature.

In this paper we present a modified wind farm optimization problem, which
includes several novelties in order to make the problem closer to reality than
previous approaches. A wind farm shape model, an orography model and the
inclusion of simulation to model the wind speed are the main new points included
in this paper. In addition, we present a novel evolutionary algorithm to look for
the optimal solution of the problem. We will show that the proposed approach
is able to obtain good and feasible solutions for the problem, with a balance
between the computational cost and the quality of the solution obtained.

The rest of the paper is structured as follows: next section presents the main
novelties included in the optimization model considered in this paper. Section
3 presents the evolutionary algorithm proposed. The experimental part of the
paper is shown in Section 4, and Section 5 closes the paper giving some final
remarks.

2 Novel Optimization Model Proposed

This section presents the optimization model assumed in this paper. We have
tried to include several points to make the problem closer to a real wind farm
design than previous approaches. The main novelties in our model are the in-
clusion of the wind farm shape, an orography model, wind speed simulation and
finally the inclusion of a cost model based on benefit/investment terms.

2.1 Wind Farm Shape Model

Previous approaches in the literature have not taken into account the problem
of the wind farm shape. Basically the majority of previous approaches consider
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square wind farms, divided into cells where turbines could be positioned
[4], [5]. This square-based approach is interesting since it introduces a nice way
of managing the different possible points where a turbine can be installed, but
the problem is that it cannot model in a realistic way the design of a real wind
farm. In this paper we propose an easy way to consider different shapes for the
wind farm, keeping the idea of the square cells to model a possible point to
locate a wind turbine. The idea is really simple: over a square of length K ×K
cells which serves as a background, we define a binary template T , also K ×K
which describes the allowed zones to install turbines, in such a way that Tij = 1
stands for a point included in the wind farm area, and Tij = 0 stands for a point
outside of the wind farm. Note that this way we can consider almost any shape
for the wind farm.

2.2 Wake, Orography Model and Wind Speed Simulation

In this paper we consider as wake model the one previously described in [5].
Though it is a simple model, it works really well to simulate a real turbine’s wake,
obtaining a good balance between model’s complexity and final performance.
Moreover, we have introduced several new points in this work, in order to make
the problem more realistic. First of all, note that none of the previous approaches
to the problem takes into account the wind farm’s orography or variations on
wind speed. The existence of hills within the wind farm makes that the wind
speed is different at the top of the hill or at the bottom of the corresponding
valley. In order to take this important point into account, we introduce the
concept of wind speed multipliers, in such a way that a higher point will be
characterized by having a larger wind multiplier. Thus, when the wind speed
associated with a given point in the wind farm is modified by means of the wind
multiplier, we are taking into account the orography of the wind farm.

The wind speed in a given point of the wind farm has been calculated in the
following way in our model: we consider a given wind rose for the wind farm,
and then, for each direction of the wind rose, a set of Monte Carlo simulations
of t years wind using a Weibull probability density function for the wind speed
module. The result of the Monte Carlo simulation is weighted by the correspond-
ing probability extracted from the wind rose and by the wind speed multipliers,
for including the orography in each point. Following this methodology, we ob-
tain a more realistic model for the wind speed in the wind farm than previous
approaches. Then a standard power curve for the turbine considered is used to
obtain the power production associated with the wind speed in a wind turbine.

2.3 Cost Model

The cost model used in this work is based on a simplified model of invest-
ment/benefit considerations, similar to the one proposed in [7]. Specifically, our
cost model includes wind turbines installation cost (Ci) and connection between
turbines and road construction costs (CC

ij ), modeled as the Euclidean distance
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between turbine i and j, and also the net benefit obtained from the energy pro-
duced in t years (Bt). All this parameters are measured in Euros. The objective
function to be maximized is:

ϕ(Ξ) = Bt −N · Ci −
N∑

i=1

∑
j<i

CC
ij (1)

where N stands for the number of wind turbines installed in the wind farm. Note
that we do not consider alternative costs such as the operational costs (OPEX)
in this objective function. However, it is good enough to show the performance
of the different compared algorithms.

3 Proposed Evolutionary Algorithm

Evolutionary algorithms (EAs) [11], are robust problems’ solving techniques
based on natural evolution processes. They are population-based techniques
which codify a set of possible solutions to the problem, and evolve it through
the application of the so called evolutionary operators [11]. Next we describe
the main characteristics of the evolutionary algorithm proposed in this paper,
including the algorithm’s initialization and selection, crossover and mutation
operators proposed.

1. Generate an initial population of μ individuals (solutions). Let t be a counter
for the number of generations, set it to t = 1. Each individual is taken as
a matrix of integer vectors Ξ = (xi, yi), i = 1, . . . , N , where each xi stands
for the x-coordinate of turbine i in the background square considered, and
each yi stands for the y-coordinates (xi = 1, . . . , K, yi = 1, . . . , K). Note
that every location point of a given solution Ξ, lets say (x, y), must fulfil a
number of requirements to be considered as feasible: first, all the location
points should be within the wind farm surface, i.e, the associate value in
matrix T must be 1 (T xy = 1,∀ x, y). Second, a given turbine situated at
a point (x, y) must be at least at a distance D of any other turbine. The
initial individuals of the population are generated in such a way that these
constraints are fulfilled.

2. Evaluate the fitness value for each individual Ξ of the population using the
problem’s objective function ϕ.

3. Generate an offspring population, of length μ, applying one-point crossover
operator [11] and mutation operator. The crossover operator is applied in
the traditional way. On the other hand, mutation operator is carried out by
randomly changing couples of specific points (xi, yi) to (x′

i, y
′
i).

4. Correct the offspring population in such a way that all their individuals are
feasible (fulfil the problem’s constraints). Note that the crossover operator
may produce solutions within a distance D of another turbine, and mutation
operator, in addition, may produce solutions which are outside the wind farm
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points defined by matrix T . In order to correct these unfeasible solutions, a
modification of unfeasible points is applied after each round of crossover and
mutation, by using two random numbers r, s ∈ [−2D, 2D]: a given unfeasible
point (x, y) is modified to (x + r, y + s) until it is feasible.

5. Selection: Pass the best individual found so far in the evolution to the next
generation (elitism process). Conduct then pairwise comparison over the
union of parents and offspring remaining: for each individual, p opponents
are chosen uniformly at random from all the parents and offspring. The
best individual in these p is selected to survive for the next generation. This
process is repeated until a new parent generation of μ individuals is obtained.

6. Evaluate the fitness value for each individual Ξ of the new parent population
using the problem’s objective function ϕ.

7. Stop if the stopping criterion is satisfied, and if not, set t = t + 1 and go
to Step 3. In this case, the stopping criterion established is that the best
solution found by the algorithm is not improved during K generations, or,
alternatively, the algorithm reaches to a maximum number of generations
max ite.

4 Experiments and Results

This section presents the simulations and results carried out in this paper to show
the effectiveness of the proposed EA. First we describe a greedy-constructive
approach used for comparison purposes, and then we show the results obtained
by the EA in several randomly-generated instances.

4.1 A Greedy-Constructive Approach for Comparison Purposes

For comparison purposes, we have implemented a greedy-constructive approach
which is also able to tackle the problem. It consists in the following steps:

1. Locate the point in the wind farm with maximum wind and set there the
first wind turbine.

2. Modify the wind speed in neighbor points to turbines taking into account
the wake model and wind rose considered.

3. Locate the point in the wind farm which maximizes Equation (1)

4. If N wind turbines have been installed, then stop. Otherwise go to step 2.

This greedy approach is able to come up with a feasible solution to the prob-
lem. It is fast, and its performance in terms of objective function will be evaluated
together with the proposed EA.
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4.2 Results

We have run a number of simulations with the following parameters: Figure 1
shows the wind rose considered, extracted from a real wind farm in southern
Spain. Weibull’s distribution parameters used in the model of the wind speed
are λ = 10 and β = 1.6. The positioning of N = 20 wind towers in the wind farm
is considered. The cost of each tower has been estimated to be Ci = 106 Euros.
Other parameters of the simulations are the following: we consider a basic cell
size of 10m × 10m, with K = 500, D = 90m. The wind farm shape has been
randomly obtained, and can be seen in Figure 2, where we show some greedy
and EA results. We estimate a cost for the connection of wind towers and road
construction (Cc

ij) of 105 Euros/Km. Regarding the calculation of the estimated
benefit Bt(Ξ), we have considered 75 Euros/Mwatt-h, 3000 effective-hours/year
and a period of t = 10 years of simulation. Regarding the parameters of the EAs,
values of μ = 50, p = 10, K = 75 have been set.

10%

15%

20%
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SOUTH

NORTH

0 − 2
2 − 4
4 − 6
6 − 8
8 − 10
10 − 12
12 − 14
14 − 16
16 − 18
>=18

Fig. 1. Example of a real wind rose in a wind farm of southern Spain used in the
simulations of wind farm design in this paper

Table 1 shows the comparison between the greedy-constructive approach and
the EA, for one wind farm shape, and 10 different (randomly generated) wind
speed multipliers. It is easy to see that the EA is able to obtain better solutions
for the problem in all the instances run. This shows that, as has also been shown
in other works in the literature with different optimization models, evolutionary
computation techniques are shown to be a really good option in wind farm design
problems.

Figure 2 shows an example of the final wind turbines disposition obtained by
the greedy heuristic and proposed Evolutionary Algorithm (instance 10), over
the wind farm with wind multipliers depicted. Circles of length D are also shown
in this figure to show the feasibility of the solution. Note that these solutions
fulfil the problem’s constraints (the wind turbines should be positioned within
the wind farm surface, at a minimum distance D of the nearest turbine). Note
also that these solutions are optimized following Equation (1), so they take into
account the wind farm orography and the different costs considered.
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Table 1. Objective function values (in Euros/107), in the 10 different simulations
performed, obtained by the Greedy-constructive heuristic and proposed Evolutionary
Algorithm (EA)

# instance Greedy heuristic Proposed EA

1 2.283 3.613

2 3.305 5.029

3 1.002 3.741

4 1.697 4.364

5 2.171 3.818

6 1.849 3.964

7 1.683 3.334

8 1.776 4.530

9 1.201 4.046

10 2.813 3.934
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Fig. 2. Final wind turbines location, security radius and wind multipliers; (a) Greedy
heuristic; (b) Evolutionary Algorithm

5 Conclusions

In this paper we have presented a novel evolutionary algorithm to solve a prob-
lem of optimal location of wind turbines in wind farms. A novel optimization
model has also been proposed, which includes some new aspects such as wind
farm shape, orography and different costs in the objective function. We have
carried out several experiments where we have shown the good performance of
the proposed evolutionary algorithm in the design of wind farms.
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Abstract. In this paper, we observe some important aspects of Hebbian and error-
correction learning rules for the multi-valued neuron with complex-valued weights. 
It is shown that Hebbian weights are the best starting weights for the error-
correction learning. Both learning rules are also generalized for a complex-valued 
neuron whose inputs and output are arbitrary complex numbers. 

Keywords: complex-valued neural networks, derivative-free learning, multi-
valued neuron. 

1   Introduction 

The discrete multi-valued neuron (MVN) was introduced in [1]. This neuron is based 
on the concept of multiple-valued logic over the field of complex numbers, which was 
introduced in [2], then presented in detail in [3], and further developed in [4]. The 
continuous MVN was presented in [5]. MVN with a periodic activation function 
(MVN-P) was recently introduced in [6]. 

MVN is a neuron with complex-valued weights and inputs and output located on 
the unit circle. MVN has a number of remarkable properties. Its main property, which 
is simultaneously its main advantage over other artificial neurons, is its higher 
functionality. A single MVN-P can easily learn non-linearly separable input/output 
mappings, and, for example, classical XOR and Parity n non-linearly separable 
problems are about the simplest, which can be learned by a single MVN-P. 

Perhaps, the most interesting application of MVN is MLMVN (a multilayer neural 
network based on multi-valued neurons), which was introduced in [5] and then 
developed in [7]. It outperforms many other machine learning techniques in terms of 
generalization capability, number of parameters employed and network complexity. 
Other interesting applications of MVN are, for example, associative memories [8-9]. 

Although MVN was comprehensively observed, for example, in [4], and [5, 6], 
there is still at least one interesting open problem in its learning theory. This is 
specificity of its Hebbian learning and the relation between its Hebbian and error-
correction learning. We would like to consider these problems in this paper. We also 
will generalize both Hebb and error-correction MVN learning rules for a complex-
valued neuron whose inputs and outputs are arbitrary complex numbers. 
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2   Multi-Valued Neuron (MVN) 

The discrete MVN was proposed in [1]. It is based on the principles of multiple-
valued threshold logic over the field of complex numbers. The discrete MVN 
implements a mapping between n inputs and a single output. This mapping is 
described by a multiple-valued (k-valued) threshold function of n variables 

1(   )nf x , ..., x . It is important to specify that we consider here multiple-valued logic 

over the field of complex numbers [3, 4]. While in traditional multiple-valued logic its 

values are encoded by the integers from the set { }0,1,..., 1K k= − , in the one over 

the field of complex numbers they are encoded by the kth roots of unity 

{ }0 2 1, , ,..., k
kE ε ε ε ε −= , where 2j i j / ke πε = , 0 ..., 1j , k -= , (i is an imaginary 

unity). A k-valued threshold function 1( ,..., ) : n
n kf x x O E→  (here O  is a set of 

complex numbers located on the unit circle), which presents an input/output mapping 
implemented by the discrete MVN, is represented using n+ 1 complex-valued weights 
as follows 

)()( 1101 nnn xw...xwwPx ..., ,xf +++= , (1) 

where nx ..., ,x1  are the neuron inputs and n  , ...,w,ww 10  are the weights. The 

values of this function are the kth roots of unity: 2j i  j / ke πε = , {0 1,..., 1}j , k -∈ , i is 

an imaginary unity. P is the activation function 

2( )  if 2 arg  2 ( 1) ,i j / kP z =e ,   j / k z  j+ / kπ π π≤ <  (2) 

where j=0, 1, ..., k-1 are values of k-valued logic, nn xw...xwwz +++= 110  is the 

weighted sum, arg z is the argument of the complex number z. It is important to 
mention that function (2), which was introduced in [2], is historically the first known 
complex-valued activation function. Function (2) divides a complex plane into k equal 
sectors and maps the whole complex plane into a set of kth roots of unity (see Fig. 1). 
The continuous MVN has been presented in [5]. The continuous case corresponds to 
k → ∞ in (2). If the number of sectors k → ∞  (see Fig. 1), then the angular size of 
a sector tends to 0. Hence, an activation function in this case becomes simply a 

projection of the weighted sum 0 1 1 n nz w w x ... w x= + + +  onto the unit circle: 

 ( ) exp(  (arg )) / | |iArg zP z i z e z z= = = , (3) 

where z is the weighted sum, Arg z is a main value of its argument (phase) and |z| is 
the absolute value of the complex number z. Activation function (3) is illustrated in 
Fig. 2. It maps the whole complex plane into the unit circle. 
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( )( ) exp 2 /P z j i kπ= ⋅  

Fig. 1. Geometrical interpretation of the 
discrete MVN activation function 

 

Fig. 2. Geometrical interpretation of the 
continuous MVN activation function 

3   Generalized Learning Rules for Complex-Valued Neurons 

3.1   Generalized Hebbian Learning 

Hebbian learning for MVN has never been studied in detail. It was just slightly 
outlined in [1] and [8], but its mechanism was not discussed. Moreover, Hebbian 
learning for a complex-valued neuron whose inputs and outputs are arbitrary complex 
numbers was not yet considered at all.  

The mechanism of the Hebbian learning for a complex-valued neuron is the same 
as the one for the classical threshold neuron and as it was described by D. Hebb in his 
seminal book [10]. This is the mechanism of the association.  

Let us consider the Hebbian learning rule for a complex-valued neuron whose 
inputs and outputs are arbitrary complex numbers except 0. Let us have a learning set 
containing N n-dimensional learning samples 

. Let ( )1f ,...,
T

Nf f=  be an N-

dimensional vector-column of the desired outputs. Let 1,..., nx x  be N-dimensional 

vectors-columns of all the inputs ( )1 2, ,..., ; 1,...,
TN

r r r rx x x r n= =x . Let 

( ) ( ) ( )( )1 1 11 2, ,..., ; 1,...,
T

N
r r r rx x x r n

− − −
= =x% . Let also ( )0 1,1,...,1

T=x . Then 

the generalized Hebbian learning rule for finding the weights 1,..., nw w  for a 

complex-valued neuron is as follows.  

1 ,..., ; \ 0 ; 1,..., ;j j j
n ix x x j NC

i 

0 

1 

k-2 Z 

J-

J J+1 

k-1 
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( )( 11
1

1

( 1)i iw f x
n

−
=

+
Particularly, for MVN wh
generalized Hebbian rule (4

( ) ( ) (
1

,
1i iw

n n
= =

+
f x

where “bar” is a symbol of 

(4) when i kx E∈  or ix ∈

and ( ) 1
; 1,...,i ix x i n

−= =
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2 ... ; 0,...,N

i N if x f x i n
− −
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1 2

1
... , 0,...,

1
N

i i N if x f x f x i n
n

+ + + =
+

, 

complex conjugation. Equation (5) is easily obtained fr

; 1,...,O i n=  because in such a case 1; 1,...ix i= =

n . 

 

(b)  

N weights using the Hebbian rule (5) for the two neuron inp
le: the weight is equal to the product of the desired output and

the following examples. Let k=4 in the discrete M
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4

ii e πε= = is 
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d MVN output is i, while its two inputs are i and 

to (5) 0 1 1 1

1 1 1 1
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3 3 3 3
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3
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(4) 

the 

(5) 

rom 

., n  

 

puts 
d the

VN 
are 

an 

ider 

-1, 

and 

is 

i= . 



 Multi-V

Thus, the weight 1w  pass t

the input 2x  passing it to th

In Fig. 3b, the desired

respectively. According 

2 1 2

1 1 1

3 3 3
w f x i i= = ⋅ =

according to (2) the neuro

“rotate” the inputs 1x  and 

Fig. 4 presents how the
neuron whose inputs and ou
activation function is linear

In Fig. 4a, the desired 
respectively. According to (

0 1 1

1 4 1
4 1 ;

3 3 3
w i i w f= ⋅ = =

The weighted sum and the o

In Fig. 4b, the desired 
respectively. According to (

0 1 1

1 4 1
4 1 ;

3 3 3
w i i w f= ⋅ = =

The weighted sum and the o

Thus in all examples, t
guarantee that the actual ne

(a)  

Fig. 4 Calculation of the weig
and outputs using the generaliz

Valued Neurons: Hebbian and Error-Correction Learning 

the input 1x  to the output, while the weight 2w  “rotat

he output. 
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to (5) 0 1 1 1

1 1 1 1
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3 3 3 3
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. The weighted sum is 
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When there are more learning samples in the learning set, the Hebbian learning 
rule usually does not lead to a weighting vector, which implements the corresponding 
input/output mapping. However, the learning algorithm, which is based on the error-
correction learning rule, converges much faster when the learning process starts from 
this (Hebbian) vector than when it starts from a random vector. 

3.2   Generalized Error-Correction Learning 

There are several approaches to the MVN learning. MVN learning algorithm, which 
was most comprehensively presented in [4], is based on the error-correction learning 
rule. It is identical for both discrete and continuous neurons. The most important 
property of MVN learning is that it is derivative-free. Let D be the desired neuron 
output and Y be the actual one. Then D Yδ = −  is the error, which determines the 
adjustment of the weights performing as follows 

( ) ( )
1 1

0 0 ;  ;  1,...,
1 1

r r r rr r
i i i

C C
w w w w x i n

n n
δ δ+ += + = + =

+ +
, (6) 

where ix  is the ith input complex-conjugated, n is the number of neuron inputs, δ is 

the neuron’s error, r is the number of the learning iteration, r
iw  is the current ith 

weight (to be corrected), 1r
iw +  is the following ith weight (after correction), Cr is the 

learning rate (it may always be equal to 1). 
Let us now again consider a complex-valued neuron whose inputs and output are 

arbitrary complex numbers (except 0). For simplicity, but without loss of generality, 
we may consider that the activation function of this neuron is identical (equals the 

weighted sum 0 1 1 n nz w w x ... w x= + + + ). It is important that in the error-

correction learning rule (6) the adjusting term, which is added to the ith weight to 

correct it, contains a factor ix . Let us generalize rule (6) for a complex-valued neuron 

whose inputs and output are arbitrary complex numbers (except 0): 

( ) ( )
1 1 1

0 0 ;  ;  1,...,
1 1

r r r rr r
i i i

C C
w w w w x i n

n n
δ δ+ + −= + = + =

+ +
. (7) 

Let us show that if the weights are corrected according to the generalized error-
correction rule (7), then the updated neuron output is equal exactly to the desired 
value. Let D be the desired neuron output and Y be the actual one. Then D Yδ = −  
is the error. Let us use (7) to adjust the weights: 

0 1 1

1 1
0 1 1 1

0 1 1

1 times
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1 1 1
...

1 1 1

1 1
... ... .

1 1

n n

n n n

n n

z
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n n n

w w x w x z Y D
n n

δ δ δ

δ δ δ δ

− −
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= + + + =
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(8) 
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Thus, a single learning step with the modified error-correction rule makes it 
possible to reach the desired output immediately. Equation (8) shows that after the 
weights are corrected, the weighted sum is changed exactly by δ , that is by the error. 

Since MVN inputs 1,..., nx x  are located on the unit circle ( i kx E∈  or 

; 1,...,ix O i n∈ = ), then 1; 1,...,ix i n= =  and ( ) 1
; 1,...,i ix x i n

−= = , and 

taking this into account we can easily conclude that the MVN learning rule (6) 
follows from the generalized error-correction learning rule (7).  

 

 

(a) Distribution of the weighted sums with the 

Hebbian weighting vector  
(b) Iteration 1 

 

Fig. 5. Movement of the weighted sum z after the correction of the weights according to (6) 
starting from the Hebbian weighting vector 

 
Let us illustrate how the error-correction learning can follow the Hebbian one. Let 

us consider the input/output mapping described by the function 

( ) ( )max 1 2 1 2, max ,f x x x x=  for k=3. Evidently, ( )0 2 2 2 2 2, , , , , , , ,
T

ε ε ε ε ε ε ε ε ε=f . 

Let us find the Hebbian weights for . According to (5) we obtain the 

following Hebbian weighting vector  

. This weighting vector does not implement the function ( )max 1 2,f x x . 

Distribution of the weighted sums with the weighting vector  is shown in Fig. 5a. 

The outputs for five learning samples out of nine (samples 2, 4, 6, 8, 9) are incorrect. 
However, they can easily be corrected using the learning algorithm based on the 
error-correction rule (6). After just a single learning iteration the actual outputs for all 
the learning samples coincide with the desired outputs (see Fig. 5b). If the same 
learning process starts from the random weights, more than a single iteration is 
always needed to complete it. 

( )max 1 2,f x x

( 0.11 0.06 ,0.167 0.032 ,0.167HW i i= − + −

)0.032i−

HW
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Abstract. While in traditional classification an instance of the data
set is only associated with one class, in multi-label classification this in-
stance can be associated with more than one class or label. Examples
of applications in this growing area are text categorization, functional
genomics and association of semantic information to audio or video con-
tent. One way to address these applications is the Problem Transfor-
mation methodology that transforms the multi-label problem into one
single-label classification problem, in order to apply traditional classifi-
cation methods. The aim of this contribution is to test the performance of
CO2RBFN, a cooperative-competitive evolutionary model for the design
of RBFNs, in a multi-label environment, using the problem transfor-
mation methodology. The results obtained by CO2RBFN, and by other
classical data mining methods, show that no algorithm outperforms the
other on all the data.

Keywords: Multi-label Classification, RBFNs, Problem Transforma-
tion.

1 Introduction

Recently, applications where an instance of the data set is associated with several
labels or classes have been growing. For example in text categorization, each
document can be classified as belonging to different predefined topics, such as
education and health, a movie may belong to the classes action and thriller, or
a song can be categorized as rock and pop. These data sets are called multi-label
data sets and the related classification task is called multi-label classification
[11][3].

The first applications [11] in this area dealt with text categorization problems
but other examples are: functional genomics, semantic association of images,
scene classification, medical diagnosis or directed marketing.

The different approaches that address multi-label classification can be catego-
rized into two groups: Problem Transformation and Algorithm Adaptation. The
first group of algorithms transforms the multi-label problem into one single-label
classification problem. In the second group, classical algorithms are adapted to
handle multi-label data directly.
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Radial Basis Function Networks (RBFNs) are one of the most important
Artificial Neural Network (ANN) paradigms in the machine learning field. An
RBFN is a feed-forward ANN with a single layer of hidden units, called radial
basis functions (RBFs) [1]. The overall efficiency of RBFNs has been proved in
many areas [2] like pattern classification, function approximation and time series
prediction.

An important paradigm for RBFN design is Evolutionary Computation [6].
There are different proposals in this area with different scheme representa-
tions: Pittsburgh [8], where each individual is a whole RBFN, and cooperative-
competitive [12], where an individual represents a single RBF.

Authors have developed an algorithm for the cooperative-competitive design
of Radial Basis Functions Networks, CO2RBFN [10], that has been successfully
used in classical and imbalanced classification.

The purpose of the present paper is to test CO2RBFN in multi-label classifi-
cation, exploring this field. For this initial approach and based on the first group
of techniques mentioned, multi-label data sets are transformed into single-label
data sets. The results obtained are compared with other traditional techniques
in data mining.

The text is organized as follows. In Section 2, multi-label classification and
the solutions provided for it in the specialized bibliography are described. The
cooperative-competitive evolutionary model for the design of RBFNs applied to
classification problems, CO2RBFN, is described in Section 3. The analysis of the
experiments and the conclusions are shown in Sections 4 and 5.

2 Multi-label Classification

Classification is one of the most important applications of data mining. In a
classification environment, a mapping from an input space Xn to a finite set of
classes L with L = {l1, l2, ..., lk}, must be established. Considering a training set
D with p patterns or instances:

D = {(xu, lu)|xu ∈ Xn, lu ∈ L, u = 1, . . . , p} (1)

where xu is the feature vector and lu is the class it belongs to. When |L| = 2
the classifier is binary. If |L| > 2 a multi-class classifier is needed. In any case,
each instance is only associated with one of the classes.

However, there is an important number of problems where each instance can
be simultaneously associated with a subset of classes or labels Y ⊆ L. These
problems are known as multi-label classification problems. Even binary classifi-
cation and multi-class classification can be seen as special cases of multi-label
problems where the number of labels assigned to each instance is 1.

As mentioned previously, there are two main ways to address multi-label clas-
sification problems [11]: Problem Transformation and Algorithm Adaptation ap-
proaches. With the problem transformation (algorithm independent) method,
the original problem is transformed into a set of single-label problems. The most
popular of these transformations are:



Testing CO2RBFN in Multi-label Data Sets 43

– Label powerset (LP): This method considers as a single label the subset of la-
bels associated with each instance of the data set. Drawbacks of this method
include the fact that the data set obtained can contain a large number of
classes, and some of these classes can be associated with a limited number
of examples.

– Binary relevance (BR): This method, based on the one-against-all tech-
niques, creates a new data set for each label of the original data set. Thus,
for example, in the i− th data set, each instance associated with the label i
is labelled as positive and the other instances are labelled as negative. As a
drawback, this method may not be capable of handling correlations between
labels.

Despite their possible drawbacks, BR and LP can achieve reasonably good
results and we will use them in our experimentation.

On the other hand, algorithm adaptation approaches modify existing algo-
rithms to manage multi-label data. For example, ML-kNN [15], a modification
of the well-known kNN algorithm, uses prior and posterior probabilities for the
frequency of labels within the k nearest neighbours, in order to determine the
label set of a test instance. In [4] the C4.5 algorithm was adapted by modifying
the calculation of its formula of entropy in order to manage multi-label data.
BP-MLL [16] introduces a new error function, in the Back-propagation algo-
rithm, in order to take into account multiple labels. A modification of the SVM
algorithm that minimizes the ranking loss measure is proposed in [5]. ML-RBF
[14] uses a clustering-based analysis for each label in order to place the neurons
of the net, and there is an output in the RBFN for each label.

3 CO2RBFN: An Evolutionary Cooperative-Competitive
Hybrid Algorithm for RBFN Design

CO2RBFN [10] is an evolutionary cooperative-competitive hybrid algorithm for
the design of RBFNs. In this algorithm each individual of the population repre-
sents, with a real representation, an RBF and the entire population is responsible
for the final solution.

The individuals cooperate towards a definitive solution, but they must also
compete for survival. In this environment, in which the solution depends on the
behaviour of many components, the fitness of each individual is known as credit
assignment.

In order to measure the credit assignment of an individual, three factors have
been proposed: the RBF contribution to the network output, the error in the
basis function radius, and the degree of overlapping among RBFs.

The application of the operators is determined by a Fuzzy Rule-Based System.
The inputs of this system are the three parameters used for credit assignment
and the outputs are the operators’ application probability.

The main steps of CO2RBFN, explained in the following subsections, are
shown in the pseudocode, in Algorithm 1. For a wider explanation of the algo-
rithm see reference [10].
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Algorithm 1. Main steps of CO2RBFN
1. Initialize RBFN

2. Train RBFN

3. Evaluate RBFs

4. Apply operators to RBFs

5. Substitute the eliminated RBFs

6. Select the best RBFs

7. If the stop condition is not verified go to step 2

RBFN initialization. To define the initial network a specified number m of
neurons (i.e. the size of population) is considered. The center of each RBF is
randomly allocated to a different pattern of the training set. The RBF widths,
di, will be set to half the average distance between the centres. Finally, the RBF
weights, wij , are set to zero.

RBFN training. The Least Mean Square algorithm [13] is used to calculate
the RBF weights.

RBF evaluation. A credit assignment mechanism is required in order to eval-
uate the role of each RBF φi in the cooperative-competitive environment. For
an RBF, three parameters, ai ,ei ,oi are defined:

– The contribution, ai, of the RBF φi, is determined by considering the weight,
wi, and the number of patterns of the training set inside its width, pii:

ai =
{

|wi| if pii > q
|wi| ∗ (pii/q) otherwise

(2)

where q is the average of the pii values minus the standard deviation of the
pii values.

– The error measure, ei, for each RBF φi, is obtained by counting the wrongly
classified patterns inside its radius:

ei =
pibci

pii
(3)

where pibci and pii are the number of wrongly classified patterns and the
number of all patterns inside the RBF width respectively.

– The overlapping of the RBF φi and the other RBFs is quantified by using
the parameter oi. This parameter is computed by taking into account the
fitness sharing methodology [6], whose aim is to maintain the diversity in
the population.

Applying operators to RBFs. In CO2RBFN four operators have been defined
in order to be applied to the RBFs:

– Operator Remove: eliminates an RBF.
– Operator Random Mutation: modifies the centre and width of an RBF in a

random quantity.
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– Operator Biased Mutation: modifies, using local information, the RBF trying
to locate it in the centre of the cluster of the represented class.

– Operator Null: in this case all the parameters of the RBF are maintained.

The operators are applied to the whole population of RBFs. The probability
for choosing an operator is determined by means of a Mandani-type fuzzy rule
based system [9] which represents expert knowledge about the operator applica-
tion in order to obtain a simple and accurate RBFN. The inputs of this system
are parameters ai, ei and oi used for defining the credit assignment of the RBF
φi. These inputs are considered as linguistic variables vai, vei and voi. The out-
puts, premove, prm, pbm and pnull, represent the probability of applying Remove,
Random Mutation, Biased Mutation and Null operators, respectively. Table 1
shows the rule base used to relate the antecedents and consequents described.

Table 1. Fuzzy rule base representing expert knowledge in the design of RBFNs

Antecedents Consequents Antecedents Consequents
va ve vo premove prm pbm pnull va ve vo premove prm pbm pnull

R1 L M-H M-H L L R6 H M-H M-H L L
R2 M M-L M-H M-L M-L R7 L L M-H M-H M-H
R3 H L M-H M-H M-H R8 M M-L M-H M-L M-L
R4 L L M-H M-H M-H R9 H M-H M-H L L
R5 M M-L M-H M-L M-L

Introduction of new RBFs. In this step, the eliminated RBFs are substituted
by new RBFs. The new RBF is located in the centre of the area with maximum
error or in a randomly chosen pattern with a probability of 0.5 respectively.

Replacement strategy. The replacement scheme determines which new RBFs
(obtained before the mutation) will be included in the new population. To do
so, the role of the mutated RBF in the net is compared with the original one
to determine the RBF with the best behaviour in order to include it in the
population.

4 Experimentation

The objective of this paper is to test our present evolutionary cooperative-
competitive algorithm for RBFN design, CO2RBFN, in the new multi-label
classification field while taking into account other typical data mining meth-
ods. With the conclusions obtained we can draw lines for future development.

With this purpose in mind, we have used the multi-label data mining software
and repository Mulan (http://mulan.sourceforge.net/index.html). In this site
you can find different multi-label methods, tools and data sets as well as the
possibility of using classical Weka learning methods [7].
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In order to test CO2RBFN the data sets Emotions and Scene have been
chosen. In Emotions a piece of music must be classified in more than one class
and in Scene an image may belong to multiple semantic classes. Emotions has
593 instances, 72 numeric attributes and 6 labels. Scene has 2407 instances, 294
numeric attributes and 6 labels. As a first conclusion the high dimensionality of
the multi-label data sets must be highlighted.

Typical data-mining methods have been chosen for comparisons, specifically:
C4.5, KNN, Naive Bayes, MLP, PART, RBFN and SVM. Their implementations
and references can be found in Weka [7]. These methods have been run with the
parameters recommended by their authors. For CO2RBFN the iterations of the
main loop have been established to 100 and the number of neurons in the range
between 10 and 20. These parameter values have been heuristically chosen.

To run CO2RBFN and the other classical data mining techniques with the
above data sets, we use the problem transformation methodology and concretely
the popular Binary Relevance and Label Powerset techniques. In this way, both
Emotions and Scene have been transformed with BR and LP.

General experimentation parameters, set up in MULAN, are ten-fold cross
validation (90% for training data set, 10% for test data set) and three repetitions
for obtaining the means values of the tables of test results. The measures used
in the results are the ones returned by Mulan software and are described in [11].
For the measure Hamming Loss the lower the value the better, and for the other
the higher the value, the better. The best result appears in bold.

In Table 2 the average test results for BR transformation and the two data
sets are shown. Table 3 shows the results for the LP transformation.

Table 2. Average test results with Binary Relevance transformation

Data set Emotion

C4.5 CO2RBFN KNN MLP Naive Bayes PART RBFN SVM

Hamming Loss 0.247 0.204 0.235 0.215 0.252 0.257 0.229 0.244
Subset Accuracy 0.184 0.270 0.268 0.270 0.206 0.157 0.213 0.180
Example-Based Recall 0.599 0.612 0.626 0.646 0.773 0.614 0.630 0.441
Example-Based Accuracy 0.462 0.514 0.514 0.525 0.529 0.456 0.494 0.391

Data set Scene

C4.5 CO2RBFN KNN MLP Naive Bayes PART RBFN SVM

Hamming Loss 0.137 0.141 0.111 0.100 0.242 0.119 0.139 0.126
Subset Accuracy 0.427 0.365 0.629 0.566 0.169 0.477 0.369 0.306
Example-Based Recall 0.634 0.457 0.693 0.706 0.858 0.668 0.484 0.325
Example-Based Accuracy 0.535 0.419 0.674 0.647 0.453 0.578 0.437 0.323

As can be observed, from the tables of results there is no one a method that
outperforms the others, neither for BR transformation nor for the LP trans-
formation. CO2RBFN achieves its best results for the Emotions data set (in-
dependently of the transformation used), outperforming the other methods in
four measures. For the BR transformation of Scene, CO2RBFN achieves results
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Table 3. Average test results with Label Powerset transformation

Data set Emotions

C4.5 CO2RBFN KNN MLP Naive Bayes PART RBFN SVM

Hamming Loss 0.277 0.243 0.235 0.234 0.233 0.293 0.217 0.281
Subset Accuracy 0.207 0.301 0.268 0.278 0.268 0.209 0.298 0.271
Example-Based Recall 0.541 0.653 0.626 0.630 0.630 0.526 0.647 0.595
Example-Based Accuracy 0.438 0.522 0.514 0.518 0.512 0.424 0.542 0.473

Data set Scene

C4.5 CO2RBFN KNN MLP Naive Bayes PART RBFN SVM

Hamming Loss 0.144 0.186 0.111 0.114 0.137 0.139 0.116 0.095
Subset Accuracy 0.547 0.427 0.629 0.641 0.537 0.563 0.621 0.688
Example-Based Recall 0.609 0.454 0.693 0.701 0.678 0.626 0.677 0.720
Example-Based Accuracy 0.589 0.454 0.674 0.684 0.615 0.605 0.662 0.720

similar to other methods. The worst results for CO2RBFN are for the LP trans-
formation of Scene. It must be highlighted the right accuracy achieved by the
other RBFN design method and therefore the good behaviour of the RBFN
models in multi-label classification tasks. In any case, CO2RBFN is the method
with more best results (bold) in individual measures, along with SVM.

In summary, when transformations are applied to multi-label data sets in
order to solve the associated classification problem, no algorithm outperforms
the other on all the data.

5 Conclusions

In many real classification data sets, instances can be associated to more than one
class. These data sets are called multi-label data sets. Examples of related appli-
cations are text categorization and association of semantic information to audio
or video content. We can distinguish two ways to solve a multi-label problem:
Problem Transformation and Algorithm Adaptation. With the first approach
the original data set is transformed into single-label data-sets in order to apply
traditional classification methods. The other method involves adapting classical
algorithms in order to manage multi-label data.

In this paper a first approach to multi-label classification, CO2RBFN, a
cooperative-competitive evolutionary model for the design of RBFNs, is tested
with multi-label data sets. The results of CO2RBFN, and other data mining
methods chosen for comparison, show that no algorithm outperforms the other
on all the data. This behaviour may be due to the drawbacks described for trans-
formation problem methods or to the intrinsic characteristics of the multi-label
data sets.

As a future line of research we propose an in-deep analysis of the multi-label
problem in order to carry out our developments, taking into account characteris-
tics such as high dimensionality, correlations among labels and the interpretabil-
ity of the results obtained.
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Abstract. Spectral methods allow the estimation of the firing frequency
in the activity of a single neuron. However, transient periods, changes
in the neuron firing frequency or even changes in the neuron activity
regime (rest, tonic firing or spiking) due to different inputs or to the
presence of neurotransmitters are not well detected by means of these
methods due to the fact that frequency and time are not commutable
operators. Some other methods have been developed to deal with local
transients, for example the localized Fourier transform or the Wigner dis-
tribution. Unfortunately these localized methods need fine tuning to find
an adequate working resolution and the resulting coefficients are hard to
interpret. In this work we propose the use of the tomographic transforms
to detect and characterize transient components in the behaviour of a
single neuron.

1 Introduction

Most neurobiological signals are rhythmic in nature and, therefore, spectral
methods, such as the Fourier Transform, have been very useful for the pro-
cessing of many types of biological signals and, in particular, for the analysis
of neuronal activity. However, spectral methods does not perform well for non-
stationary signals or transient time-varying signals. This is the case of signals
produced by neuron action potentials where many signal properties can vary
in time. For example, it is well known that neurons in a tonic spiking regime
can increase or decrease its firing rate or go to a quiet state depending on the
input received by other neurons. Furthermore, CA1 and CA3 neurons of the
hippocampus can switch from a bursting behaviour to a tonic spiking behaviour
in the presence of several neurotranssmitters and neuromodulators [1].

This change in the regime of the neuron behaviour cannot be detected by
the use of Fourier transform as this transform only provides perfect information
about the frequency content of the signal but no about transient behaviour of
the signal. Wavelet transforms have also been used for the analysis of neuronal
activity, for example for the detection of multiple encoding rhythms in a network
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of connected neurons [2]. Wavelet transforms (or in general any time-resolution
transform) provide accurate information about the transient resolution content
of the signal, as wavelet basis are located in both time and resolution. Unfor-
tunately wavelets basis are no well located in frequency and, therefore, wavelet
transforms does not provide information about transient frequency components.

Several time-frequency transforms for component detection have been pro-
posed in the bibliography, for example the Cohen’s Class [3] obtained as a con-
volution with the Wigner distribution. In general this is the method followed
by most authors [4,5,6] and the identification of signal transient components is
done by looking for amplitude concentrations in the time–frequency plane. The
drawback for the use of these methods is that they present negative terms, cross
terms or, in general, they do not behave correctly in the marginal time and
frequency components or present many artifacts even selecting clever kernels or
filtering operations. These are some consequences of the fact that time and fre-
quency are non-commuting operators, making impossible the existence of joint
probability distributions on the time-frequency plane.

A recently proposed family of transforms, named the tomographic transform
[10], uses a different approach to obtain a representation of the signal in the
time-frequency plane. The idea of tomography is to decompose the signal by
using the eigenfunctions of linear combinations of operators, for example, time
and frequency, time and resolution or time and conformal operator. Even when
this transform does not provide a joint probability distribution in the plane
determined by the two operators, it fulfills the condition that the sum of the
squares of the projection on the eigenfunctions has the same norm than the
signal, providing so an exact probabilistic interpretation. This approach has
been used for the analysis of reflectometry data [7,8].

In this paper we propose the use of the tomographic transform for the detec-
tion of transient components in the activity of a single neuron.

2 Tomograms for Signal Analysis

In this work we will focus in the analysis of neuronal signals considering a linear
funcional operator named the time–frequency operator B(μ, ν) defined in the
following way:

B(μ, ν) = μt + νω = μt + νi
∂

∂t
(1)

where t is the time operator and ω is the frequency operator. This linear combi-
nation of operators produces a new linear operator obtained by the interpolation
between two linear operators, the time operator and the frequency operator.

From a given operator the transform of a signal s(t) can be defined:

MB
s (X, μ, ν) =

∫
s∗(t)δ(B(μ, ν) −X)s(t)dt (2)



Single Neuron Transient Activity Detection by Means of Tomography 51

where, for a normalized signal s and for each pair of values (μ, ν) MB
s (X, μ, ν)

provides a probability distribution on the variable X corresponding to the cor-
responding time–frequency operator B(μ, ν).

Using the previously defined operators B(μ, ν) and their unitary exponen-
tiations U(μ, ν) = exp(iB(μ, ν)) a complete description of the time–frequency
operator can be obtained [10] and an explicit expression for the tomogram may
be found at [11]. In this paper we will consider the pair (μ, ν) as coming from
a single parameter θ of the form (μ, ν) = (cos θ, sin θ), θ ∈ [0, π

2 ]. Thus, this
transform (the Radon transform, actually) interpolates betwwen time (θ = 0)
and frequency (θ = π

2 ).
Following these ideas, a family of distributions Ms(x, θ) is defined for a signal

s(t), t ∈ [0, T ], by

Ms(x, θ) =
∣∣∣∣
∫

s(t)Ψθ,T
x (t)dt

∣∣∣∣
2

(3)

with

Ψθ,T
x (t) =

1√
T

exp
(
−i cos θ

2 sin θ
t2 +

ix

sin θ
t

)
(4)

Notice that the Ψθ,T
x (t) are generalized eigenfunctions for any value x of the

operator U(θ). In fact, this observation is true for other kind of tomogram op-
erators like the time-resolution operator or the time-conformal operator and it
allows to obtain the distributions for these operators as the eigenfunctions of the
given operator. Observe also that for θ = π

2 we obtain the usual Fourier basis. In
θ = 0 this eigenfunctions are not well defined, and this case requires an special
study, see [11].

Now we select a set of xn such that the set Ψθ,T
xn

(t) is orthonormal. This is
possible considering the set

xn =
2nπ

T
sin(θ) (5)

Now we consider the projection of the signal s(t) over the basis Ψθ,T
xn

(t) as

cθ
xn

(s) =
∫

s(t)Ψθ,T
xn

(t)dt (6)

The original signal s(t) can now be recovered from the tomogram coefficients
cθ
xn

by the sum

s(t) =
∑

n

cθ
xn

Ψθ,T
x (t) (7)

For denoising or component selection, only a restricted set Fn of the whole set
of coefficients can be considered. In this case the reconstructed signal becomes

sk(t) =
∑

n∈Fn

cθ
xn

Ψθ,T
x (t) (8)
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3 Examples

In this section we discuss the method presented in the previous section in two
particular neuronal signals. The first example shows that the tomographic trans-
form is able to disentangle a signal that alternates a rhythmic pattern with a
resting state. In the second example we analyze a signal with several rhythmic
patterns present at different time intervals.

Both signals are generated by a phenomenological neuronal model presented in
[9]. This model is implemented as a two-variable coupled map and presents most
of the characteristics of the behaviour of real neurons such as, tonic spiking,
bursting or subthreshold oscillations with a minimal computational consump-
tion. The model also provides an accurate response to external current injection
or coupling with other neurons.

3.1 Single Rhythmic Pattern

Here we consider a neuronal signal x(t) generated by a phenomenological model.
The values of the parameters for this neuron are (see [9]) L = .01, B = .15,
C = .3, D = .9, R = 3.0, S = .0001, H0 = .01, K0 = .29, T 0 = .75, H1 = .14,
K1 = .02, T 1 = .4. and E = 0.0 and the signal runs for 20000 time steps. In
time intervals [0 : 4000], [8000 : 12000] and [16000 : 20000] the neuron receives
a constant external input with value σ = .07 that induces the neuron to a tonic
spiking state with a characteristic rhythmic pattern. In intervals [4000 : 8000]
and [12000 : 16000] no external input is present (σ = .0) resulting in a resting
state. The neuron output is presented in figure 1.
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Fig. 1. Neuronal signal with silent and tonic spiking transient activity components

In figure 2, the most significant values of the spectrogram and the tomogram
of the previous signal are depicted.
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Fig. 2. Spectrogram (top) and Tomogram (bottom) of a neural signal with spiking and
silent regimes

The spectrogram presents a clear single high significant value at the Fourier
coefficient n = 126. If we consider that the signal runs for a second it means
that the signal is mainly composed by a single 126Hz frequency, as expected the
spectrogram does not indicate the presence of several transitory components in
the signal. In the lower part of figure 2 the tomogram presented in the previous
section for angle θ = π

3 is shown. In this plot three clear relevant values are
present at coefficients n = 129, n = 145 and n = 159 that indicates the presence
of three transient components of the same or a very similar frequency content.
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3.2 Different Rhythmic Patterns

In this section we inject to the neuron model an external input of value σ = .007
at time intervals [4000 : 8000] and [12000 : 16000] resulting in a signal with two
rhythmic regimes. A fast regime when a higher external input is present and a
slow regime when low external input is present. The neuron output is presented
in figure 3.
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Fig. 3. Neuronal signal with several transient tonic spiking rhythmic patterns

In this case, the spectrogram (see top of figure 4) shows again a very significant
value at the coefficient n = 124. A second significant lower frequency value
appears now at coefficient n = 70 indicating so that a second 70Hz frequency
component is present at the signal. This value corresponds to the slow spiking
rhythm. On the other hand, the tomogram (see bottom of figure 4) shows three
components of high frequency similar to the ones in the previous example but it
also shows the two additional low frequency components that correspond with
the two low spiking rhythms at time intervals [4000 : 8000] and [12000 : 16000].

In both experiments the selected value of the parameter of the tomogram
transform θ = π

3 is not critical. Any value of θ in the interval (π
2 , π

4 ) produces a
similar result.

4 Conclusions

Here we have applied the tomographic transform to find transient components
in a neural signal. The method seems quite robust to disentangle components
of similar frequency present at different time intervals and to detect different
transitory rhythmic patterns present in the signal. This method could not only
be useful to detect signal components localized in time, it can be also used as
filtering tool by just preserving the most significant values of the tomographic
transform, in a similar way as in the Fourier transform but with the advantage
of preserving time information.
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Fig. 4. Spectrogram (top) and Tomogram (bottom) of a neural signal with two rhyth-
mic patterns
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Abstract. A correct estimate of the probability density function of an
unknown stochatic process is a preliminary step of utmost importance
for any subsequent elaboration stages, such as modelling and classifica-
tion. Traditional approaches are based on the preliminary choice of a
mathematical model of the function and subsequent fitting on its pa-
rameters. Therefore some a-priori knowledge and/or assumptions on the
phenomenon under consideration are required. Here an alternative ap-
proach is presented, which does not require any assumption on the avail-
able data, but extracts the probability density function from the output
of a neural network, that is trained with a suitable database including
the original data and some ad hoc created data with known distribu-
tion. This approach has been tested on a synthetic and on an industrial
dataset and the obtained results are presented and discussed.

Keywords: probability density function, weighted radial basis function
networks, industrial databases.

1 Introduction

The probability density function (PDF) in statistics identifies the probability
of occurrence of each possible value of a random variable, if it is discrete, or
the probability of the value falling within a particular interval, if the variable
is continuous [1]. If the considered random variable is derived from a unknown
stochastic process, its PDF is not available and must be estimated. The first step
of the PDF estimate consists in the selection of its generic mathematical expres-
sion among a quite large varieties of known options (often referred as “families”).
Afterwards, suitable values of the parameters characterising the particular shape
of such function must be selected. When the PDF is totally unknown and poor a-
priori knowledge on the phenomenon under consideration is available, the above
operations must be iterated several times for different mathematical formula-
tions of the PDF and finally and assessment of goodness of fit must be pursued
through some specific tests, which aim at understanding how reasonable is the
assumption that the available dataset comes from the selected PDFs once the
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associated parameters have been suitably choosen. The whole above-described
procedure is commonly referred as Distribution fitting.

When coping whith data coming from real word applications, PDF estimate
and distribution fitting are often the first necessary step for the development of
any kind of model for any kind of application such as classification, clustering,
prediction, etc... Application of distribution fitting can be found in a wide variety
of different fields, such as economy [2], engineering [3] and natural sciences [4].

The approach proposed here is totally different, as it exploits the capability of
Weighted Radial Basis Function (WRBF) [5] Neural Networks (NN) to fit any
kind of function and does not require any predefined parametric mathematical
formula to express the generic form of the PDF.

2 Theoretical Background

Given a continuous scalar random variable x, its Probability Density Function
(PDF) is a function p(x) ≥ 0 for all x such that, given and intervall I = [a, b],
the integral

∫ a

b
p(x)dx expresses the probability that x ∈ I. The extension of

such definition to vector random variables x is straightforward.
The most commonly adopted PDF (e.g. Normal, Chi-square, Dagum, Log-

Logistic, etc..) are parametric functions, namely they have a mathematical for-
mulation in the form p(x|θ1, θ2, . . . , θk), where θ1, θ2, . . . , θk are k constant
parameters. Given a set x1, . . . , xn of n independent identically distributed ob-
servations sampled from a continuous random variable x, the estimate of the
PDF is composed of the following two operations:

– the choiche of the particular mathematical model, which is normally made
by exploiting some a-priori knowledge on the process under consideration
and/or on the flexibility and generality of the selected models;

– the selection of the particular set of parameters which allows the final PDF
to best fit the available data. Such selection is performed by solving an opti-
mization problem on θi where a pre-defined performance index is maximized;

One of the most widely used methods for searching the parameters of a PDF
that match at best a set of observations is the Maximum Likelihood Estimation
(MLE) [6]. The so-called Likelihood Function (LF) is defined as:

L(x1, . . . , xn|θ1, θ2, . . . , θk) =
n∏

i=1

p(xi|θ1, θ2, . . . , θk)

and the MLEs of the parameters are calculated by maximizing L or its natu-
ral logarithm Λ = ln L (which is often easier) by simultaneously solving the k
equations ∂Λ

∂θj
= 0, (j = 1, 2, . . . , k). The best estimate of a distribution param-

eters is thus defined to be the one that maximizes the probability of obtaining
the observed data. The complexity of the above-described system of equations
depends on the adopted PDF and may be non-trivial: specialized software for
numerical resolution may be required and, if this is the case, the obtained MLE
may be sensible to the choice of the starting values.
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3 Distribution Fitting Based on Neural Networks

We propose here an innovative technique to estimation of PDF based on the
intrinsical properties of NN to solve optimization and minimization problems.

We start from a given set S of Q points Xq = [xq
1, x

q
2, ...x

q
N ] ∈ S; ∀q ∈ [1, Q]

whose statistical distribution p(X) : RN → [0, 1] has to be found. We suppose
that p(X) is continuous and “sufficiently” smooth to be approximated by an
appropriate NN f(X; Θ) ≈ p(X) where Θ is the vector of the free parameters
of the NN (namely, its weights, centers and biases). The problem is therefore to
find the best Θ such as to reduce the approximation error between f(X; Θ) and
p(X). In our case, we decide to minimize the RMS error:

E =
√∑

q

(f(Xq; Θ)− p(Xq))2 (1)

Unfortunately, the real probability distribution of data p(X) is unknown,
otherwise minimizing (1) would be a trivial NN training. We therefore propose
the following training algorithm to train the NN to approximate as much as
possible the unknown p(X). The algorithm is organized in five steps:

1. Establish the universe set U of points for the data set S, for instance by
finding the extreme values for each component of all patterns Xp, namely:
li = minq∈[1,Q]{xq

i } and ui = maxq∈[1,Q]{xq
i } such that:

S ⊂ U = [l1, u1]× [l2, u2]× . . .× [lN , uN ] (2)

2. Create a training set by associating to each point of S a unitary target value

tq = 1; ∀q ∈ [1, Q] (3)

3. Augment the training set by generating as many points as are the points
in the given data set S, namely Q additional points XR

q for ∀q ∈ [Q +
1, 2Q] The new points shall be generated randomly within the universe set
U with a given reference statistical distribution pR(X). The shape of the
reference distribution is in theory immaterial, although some distribution
may in practice offer better performance, as will be discussed later on. At this
stage, one can use, for instance, either a uniform or a gaussian distribution.

4. Associate to each additional point in the training set a target value:

tq = 0; ∀q ∈ [Q + 1, 2Q] (4)

5. Train the NN with the augmented training set using any training algorithm
based on the minimization of the RMS error as defined above (e.g. any delta
rule).

For each small region R ⊂ U containing at least a few patterns, the NN sees Q1

patterns Xq ∈ R associated to tq = 1 and a Q2 patterns Xq
R ∈ R associated to

tq = 0. The mathematically expected number of patterns is respectively:

Q1 = Q

∫
X∈R

p(X)dx1dx2 . . . dxN ; Q2 = Q

∫
X∈R

pR(X)dx1dx2 . . . dxN (5)



60 L. Reyneri, V. Colla, and M. Vannucci

If both p(X) and pR(X) are continuous and smooth, i.e. they are sufficiently
constant in R, the two counts can be approximated as, respectively:

Q1≈Q · p(X) ·
∫

X∈R
dx1dx2 . . . dxN Q2≈Q · pR(X) ·

∫
X∈R

dx1dx2 . . . dxN (6)

The NN y(Xq; Θ) is alternatively trained towards targets tq = 1 and tq = 0
and the training rule tends to minimize the RMS cost function:

E =
√∑

q

(y(Xq; Θ) − tq)2 (7)

which is known to have a minimum when y(Xq; Θ) coincides with the average
value of the targets:

y(X ; Θ) ≈ tq(X) =
Q1

Q1 + Q2
(8)

as there are Q1 (respectively Q2) targets equal to 1 (respectively 0).
By combining formulae (6) and (8) and simplifying, we get that, once trained,

the NN output approximates:

y(X) ≈ p(X)
p(X) + pR(X)

(9)

from which the p(X) can be obtained, as the pR(X) is known apriori:

p(X) ≈ pR(X)
y(X)

1 − y(X)
(10)

Thus, training the NN with the purposedly augmented data set produces a neural
function y(X) from which the unknown PDF p(X) can be inferred, by using an
intermediate arbitrary PDF pR(X).

Despite formula (10) shows that the unknown p(X) can be inferred from any
arbitrary reference distribution pR(X), a sensitivity analysis on formula (10)
proves that the approximation error is minimized when p(X) ≈ pR(X), which
corresponds to y(X) ≈ 0.5. There is therefore an optimal pR(X) ≈ p(X) which
reduces approximation error to the minimum, although it is obvious that this
cannot be used apriori, as p(X) is supposed to be unknown.

It is yet possible to use the following successive approximation strategy:

1. generate Q additional patterns with a uniform distribution pR(X);
2. train the NN as described in previous section. Once the NN is trained, infer

a first rough estimate of p′(X) ≈ p(X) as from formula (10);
3. remove the Q additional patterns introduced at the first step and substitute

them with as many patterns but having a distribution p′(X). In practice, one
can repeatedly generate a new random pattern Xq, with uniform distribution,
and accept it into the training set with a probability p′(Xq); repeat until
exactly Q patterns have been added;



Estimate of a Probability Density Function through Neural Networks 61

4. train again a second NN, while keeping the first one as the reference dis-
tribution pR(X) = p′(X). After training, a better estimate for the un-
known distribution of input data can be obtained by appropriately modifying
formula (10):

p′′(X) ≈ p′(X)
y(X)

1− y(X)
(11)

5. if desired, repeat this operation once more, for a better approximation.

4 Numerical Results

The NN-based approach that is described in Sec.3 has been tested to estimate
the PDF of two different series of data: the former database has been ad-hoc
created and consists of 1100 bidimensional data, while the second one derives
from an industrial application and consists of 3500 monodimensional data. In
the following, a subsection is devoted to each test.

In order to test the goodness of the distribution fitting, the Mean Absolute
Error (MAE) has been adopted as performance index. The MAE [7] is a generic
measure of the disagreement between any kind of predictive model and the actual
values of the predicted variable. Here the MAE is the average of the absolute
values of the differences between the estimated values f̂(Xi) of the PDF and its
corresponding real values f(Xi) on a predetermined set of N points:

MAE =
1
N

N∑
i=1

|f̂(Xi)− f(Xi)| (12)

In the case of the sinthetic dataset of the first test the real PDF is known, thus
f(Xi) can be the values of the real PDF on a predetermined regular grid of
points. In the second test, which is more realistic because the actual PDF is not
known, the MAE is employed to compute error between the histogram calculated
on the observed data and the predicted PDF evaluated in the bin points. The
number of bins is calculated by means of the Sturges’ formula k = �log2 n + 1�
where n is the number of samples in the dataset [8].

4.1 Test on a Synthetic Database

The first database is composed of 2 joint subsets of bidimensional points formed
by 2 independent random components drawn from a normal distribution. The
first data subset is formed by 1000 samples with average μ1 = [3 0 ]T and

diagonal covariance matrix Σ1 =
[

1 0
0 2

]
, while the second one is composed of

100 data with average μ2 = [−3 −3 ]T and diagonal covariance matrix Σ2 =[
1 0
0 0.5

]
. The overall sinthetic database is therefore composed of 1100 data.

A two layered WRBF network has been adopted with 2 gaussian neurons in
the hidden layer and 1 neuron in the output linear layer. According to Sec.3, the
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network training database is composed of 2200 data; the last 1100 data derive
from a known distribution p′(X), in this case a normal distribution centred in

the origin of the axes with covariance matrix Σr =
[
5 0
0 5

]
.

The initial values of the weight of the neurons in the hidden layer of the
network are set to 1, the centers are randomly initialised and the thresholds
initial values are null. As far as the output layer is concerned, the initial vaule of
the weight is unitary, while the center and the threshold values are initially null.
The network has been trained for 1000 epochs with a standard backpropagation
algorithm. The PDF that is is obtained through eq.(10) is shown in Fig.1.a.
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Fig. 1. a) Estimated PDF of the synthetic data obtained through the NN approach;
b) Hystogram of the industrial database and the different estimates of the PDF

As a term of comparison, the MLE procedure has also been applied to the
above-described problem by adopting as a mathematical model the following
function, arising by the composition of two bi-variate normal distributions:

p(X) = A
1

2π|Σ1|
e−

1
2 (X−μ1)T Σ1

−1(X−μ1) + B
1

2π|Σ2|
e−

1
2 (X−μ2)T Σ2

−1(X−μ2)

This is a strong assumption, which denotes a considerable a-priori knowledge on
the problem under consideration: the same does not applies to a large variety of
real word applications; however here it is useful to demonstrate the efficiency of
the proposed approach. There are 14 unknown parameters in the PDF above:
for the sake of simplicity, one might assume that the independency of each other
of the two components of X is known (which implies that the two covariance
matrices are diagonal); moreover B = 1 − A. Finally 9 parameters must be
estimated. As a numerical procedure must be adopted to search for the maximum
of the likelyhood function, the results of the MLE procedure strongly depend
on the initial choice of the parameter values: in general, the mean vectors μ1

and μ2 are fitted better than the two covariance matrices. For instance, for the
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available synthetic dataset after several attempts, the following best MLEs of
the distribution parameters have been found: Â = 0.9087, μ̂1 = [3.00 0.06 ]T ,

Σ̂1 =
[
1.31 0
0 1.99

]
, μ̂2 = [−2.84 −3.17 ]T and Σ̂2 =

[
1.40 0
0 0.59

]
.

The MAE of the PDFs estimated through NN and MLE with respect to the
actual PDF have been evaluated on a regular grid of 30× 30 points where both
components of x lie in the range [−5, 5]. The MAE related to the PDF estimated
through the approach proposed here is equal to 0.0028 while the MAE for the
MDF estimated via MLE is equal to 0.0035. In relative terms, the NN-based
approach improves the PDF estimate of 20%. This result is even more relevant if
one considers that for MLE-based approach some quite strong assumptions have
been exploited and a careful choice of the initial point for the search procedure
has been made, while no assumptions are required for the NN-based approach
and no special initialisation procedure is applied to the NN.

4.2 Test on an Industrial Application

The proposed approach has been tested also on real data related to particular
surface defects in the production of metal objects. In this application defects are
detected by dedicated inspection systems and subsequantly classified through
sophisticated image processing techniques. Usually a report is associated to each
product, where the number of defects belonging to each particular defect class
is recorded. An excessive increase in the number and/or gravity of some defects
is considered as an indication of malfunctioning or, at least, of the need for
maintenance operations. Therefore, an accurate knowledge of the distribution of
each class of defects (namely the PDF associated to the number of defects per
single product) is useful for the analysis of the overall qualitative trend of the
production, for the implementation of techniques related to the statistical control
of the process as well as for product classification and eventual destination.

A database composed of 3500 data have been processed, which contains the
number of defects n that belong to a particular cathegory per product: such
number lies between Nmin = 5 and Nmax = 40. Also in this case, a two layered
WRBF network has been adopted with 5 gaussian neurons in the hidden layer
and 1 neuron in the output linear layer. The network training database is com-
posed of 7000 samples, where the last 3500 data have been randomly generated
and derive from a known distribution pR(n), in this case a normal distribution
centred on η = Nmin+Nmax

2 with standard deviation σ = Nmax − Nmin. The
same initialisation procedure of the test described in Sec.4.1 has been adopted.

Figure 1.b compares the hystogram obtained from the real data, the PDF that
is estimated through the NN-based approach and some widely adopted PDF
whose parameters are estimated through MLE. Table 1 quantifies through the
MAE the goodness of fit of the different estimated PDFs: the NN-based estimate
shows the best fit of the hystogram extracted from the real data. Moreover, it
must be underlined that the NN-based approach does not need the contruction
of the hystogram itself.
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Table 1. MAE of the different estimates of the PDF for the industrial database

PDF type Formula MAE

NN-based - 0.0027

normal f(x) = 1√
2πσ

e
− (x−μ)2

2σ2 0.0086

log-normal f(x) = 1√
2πσx

e
− (log x−μ)2

2σ2 0.0035

Rayleigh f(x) = x
b2

e
− x2

2b2 0.0156

Weibull f(x) = ba−bxb−1e−(
x
a )

b

0.0111

5 Conclusions and Future Work

A NN-based appproach has been presented for the estimation of the PDF of an
unknown stochastic process, which does not require neither an a-priori choiche
of a mathematical model nor the elaboration of the data hystogram, but only
the computation of the variability range of each components of available data
samples. Noticeably, the proposed algorithm is also capable of finding if the
available data are clustered or not, as, in case of clustered data, the estimated
PDF turns out to be multimodal. The proposed method have been tested on two
dataset and the results shows that it is capable to outperform a standard MLE-
based approach. In the future, further tests will be performed on other dataset
coming from real word applications and the performance will be compared also
to other literature approaches.
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Abstract. In this paper, we propose a control strategy for a nonholonomic robot 
which is based on using the learning process of an Adaptive Neural Fuzzy 
Inference System (ANFIS). The proposed neuro-controller allows the robot 
track a desired reference trajectory. After a short reminder about Adaptive 
Neural Fuzzy Inference System, we describe the control strategy which is used 
on our virtual nonholonomic robot. And finally, we give the simulations' results 
where the robot have to pass into a narrow path as well as the first validation 
results concerning the implementation of the proposed concepts on real robot. 

Keywords: Neuro-Fuzzy, Learning process, Nonholonomic robot, Controller, 
Real-Time. 

1   Introduction and Problem Stating 

The wheeled robots constitute a major class of robots used in a wide range of 
applications (as transportation, logistic and warehouse applications, security and 
military applications, etc…). 

Most of the control approaches concerning this kind of robots are based on 
asymptotic stabilization with the feedback controls. Different methods have been used 
to reduce or to transform the nonlinear kinematics issued equations into a linear 
approximation system. The approach proposed by Samson in 1995 transforms the 
nonlinear system into a chained system with the feedback control to solve the path-
following problem [1]. Several authors have addressed the problem of tracking 
admissible trajectory by applying dynamic feedback linearization techniques ([2] to 
[5]). In [6] Morin and Samon are certainly the firsts to address the problem of 
tracking arbitrary trajectories (i.e., not necessarily for the controlled robot) based on 
the conception of transverse functions. And in [7], Barfoot and Clark propose a 
feedback control law inheriting strong robustness properties associated with stable 
linear systems. However, the above-mentioned approach yields slow convergence, 
making it quite inappropriate for real-time applications. 

This short overview emphasizes the fact that all proposed approaches are based on 
a kinematical modeling and most of them have a slow convergence. Their main 
drawback is related to the fact that they have been designed for specific usage and 
could not always be generalized. The difficulties are inherent to the nonlinear nature 
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of the robot’s dynamics which is sensitive as well to the given trajectory’s shape as to 
the applicative context (e.g. the nature of the robot, the nature of ground, etc…).  

An alternative solution to the kinematical modeling is to use “Machine Learning” 
based approaches ([8] to [11]). In this paper, we propose a new approach based on 
using the learning process of an Adaptive Neural Fuzzy Inference System (ANFIS) 
[11]. This approach may be decomposed in two parts: the first one allows rotting an 
arbitrary (e.g. given) path into several trajectories (characterized as “desired 
trajectories”), and the second is composed of two ANFIS controllers (one controlling 
the position and the other the orientation). In fact, the suggested ANFIS based control 
approach doesn’t depend on kinematics issues, and although in the present work it is 
applied for nonholomic robot’s control, the concept may be generalized as a global 
control strategy to another kind of wheeled robots.  

The paper is organized in six sections. In the next section, we introduce the 
Adaptive Neural Fuzzy Inference System. In the third section, we give the 
kinematical model of the nonholonomic robot in order to state the control parameters, 
describing how we can control the wheeled robot with ANFIS. In section 4, we 
present the suggested control strategy. Simulations' and validation's results are shown 
in the fifth section. We give the simulations' results where the robot have to pass into 
a narrow path as well as the first validation results concerning the implementation of 
the proposed concepts on real robot. At last, we get some brief conclusions. 

2   Brief Overview of Adaptive Neuro-Fuzzy Inference System  

The main advantage of a Fuzzy Inference Systems is that they allow dealing with 
linguistic rules, making such systems appropriate to design control strategy where it is 
difficult to use the mathematical modeling. However, its main disadvantage is that it 
needs knowledge of an expert. It also needs a relatively long time to get the accurate 
membership functions. Neural network based approaches, or more generally adaptive 
systems based on learning process, can overcome this disadvantage improving the 
basic fuzzy inference system. ANFIS, combining neural networks and fuzzy inference 
systems, is a class of such adaptive fuzzy inference systems. In this section, we briefly 
remind the ANFIS architecture initially proposed by Jang in 1995 [8]. 

Let us assume a control system with m inputs X1, X2, ..., Xm and one output Y; let 
suppose n linguistic rules, where each rule Ri, where { }ni ,,2,1∈  is the index of the 

rule, can be expressed as relation (1). 
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Aij is a fuzzy set for i-th rule and j-th input and wi is a real number that represents a 
consequent part. In the present case, the membership function is defined as a Gaussian 
function, given by equation (2). The output of the issued neural-fuzzy network is 
given by equations (2), where 

imijiii
u μμμμ

21
= . Now, let us define the set of 

parameters [ ]
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zzzz ,,= , supposed to be adapted during the neural based 

minimization process, where ( )
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= . Let us also introduce the function F(z , t), a quadratic 

function defined by equation (3), to be minimized during the aforementioned process, 
where t is the current time, Y(t) is the output of the neural fuzzy network and Yd(t) is 
the desired output. 

( ) ( ) ( ) ( )( )222, tYtYwithftzF d

YY
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In 1995, Godjevac show that if F(z , t) is defined as it has been stated-above, then it 
is possible to use an iterative procedure to update the above-defined parameters in 
order to minimize the function F(z , t) [9]. 

3   Nonholonomic Robot’s Dynamics 

Generally, the control of wheeled robots is performed by a follow of reference path 
and supposes to measure both the position and orientation with respect to a fixed 
frame. Let us consider a given trajectory C in the reference frame, and a point P 
attached to the robot chassis, at the mid-distance of the wheels, as illustrated in Fig.1. 
The state of the robot can be described by a triplet as ( )θ,, yxP , in which x and y are 

the robot’s current coordinates, measured in the reference frame. θ is the angle formed 
by the robot's motion direction and the x-axis. For an unicycle-type mobile robot, the 
goal of the control strategy is to compute the velocities of each wheel in order to 
make the robot follow a given (e.g. desired) path. The given trajectory can be 
expressed as a time-dependent function ( ) ( ) ( )( )ttytxP ddd θ,, , where ( )tdθ  

represents of the trajectory's curvature at each step time t, ( )txd is the desired x-axis 

coordinate and ( )tyd is the desired y-axis coordinate of the robot.  

The kinematical modeling of this wheeled robot (i.e. unicycle-type mobile robot) 
may be represented by the set of equations (4), where Vx and Vy represent the 
instantaneous horizontal and vertical velocities of the point P located at mid-distance 
of the actuated wheels respectively; V is the intensity of the longitudinal velocity and 
Ω the angular velocity of the robot [11]. Ωleft and Ωright are the angular velocity of the 
“left” and “right” wheels, respectively, r is the wheels’ radius and l is the distance 
between the two wheels. However, in the case of nonholonomic robots complying 
with the kinematical model, represented by equations (4), the achievement of the 
aforementioned goal is not a trivial problem because of nonlinear nature of the robot’s 
dynamics sensitive as well to the given trajectory’s shape as to the environment. 



68 T. Wang et al. 

 

Fig. 1. Robot's coordinates described by a triplet as P(x , y, θ) 
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4   Proposed Control Strategy and Related Architecture 

The proposed approach includes two neuro-controllers (one controlling the position 
and the other the orientation), allowing to track the desired trajectories. The goal of 
the two neural networks is to control the velocity of each wheel in order to minimize 
the position error, defined as the error between robot’s current position and the 
desired position ( ( ) ( )txtx d

x
−=ε and ( ) ( )tyty d

y
−=ε ), and the orientation error, 

defined as the error between the robot’s current orientation and the desired orientation 
( ( ) ( )tt dθθεθ −= ). 

The orientation control allows the robot to rotate in order to follow the target angle. 
Consequently, the related ANFIS based controller requires one input ( ( ) θθ ε=tX ) 

which is the aforementioned orientation error and one output 
( ( ) ( ) ( ) ( )ttttY lefright Ω−Ω=ΔΩ=θ

) defined as an angular velocities difference. 

( )trightΩ  and ( )tleftΩ  represent right wheel’s and left wheel’s current angular velocities, 

respectively. According to the Section 2, at each time step (e.g. iteration), the 
parameters ( )θθθθ

niw
wwwz ,,,,

1
=  are updated in order to minimize the function 

( ) ( ) ( )( )2
tttF dθθθ −= .  

The position ANFIS based controller requires two inputs ( ( )
xPx

tX ε= and 

( )
yPy

tX ε= ) which are defined on the basis of the position error and one output 

( ( ) ( ) ( )tttY lefright
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Ω=Ω= ) which is also defined as an angular velocity. In the same 

way, at each iteration, the parameters ( )P
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The trajectory’s control strategy combines the above-described orientation's and 
position's ANFIS based controllers. Fig.2 gives the bloc-diagram of the suggested 
control strategy. In this case, the angular velocities of two wheels are given by the set 
of two equations (5). ( )tright

P
Ω  and ( )tleft

P
Ω  are obtained from the position controller, 

and ΩΔ  is obtained from the orientation controller. 

 

( ) ( ) ( ) ( ) ΩΔ+Ω=ΩΩ=Ω ttandtt left

P

leftright

P

right  (5) 

 

 

Fig. 2. Bloc-diagram of the trajectory’s ANFIS based control strategy, including an 
orientation’s dedicated neuron controller and a position’s devoted neuron-controller 

It is pertinent to note that in the most of already proposed neuro-controllers, the 
control task is performed in “generalization” phase (after accomplishing the training 
phase). In our approach, the trajectory’s control (orientation and position control) is 
performed by adjusting (updating) the set of parameters z, minimizing the function 
F(z , t). In other words, our control strategy uses the “learning” process (e.g. training 
phase) to control the robot’s wheels. This way of doing may be interpreted as a kind 
of “reflexive” artificial cognitive mechanism (by opposition to “conscious” cognitive 
mechanism – see [12]) regulating the robot’s rolling organs (wheels).  

5   Implementation and Validation Results 

5.1   Case Study and Simulation Results 

The case study concerns the control of a wheeled robot moving from an initial 
position to a final (e.g. goal) position by passing a narrow path, according to a 
predefined trajectory. Fig.3 shows the case study’s frame where, starting from the 
point “A”, the robot is supposed to reach the point “C” (final position) accordingly to 
the indicated trajectory. As shows Fig.3, the proposed example may be decomposed 
into three parts: firstly the robot moves from the point A toward the obstacles, 
secondly the robot follows a circle trajectory, and finally the robot goes towards the 
final position. The three above-mentioned parts could be characterized as follow: 
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• During the first part, the robot moves from initial position A to the obstacle with 
position's control only (the orientation remains unchanged). In this part, robot 
follows the vertical line ( ) 3.0=tx d  without the orientation control 

( ( ) 0=tdθ ). ( ) ( ) ytyty dd Δ+−= 1  where, yΔ  is chosen according to both 

length L and duration T of the path’s accomplishment.  

• During the second part, firstly the robot turn around itself from ( ) 0=tdθ  to 

( ) 180−=tdθ  and secondly the robot use trajectory control to follow a 

circular arc. Finally, the robot rotates from ( ) 270−=tdθ  to ( ) 0=tdθ . 

• In the last part, as in the first part, the robot follows a vertical line ( ( ) 0.0=tx d ) 

and passes the narrow path toward the final position (point “C”). 

 

1. The robot:
follows a vertical line 

3. The robot:
follows a vertical line 

)(1 tPd

)(2 tPd

)(3 tPd

B

Initial position 

CFinal position 

obstacl
e

obstacl
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2. The robot:

- turns around itself (from 180° to 0°) 
- follows a circular arc 
- turnsaround itself (from 90° to 180° 

A
 

Fig. 3. Description of the “case study” frame and the desired (e.g. planed trajectory) 

 
(a) 

 
(b) 

Fig. 4. Accomplished (dot line) and desired (continue line) positions (a) and orientation (b) 
relative to the three sub-trajectories defining the case study example  
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Part-II 

Part-III 
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Simulation have been performed by using Webots software 
(www.cyberbotics.com) simulating a virtual robot within the above described case 
study’s frame. The controller has been designed under MatLab software platform 
(www.mathworks.com). Fig.4 (Fig.4-a and Fig.4-b) shows the position and 
orientation of the robot during the simulation, respectively.  

5.2   Implementation on Real Robot 

The used robot is the robot kheperaIII with the korebotLE module (http://www.k-
team.com) and “dsPIC 30F5011” microprocessor (managing all robot’s devices 
through a I2C communication), equipped with two motors associated with 
incremental encoders, 9 infrared sensors and five ultrasonic sensors. In addition, this 
robot offers the possibility to connect a KoreBot board allowing increasing the 
computational abilities. 
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Fig. 5. Robot accomplishing a curvilinear trajectory, shaped in a 60-by-60 cm2 2-D frame (left 
pictures) and number of iterations versus the robot’s speed for the same trajectory (right)  

The above-presented control strategy has been designed using c language and 
implemented on the KoreBot. Both orientation (e.g. rotation) and position of the robot 
are computed by using an odometer based process. Experimental validations have 
been realized considering different kinds of trajectories (linear, circular, curvilinear, 
etc…). Fig.5 gives an example of experimental validation’s results on accomplishing 
a curvilinear trajectory (a nonlinear trajectory where the robot’s position and 
orientation change nonlinearly.), shaped in a 60-by-60 cm2 2-D frame. The starting 
point is (x = 0 , y = 0 , θ = 0°) and the final destination is located at (x = 60 , y = 60 , 
θ = +90°). As shows this figure through the 9 photographs, the robot follows correctly 
the desired trajectory. As it could be seen from the Fig.5, the considered trajectory is 
of same kind as accomplished in the “Part II” of the Fig.3, confirming the effective 
implementation of the proposed ANFIS based concept. On the other hand the right 
diagram of Fig.5 shows the weak number of iterations needed to reach the goal. These 
experimental results also demonstrate the effectiveness of the described neural 
architecture in satisfying the frame of real-time control requirements.  
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6   Conclusion 

We have proposed a control strategy for nonholonomic robot based on Adaptive 
Neural Fuzzy Inference System. We have presented results relative to the control of a 
robot aiming to avoid an obstacle. The obtained results show the viability of the 
proposed machine-learning based approach in controlling as well the robot's position 
as its orientation. The first interest of our approach is that it is independent from the 
robot’s kinematical model. The second interest is that it offers the possibility to 
design multi-level control, where the path planning and the trajectory computing are 
separated.  Finally, contrary to other neuron-controller, the proposed approach uses 
the training process (continuously) to perform the control. This way of doing may be 
interpreted as kind of “unconscious” artificial cognitive mechanism where the 
“knowledge” (e.g. learning) based process operates in a “reflexive” way regulating 
the robot’s rolling organs (wheels).  

Further works will focus the generalization of such multi-level control strategy to 
the control of a robot's formation (e.g. a group of several Khepera III robots). 
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Abstract. Attacks against computer systems are becoming more complex, mak-
ing it necessary to develop new security systems continually, such as Intrusion 
Detection Systems (IDS) which provide security for computer systems by  
distinguishing between hostile and non-hostile activity. With the aim of mini-
mizing the number of wrong decisions of a misuse (signature-based) IDS, an 
optimization strategy for automatic rule generation is presented. This optimizer 
is a Pareto-based multi-objective evolutionary algorithm included within a net-
work IDS, which has been evaluated using a benchmark dataset. The results  
obtained show the advantages of using this multi-objective approach.  

Keywords: computer security, network intrusion detection system, signature 
detection, Snort, evolutionary multi-objective optimization.  

1   Introduction 

An intrusion can be defined as the actions that attempt to compromise the integrity, 
confidentiality or availability of a resource [1]. An intrusion detection system (IDS) is 
a software designed to monitor the system with the aim of detecting and alerting 
about any hostile activity in a computer or network of computers. 

A typical classification of IDS is based on whether they use a signature detection 
or anomaly detection paradigm. The majority of IDS are based on signature detection, 
which consists of analyzing the network traffic looking for patterns that match a li-
brary of known signatures. These signatures are composed of several elements that 
allow the traffic to be identified. One of the most popular open-source IDS that use 
signature detection is Snort [2], which uses a database of previous known attacks in 
its operation. The main advantage of this type of IDS is that they provide high detec-
tion accuracy with few false positives, but with the disadvantage that they are not able 
to detect new attacks other than those previously stored in the database. Some IDS 
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that use this strategy are Snort [2], Network Security Monitor [3], Network Intrusion 
Detection [4], etc. On the other hand, anomaly detection IDS have the ability to detect 
new attacks, but at the cost of increasing the number of false positives. In an initial 
phase the anomaly-based IDS is trained in order to obtain a normal profile of activity 
in the system. The incoming traffic is then processed in order to detect variations in 
comparison with the normal activity, in which case it will be considered as a suspi-
cious activity. In previous work we have implemented an anomaly pre-processor that 
extends the functionality of Snort IDS, making it a hybrid IDS [5]. 

The aim of the paper is to extend the functionalities of a well-known IDS (Snort) 
by allowing the automatic generation of signatures (rules) to detect anomalous traffic. 
In particular, a Pareto-based multi-objective evolutionary algorithm (MOEA) is pre-
sented within the detection engine of Snort which will optimize the rule generation 
with the aim of minimizing two different objectives: non-detected hostile traffic and 
the non-hostile traffic erroneously considered as hostile. This MOEA, named MOEA-
Snort, is included within the detection engine module and is designed to optimize the 
rules responsible for detecting new attacks.  

2   General Operation of Signature-Based Network IDS 

The general operation of signature-based network IDS (NIDS) consist of capturing 
packets from the network traffic (TCP, UDP, etc.) which are compared against a set 
of signatures (rules) of previous attacks to determine whether or not the traffic is 
considered anomalous. Thus, the IDS should determine if this traffic is normal or 
anomalous, which involves four different possible situations: 

• True positive. Right, the IDS detects hostile traffic. 
• False positive. Wrong, the IDS erroneously considers non-hostile traffic as an at-

tack.  
• True negative. Right, the IDS does not detect hostile traffic because it does not 

exist. 
• False negative. Wrong, the IDS erroneously accepts hostile traffic.  

As commented above, Snort [2] is a signature-based NIDS that allows the status of 
a network to be monitored analyzing the network traffic in order to detect any intru-
sion attempt. Snort implements a detection engine that can register, warn about, and 
respond to any attack previously stored in a database. Snort is available under GPL 
and runs under Windows and GNU/Linux. It is one of the most widely used IDS, and 
has a large number of predefined signatures which are continuously updated. As  
Figure 1 shows, the basic elements of its architecture are: the module of capture of 
traffic, which allows all the network packets to be captured; the decoder, which is 
responsible for creating data structures with the packets and identifying the network 
protocols; the pre-processors, which allow the system functionalities to be extended; 
the detection engine, which analyzes the packets according to the signatures; the file 
of signatures where the known attacks are defined for their detection; the detection 
plug-ins, which allow the functionality of the detection engine to be modified; and 
finally, the output plug-ins for determining which, how and where the alerts are saved 
(e.g. text file, database).  
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Fig. 1. Internal Scheme of Snort 

3   MOEA-Snort: A New MOEA for Automatic Rule Generation  

Evolutionary Algorithms (EA) [6] are optimization methods inspired by the principles 
of natural evolution that have been successfully applied to a large number of complex 
real optimization problems. An evolutionary algorithms works by maintaining a popu-
lation of solutions which evolves during a number of iterations by applying certain 
operators, such as selection, mutation and crossover. A multi-objective evolutionary 
algorithm (MOEA) is an EA that simultaneously optimizes several objectives. Most 
efficient MOEA used the Pareto-optimization concept [7], which, instead of giving a 
scalar value to each solution, establishes  relationships between solutions according to 
Pareto-dominance relations. 

As commented above, the main disadvantage of signature detection IDS is the im-
possibility of detecting new attacks other than those previously stored in the database. 
Therefore, it would be advisable to extend the capability of the signature detection 
module in order to allow the automatic generation of rules that simultaneously mini-
mize the number of false positives and false negatives. Recently, some authors have 
proposed using MOEA-based approaches for IDS [8,9]. The practical advantage of 
Pareto-based optimization algorithms is that they obtain not one, but a set (front) of 
non-dominated solutions, which can be used in a subsequent phase by the decision 
maker to select one of the solutions according to particular criteria. In the automatic 
rule generation of intrusion detection systems, this selection process can be carried 
out according to the number of false positives (non-hostile traffic considered as an 
attack), and false negatives (hostile traffic not detected). For instance, if the IDS were 
located in a financial institution it would be critical to reduce the number of non-
detected attacks, i.e. solutions with fewer false negatives should be selected.  

This paper proposes using a Pareto-based MOEA, named MOEA-Snort, which will 
be included within the detection engine module (see Figure 1) and is designed to 
optimize the rules responsible for detecting new attacks. The general scheme of this 
multi-objective evolutionary algorithm is shown in Figure 2. 
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Fig. 2. MOEA-Snort: general operation 

The general structure of MOEA-Snort is based on initializing a population of solu-
tions (individuals) that evolve until the stop condition is fulfilled. Each individual is 
composed of a certain number of signatures (rules). In Snort, a signature is composed 
of the header (source address, destination address, ports, etc.) and its options (pay-
load, metadata, etc.). The most important part of a signature is the payload that is the 
part of a package that identifies it. Therefore, MOEA-Snort will be responsible for 
updating the database of signatures in runtime according to incoming traffic. This task 
is performed using several operators that have been designed to improve rules dy-
namically with the aim of improving their ability to detect anomalous incoming traf-
fic, and therefore reducing the number of false positives and false negatives. These 
operators are described in the Table 1 taking into account the following notation: RI* 
and RJ* are the sets of rules of the individuals I and J (respectively), RIj and RIk rep-
resent two existing rules of individual I, RIw and RIx

 
represent new rules generated in 

individual I, and p(RIj) represents the payload of rule RIj. 
In each iteration, the individuals are evaluated according to Pareto-dominance rela-

tionships, and the best solutions are continually stored. A selection routine is invoked 
in order to determine the best individuals and rules within each individual. Further-
more, with the aim of improving the quality of the signatures, a set of operators is 
applied in order to improve them. When the stop condition is fulfilled, the best solu-
tion (single aggregate mode) or set of non-dominated solutions (Pareto-optimization) 
is returned. MOEA-Snort applies a backtracking procedure consisting of recovering 
the best solutions previously found whenever the quality of the solutions has not im-
proved in the last T iterations (T is named the backtracking rate). The stop condition 
depends on the optimization mode. If single aggregate objective function is used, the 
stop condition is that the best obtained solution does not improve during the last 50 
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iterations, while if Pareto-optimization is used, the stop condition is that the archive of 
non-dominated solutions (ND) is not updated in the last 50 iterations. Therefore, 
MOEA-Snort is based on using the concept of Pareto-optimization where two fitness 
functions, representing the number of false negatives and false positives, respectively, 
are optimized, and a set of non-dominated solutions as a representative sample of the 
Pareto-optimal set. 

Table 1. Operators 

Operator Definition 

Division. The payload is divided into two 
parts ranging from 40% to 60% each one 

p(RIw) reductionleft [p(RIj),r] 
p(RIx) reductionright [p(RIj), length[p(RIw)]] 
(0.4*length[p(RIj)]≤ r ≤0.6*length[p(RIj)]) 

Elimination. A bad rule is removed from an 
individual in order to reduce the number of 
rules 

RI*  RI* − RIj 

Inclusion. A good rule is removed if its 
payload is included in the payload of an-
other good rule 

if {p(RIj) ⊆  p(RIk)} then remove(RIj),  j≠k 

Migration. A good rule is migrated from one 
individual to another one 

RI*  copy[RI*, RJj] 

Reduction on the left. The first r bits of the 
payload are removed 

p(RIj)  reductionleft [p(RIj),r] 

Reduction on the right. The last r bits of the 
payload are removed 

p(RIj)  reductionright [p(RIj),r] 

Union. The payloads of two good randomly 
selected rules are combined, and a new rule 
(w) is then generated 

p(RIw)  union[p(RIj), p(RIk)], j≠k 

4   Results and Discussion 

The performance of MOEA-Snort first has been tested in the test network DARPA 
project [10] and then tested on the network at the University of Almeria obtaining in 
both cases the same results. The traffic of DARPA 1999 dataset has been used, which 
is free of attacks, in combination with a total of 173 attacks (on web servers and ftp) 
that are inserted into this traffic. For example, the attack Wu-Ftpd File Globbing Heap 
Corruption Vulnerability [11] has been inserted with the aim that MOEA-Snort cre-
ates the signature that could recognize this new attack. Obviously, this attack is un-
known for MOEA-Snort.  

When applying heuristic methods to optimization problems it is advisable to per-
form a sensitivity analysis, i.e. to determine to what extent the output of the model 
depends upon the inputs. In the following, two of the parameters used by MOEA-
Snort have been analyzed: the population size and the backtracking rate. The popula-
tion size has been set to 3, 5 and 10 individuals, while the backtracking rate has been 
set to 5 and 20 iterations. Figure 3 shows the non-dominated fronts obtained in the 
different executions of MOEA-Snort.  
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Fig. 3. Non-dominated fronts obtained using different population size and backtracking rate 

Although the quality of the non-dominated fronts can be observed graphically, it is 
suitable to use performance measures to determine the relative quality of the fronts. 
The Coverage Rate metric [12] has been adopted in this work in order to compare the 
different executions of MOEA-Snort. Given two sets of solutions, X and X’, the cov-
erage rate function CR (X,X’) expresses the fraction of solutions of X’ that are domi-
nated by the solutions of X. The CR value equal to 1 indicates that all the solutions of 
X dominate the solutions of X’. 

 
Table 2 shows the results obtained when using N=3,5,10 individuals, a parameter 

of backtracking rate equal to T=5,20. The meaning of this table is that the value 
0.3333 in row (N=3; T=20) and column (N=10; T=5) indicates that 33.33% of  

Table 2. Coverage rate of each parametric configuration 

 N=3  
T=5 

N=3  
T=20 

N=5  
T=5 

N=5 
T=20 

N=10  
T=5 

N=10 
T=20 

AVG 

N=3    
T=5 

 0.2000 0.0000 0.0000 0.0000 0.0000 0.0400 

N=3   
T=20 

0.8182  0.1250 0.0000 0.3333 0.0000 0.2553 

N=5   
T=5 

0.5455 0.4000  0.1818 0.1667 0.1250 0.2837 

N=5   
T=20 

1.0000 0.8000 0.7500  0.5000 0.5000 0.7100 

N=10   
T=5 

0.7273 0.8000 0.6250 0.4545  0.3750 0.5963 

N=10  
T=20 

1.0000 1.0000 0.8750 0.6364 0.66667  0.8356 
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solutions obtained when using (N=10; T=5) are dominated by at least one solution of 
the non-dominated front obtained by the execution using (N=3; T=20). If it is ob-
served the last column, which represents the average value of all coverage rates, the 
best result is obtained by (N=10; T=20), dominating 83.56% of the other solutions. 
Thus, it is observed that the higher the population size and the backtracking rate, the 
better the quality of the non-dominated set (ND). 

5   Conclusions 

This paper presents MOEA-Snort, a multi-objective evolutionary algorithm to opti-
mize automatic rule generation in order to detect anomalous traffic not stored in the 
database of attacks. MOEA-Snort uses two optimization modes, a single aggregate 
objective function and Pareto-optimization. When analyzing the traffic related to the 
data set of the DARPA project the results obtained using the single-aggregate objec-
tive function are very affected by the weights used in the objective function. Further-
more, the number of individuals in the population and the backtracking rate have a 
direct effect on the performance of the IDS, increasing the quality of the solutions 
when these values increase. Similar conclusions are obtained when using the Pareto-
based optimization mode, with the additional advantage that it is able to obtain a wide 
set of solutions and so is very useful for the decision maker, while the aggregated 
optimization mode only provides a single solution. In both cases it is observed that the 
higher population size and the backtracking rate, a better quality of the solutions.   
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A Cognitive Approach for Robots’ Vision Using 
Unsupervised Learning and Visual Saliency 
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Abstract. In this work we contribute to development of an online unsupervised 
technique allowing learning of objects from unlabeled images and their detection 
when seen again. We were inspired by early processing stages of human visual 
system and by existing work on human infants learning. We suggest a novel fast 
algorithm for detection of visually salient objects, which is employed to extract 
objects of interest from images for learning. We demonstrate how this can be used 
in along with state-of-the-art object recognition algorithms such as SURF and 
Viola-Jones framework to enable a machine to learn to re-detect previously seen 
objects in new conditions. We provide results of experiments done on a mobile 
robot in common office environment with multiple every-day objects. 

Keywords: unsupervised learning, visual saliency, object recognition. 

1   Introduction 

Over the last five decades, robotics has been and continue to be subject to an ever 
increasing interest and has been the origin of numerous works and realizations. 
However, the performances of existing robots are still far from those of humans. In 
the 21st century, robots will be supposed to share with humans’ living space (and 
vice-versa) and they won’t be any more operated by skilled technicians. In fact, they 
will have to be self-sufficient enough to perform tasks in co-operation with their 
human users, who may have no a-priori technical skills. Consequently, future works 
in the robotic field should focus on the increasing of robots’ autonomous abilities. In 
this context, one of the research interests of our laboratory (LISSI) is to design 
“cognitive” skill for autonomous robots, notably relating humanoid robots. 

The term ‘‘cognition’’, derived from the Latin word ‘‘cognoscere’’, which means 
‘‘to know’’ or ‘‘to recognize’’, refers to the ability for the processing of information 
applying knowledge. If the word ‘‘cognition’’ has been and continues to be used 
within quite a large number of different contexts, we consider in the present paper the 
term ‘‘cognition’’ as human-like functionality (behavior) of humanoid machines 
(robots) and their autonomy. In [1], we proposed a multi-level cognitive machine-
learning based concept for human-like ‘‘artificial’’ walking. In that paper, we define 
two kind of cognitive functions: the ‘‘unconscious cognitive functions’’ (UCF: that 
we identify as ‘‘instinctive’’ cognition level handling reflexive abilities) and 
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‘‘conscious cognitive functions’’ (CCF: that we distinguish as ‘‘intentional’’ 
cognition level handling thought-out abilities). 

This paper focus on another fundamental skill of humanoid robot: a learning 
process based visual perception. The design of perceptual function is a major problem 
in robotics. Fully autonomous robots need perception to navigate in space and 
recognize objects and environment in which they evolve. But the question of how 
humans learn, represent, and recognize objects under a wide variety of viewing 
conditions presents a great challenge to both neurophysiology and cognitive research 
[2]. If we want an intelligent system to learn an unknown object from an unlabeled 
image, a clear need is the ability to select from the overwhelming flow of sensory 
information only the pertinent one. And it appears appropriate to draw inspiration 
from studies on human infants and robots learning by demonstration. Experiments in 
[3] show that it is the explicitness or exaggeration of an action that helps a child to 
understand, what is important in the actual context of learning. It may be generalized, 
that it is the saliency (in terms of motion, colors, etc.) that lets the pertinent 
information “stand-out” from the context [4]. We argue that in this context visual 
saliency may be helpful to enable unsupervised extraction and subsequent learning of 
a previously unknown object by a machine.  

In this work, we present an approach for unsupervised real-time learning of objects 
from unlabeled images, and recognition of those objects when seen again. The visual 
architecture is given in Fig.1 and an overview of our system is summarized on Fig.2. 

Conscious Cognitive 
Visual Functions 

(Conscious Cognitive level) 

Unconscious Cognitive 
Visual Functions 

(Unconscious Cognitive Level)

Unconscious Cognitive 
Level 

Inter-Level 
Channel 

Robot-UCF 
Channel 

Robot-CCF 
Channels 

Conscious 
Cognitive Level 

 

Fig. 1. Bloc diagram of Robot’s visual architecture 

 

Fig. 2. An overview of the entire proposed system. An unknown object is incrementally learned 
and the acquired knowledge is provided to the object detector 
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Our approach is inspired by human vision system and by existing research on 
juvenile human (infants) learning process. The proposed approach extracts, first, 
objects of interest by means of visual saliency that we identify as unconscious 
cognitive visual functions (UCVF), and secondly categorizes those objects using such 
acquired data for learning. We consider this second process as conscious cognitive 
visual functions (CCVF). In order to implement our approach on real robots, we 
propose a fast salient object detection algorithm making use of photometric 
invariants. This serves to gather object samples for learning. To perform the 
recognition in runtime, we use two fast state-of-the-art object recognition methods: 
Speeded Up Robust Features [5] and the Viola-Jones detection framework [6]. To 
demonstrate capabilities of our approach, we apply it to a humanoid robot, enabling it 
to learn new objects in its surroundings without human intervention. 

Section 2 of this paper presents the method of extraction of salient objects. The 
learning procedure is detailed in section 3. Section 4 describes experimental results. 
Conclusion and further work perspectives is presented in section 5. 

2   Salient Object Detection and Extraction 

Visual saliency is described as a perceptual quality that makes a region of image stand 
out relative to its surroundings and to capture attention of the observer [7]. The 
inspiration comes from clinical research on human vision system. In image 
processing, one of the first works to use visual saliency was [8], where Itti et al. use a 
biologically plausible approach based on a center-surround contrast calculation. Other 
common techniques include graph-based random walk, center-surround feature 
distances [9] or multi-scale contrast, center-surround histogram and color spatial 
distribution [10]. In [11] a biologically-motivated saliency detector is used along with 
an unsupervised grouping algorithm to group together images of similar objects. In 
[12] a purely bottom-up system with visual attention is presented, investigating the 
feasibility of unsupervised learning of objects from unlabeled images. Experiments 
are conducted by its authors on still images and on a mobile robot, where the capacity 
to learn landmark objects during navigation in an indoor environment is shown.  

 
(a) 

 
 

(b) 
 
 

(c) 

 

 

Fig. 3. Comparison of salient object detection algorithms: results of Liu et al. [10] (a) and those 
obtained using our approach (b). Results reported in (c) correspond to ground truth (e.g. taking 
into account multiple objects in the scene). 
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Our approach, bears some resemblance to the latter mentioned works (i.e.[11], 
[12]), however, by contrast to them, we demonstrate its capability of real-time 
learning and recognition of generic objects without supervision. In the proposed 
saliency computation algorithm, we are representing colors using a spherical 
interpretation of RGB color space (siRGB further on), with angular parameters (θ, φ) 
and intensity Ψ. This allows us to work with photometric invariants instead of pure 
RGB information. For works dealing with siRGB color space see [13] or [14]. We 
propose a visual saliency detector composed of two parts. One captures saliency in 
terms of colors and the other in frequency domain. Their resulting saliency maps are 
eventually merged together resulting in the final saliency map. Calculation of color 
saliency is done using two features: the intensity saliency and the chromatic saliency. 
With the saliency map computed, we can proceed to splitting it order to extract 
visually salient objects themselves from the image. Several final saliency map 
samples are shown on the bottom row of Fig.3.  

3   Learning and Recognition 

The both process learning and recognition are carried out on-line. When an agent (e.g. 
robot) takes images while it encounters a new object, saliency map of the image is 
calculated and salient objects are extracted and grouped incrementally as new images 
are acquired. Each image is processed into a number of fragments containing salient 
objects. Suppose that the object of interest is most of the time in field of view and the 
viewpoint of camera changes over time, or the object is presented in different 
conditions; we can assume that with increasing number of images acquired the object 
of interest will have high frequency of occurrence with respect to other fragments. 
Objects with too low frequency of occurrence in the sequence are rejected so only the 
important ones are learned (see Fig. 2). The following algorithm describes our 
learning workflow. In the first time, the algorithm classifies each found fragment, and 
in a second time, the learning process is updated (on-line learning). 

 
acquire image 
extract fragments by salient object detector 
for each fragment F 

if(F is classified into one group) 
populate the group by F 

if(F is classified into multiple groups) 
populate by F the closest group by Euclidian distance of 

features 
 if(F is not classified to any group) 
  create a new group and place F inside 
select the most populated group G 
use fragments from G as learning samples for object detection 
algorithm 

3.1   Classifiers  

To preserve the on-line and real time nature of learning, we have to group fragments 
incrementally on a per-image basis with low calculation efforts. For this task we 
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employ a combination of four weak classifiers { }4321 ,,, wwww , each classifying a 

fragment as belonging or not belonging to a certain class. F denotes the currently 
processed fragment, G denotes an instance of the group in question. 
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Chromaticity distribution: the 
3w  (9) classifier separates fragments with clearly 

different chromaticity. It works over 2D normalized histograms of φ  and θ  

component denoted by 
θφG  and 

θφF  respectively with L bins, calculating their 

intersection. We use L = 32 to avoid too sparse histogram and 
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Texture uniformity: the 
4

w  (10) classifier separates fragments, whose texture is too 

different. We use the measure of texture uniformity calculated over the l channel of 
fragment. In (12), ( )

i
zp  where { }1,,2,1,0 −∈ Li  is a normalized histogram of 

l channel of the fragment and L is the number of histogram bins. In experiments, we 
use 32 histogram bins to avoid too sparse histogram and value 
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A fragment belongs to a class if ∏
=

n

i
i

w
1

. A class may be populated only by one 

fragment per image, to prevent overpopulation by repeating patterns from the same 
image. If a fragment is not put into any class, a new one is created for it. If a fragment 
satisfies this equation for multiple classes, it is assigned to the one whose Euclidian 
distance is the smallest in terms of features measured by each classifier (i.e. 

wn
c ).  

3.2   On-Line Learning  

For detection of known objects, any suitable real time recognition algorithm can be 
used. For demonstration of our system, we have employed two recognition 
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algorithms. We will explain basics of their function and how they make use of data 
about objects acquired in form of groups of fragments. Speed-up Robust Features, or 
SURF, described in [5] is a well-established image detector technique based on 
matching interest points on the source image with interest points coming from the 
template. It provides robust detection to partial occlusions and perspective 
deformations. In our case we use the fragments acquired as matching templates. To 
speed-up the matching process, we work with key points pre-extracted from 
fragments. The second object recognition method, used in our work, is Viola-Jones 
detection framework [8]. Its principle is based on browsing sub-windows over the 
image and a cascade of classifiers, which determine whether the processed part of 
image belongs or not to a group of objects on which the classifier was trained. In this 
case, we use acquired fragments of an object as positive samples to learn the cascade 
of classifiers. As this method requires negative samples as well, we use the original 
images with the learned object replaced by a black rectangle. To be precise enough, 
the method needs up to several thousands of samples for learning. We achieved this 
number by applying random contrast changes, perspective deformations and rotation 
of learning fragments. Although Viola-Jones framework was originally designed to 
recognize a class of objects (i.e. human faces), rather than single instances, in our case 
we learn it in the way that it recognizes a class of only one object (i.e. the one found 
on learning fragments). It must be noticed that having the object detector learned, 
known objects can be detected directly from the input image when seen again. 

4   Results 

For experimental verification, we have collected ten common objects to be learned 
(an apple, a food-can, a beer-can, a book, a coke bottle, a khepera robot, a PC mouse, 
a mug, a pda, a shoe). We used humanoid robot Aldebaran Nao as an agent learning 
the objects. Images were taken with robots monocular color CMOS camera with 
maximum resolution of 640x480 pixels. To approach the reality as much as possible 
we have chosen objects with different surface properties (chromatic, achromatic, 
textured, smooth, reflective, …) and put them in a wide variety of light conditions and 
visual contexts.  

Table 1. Percentage of correct detections of object over testing image set using Viola-Jones 
detection framework 

Viola-Jones apple beer coke khepera mouse mug pda shoe
% of correctly

detected instances
98.0 88.2 77.3 60.0 76.0 89.1 80.0 81.8

 

Table 2. Percentage of correct detections of object over testing image set using 

SURF beans beer book coke mug shoe
% of correctly

detected instances
76.9 90.5 97.1 95.2 81.5 94.4
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On Table 1, detection rates over testing dataset using a trained Viola-Jones 
detection framework are provided. Average detection rate is about 81.3%. It is well 
known that to learn properly the cascade of classifiers in this framework, a set of 
hundreds or few thousands of training samples are needed. Although our learning 
image sets contain normally up to few hundreds samples, we increase this number by 
automatically generating new samples with contrast and brightness modified and 
slightly rotated or deformed in perspective. Table 3 summarizes performance of 
SURF algorithm over the testing dataset. In case of this algorithm, the average 
detection rate was about 89.3%. Even such a fast algorithm as SURF is unable to 
match hundreds of templates in real time on a standard CPU. To preserve the real-
time operation of detection, we pre-extract key points from each template in advance, 
match first in several parallel threads templates with the greatest number of key-
points and stop this process when another image from camera arrives. This gives us 
opportunity to test up few tens template matches per frame. Further speed-up can be 
achieved using parallel computation power of CUDA-like architectures on modern 
GPUs.To demonstrate real-time abilities of our system, we have successfully run 
several experiments1 with a robot required to learn, find and follow a moving object 
in an office environment. Images from a video from experiments are shown on Fig. 4 
along with pictures from robot’s camera detecting various objects from the testing set. 

 

Fig. 4. Tracking a previously learned moving object (robot camera picture in upper right corner 
of each image) (a) and test’s results relative to a set objects’ detection (robot camera’s issued 
pictures) (b) 

5   Conclusion and Further Work 

In this work we propose a real-time machine learning system allowing unsupervised 
learning of objects from unlabeled images. We suggest a novel algorithm for 
detection and learning of visually salient objects and demonstrate that this is a viable 
approach to machine learning from unlabeled images. The proposed system was 
successfully tested on a humanoid robot in common office environment. 
                                                           
1 A video of this experiment can be found to the following address  
   http://www.youtube.com/watch?v=xxz3wm3L1pE 
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In future, other object detection algorithms, like receptive field co-occurrence 
histograms, could be adopted and different objects could be learned by algorithms that 
best suit their nature in a “mixture of experts” manner. An open question is, whether 
our technique, instead of learning individual objects, could be used for place learning 
and recognition. It would also be interesting to investigate, whether the saliency-based 
method could be applied for learning of other than visual data (eg. audio). Finally, our 
approach allows learning of new objects, but provides no semantic level clues about 
them. We are greatly interested in whether our system could be extended in semantic 
way by an interaction with existing information sources (e.g. the Internet) to anchor 
newly learned objects automatically into an existing ontology to finally understand 
their nature and be able to reason about them. 
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Abstract. Pattern Recognition algorithms depend strongly on the di-
ssimilarity considered to evaluate the sample proximities. In real appli-
cations, several dissimilarities are available that may come from diffe-
rent object representations or data sources. Each dissimilarity provides
usually complementary information about the problem. Therefore, they
should be integrated in order to reflect accurately the object proximities.
In many applications, the user feedback or the a priori knowledge

about the problem provide pairs of similar and dissimilar examples. In
this paper, we address the problem of learning a linear combination of di-
ssimilarities using side information in the form of equivalence constraints.
The minimization of the error function is based on a quadratic optimiza-
tion algorithm. A smoothing term is included that penalizes the com-
plexity of the family of distances and avoids overfitting.
The experimental results suggest that the method proposed outper-

forms a standard metric learning algorithm and improves classification
and clustering results based on a single dissimilarity and data source.

1 Introduction

Pattern recognition algorithms depend critically on the choice of a good di-
ssimilarity [14]. However, in real applications a large number of dissimilarities
are available coming from different object representations or data sources [12].
Choosing a good dissimilarity is a difficult task because they reflect often di-
fferent features of the data [8]. So, instead of using a single dissimilarity it has
been recommended in [7,8] to consider a linear combination of heterogeneous
dissimilarities.

Several authors have proposed techniques to learn a linear combination of ker-
nels (similarities) from the data [7,11,15]. These methods are designed for classi-
fication tasks and assume that the class labels are available for the training set.
However, for certain applications such as Bioinformatics, domain experts provide
only incomplete knowledge in the form of which pairs of proteins or genes are
related [5]. This a priori information should be incorporated into semi-supervised
clustering algorithms via equivalence constraints [1]. Thus, [14] proposed a dis-
tance metric learning algorithm that incorporates such similarity/dissimilarity
information using a convex programming approach. The experimental results
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show a significant improvement in clustering results. However, the algorithm is
based on an iterative procedure that is computationally intensive particularly,
for high dimensional applications. To avoid this problem, [1,6,13] presented more
efficient algorithms to learn a Mahalanobis metric. However, these algorithms are
not able to incorporate heterogeneous dissimilarities and rely on the use of the
Mahalanobis distance that may not be appropriate for certain kind of applica-
tions.

Following the approach of [12], we consider that the integration of dissimi-
larities that reflect different features of the data should help to improve the
performance of pattern recognition algorithms. To this aim, a linear combina-
tion of heterogeneous dissimilarities is learnt considering the relation between
kernels and distances [9]. A learning algorithm is proposed to estimate the op-
timal weights considering only the similarity/dissimilarity constraints available.
The method proposed is based on a convex quadratic optimization algorithm
and incorporates a smoothing term that penalizes the complexity of the family
of distances avoiding overfitting.

The algorithm has been evaluated considering several benchmark UCI datasets
and two human complex cancer problems using the gene expression profiles. The
empirical results suggest that the method proposed improves the clustering re-
sults obtained considering a single dissimilarity and a widely used metric learning
algorithm.

This paper is organized as follows: Section 2 introduces the idealized metric
considered in this paper, section 3 presents the algorithm proposed to learn a
combination of dissimilarities from equivalence constraints. Section 4 illustrates
the performance of the algorithm using several benchmark and real datasets.
Finally, Section 5 gets conclusions and outlines future research trends.

2 The Idealized Dissimilarity

Let X = {xi}ni=1 be the set of input patterns. We are given side-information
in the form of pairs that are considered similar or dissimilar for the application
at hand. Let S and D be the subset of pairs of patterns known to be simi-
lar/dissimilar defined as:

S = {(xi, xj) : xi is similar to xj} (1)
D = {(xi, xj) : xi is dissimilar to xj} (2)

Let {dl
ij}Ml=1 be the set of heterogeneous dissimilarities considered. Each dissi-

milarity can be embedded in a feature space via the empirical kernel map in-
troduced in [10]. From now on, k : X × X → R will denote a kernel function
[10] while K will refer to the kernel matrix defined as: Kij = k(xi, xj) ∀i, j =
1, . . . , n. The kernel function can be written as an inner product in feature space
[10] k(xi, xj) = 〈φ(xi), φ(xj)〉 and therefore, it can be considered a similarity
measure [13]. K l

ij denotes the kernel matrix that represents the dissimilarity
matrix (dl

ij)
n
i,j=1 via the empirical kernel map.
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The ideal similarity (kernel) should be defined such that it becomes large for
similar patterns and small for dissimilar ones. Mathematically, the ideal kernel
is defined as follows:

k∗(xi, xj) = K∗
ij =

{
maxl{K l

ij} If (xi, xj) ∈ S
minl{K l

ij} If (xi, xj) ∈ D
(3)

The idealized kernel introduced in this paper is related to the one proposed by
[2] for classification purposes: k∗(xi, xj) = 1 if yi = yj and −1 otherwise, where
yi denotes the label of xi. However, there are two differences that are worth
to mention. First, the ideal kernel proposed by [2] doesn’t take into account
the topology and distribution of the data, missing relevant information for the
identification of groups in a semi-supervised setting. Second, this kernel can be
considered an extreme case of the idealized kernel defined earlier and thus, more
prone to overfitting.

Considering the relation between distances and kernels, the idealized distance
can be written exclusively in terms of kernel evaluations [10].

3 Learning a Combination of Dissimilarities from
Equivalence Constraints

In this section, we present a learning algorithm to estimate the optimal weights
of a linear combination of kernels from a set of similarity or dissimilarity con-
straints.

Let {kl
ij}Ml=1 be the set of kernels obtained from a set of heterogeneous dissi-

milarities via the empirical kernel map introduced in [10]. If non-linear kernels
with different parameter values are considered, we get a wider family of mea-
sures that includes non-linear transformations of the original dissimilarities. The
kernel sought is defined as:

k(xi, xj) =
M∑
l=1

βlk
l(xi, xj) , (4)

where the coefficients are constrained to be βl ≥ 0. This non-negative constraint
on the weights helps to interpret the results and guarantees that provided all the
individual kernels are positive semi-definite the combination of kernels is convex
and positive semi-definite [11].

The optimization problem in the primal may be formulated as follows:

min
β,ξ

1
2
‖β‖2 +

CS

NS

∑
(xi,xj)∈S

ξij +
CD

ND

∑
(xi,xj)∈D

ξij (5)

s. t. βT Kij ≥ K∗
ij − ξij ∀ (xi, xj) ∈ S (6)

βT Kij ≤ K∗
ij + ξij ∀ (xi, xj) ∈ D (7)

βl ≥ 0 ξij ≥ 0 ∀ l = 1, . . . , M (8)
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where the first term in equation (5) is a regularization term that penalizes the
complexity of the family of distances, CS and CD are regularization parameters
that give more relevance to the similarity or dissimilarity constraints. NS, ND

are the number of pairs in S and D, Kij = [K1
ij , . . . , K

M
ij ]T and ξij are the slack

variables that allows for errors in the constraints.
To solve this constrained optimization problem the method of Lagrange Mul-

tipliers is used. Then, the dual problem becomes:

max
αij ,γ

− 1
2

∑
(xi,xj)∈S
(xk,xl)∈S

αijαklKT
ijKkl −

1
2

∑
(xi,xj )∈D
(xk,xl)∈D

αijαklKT
ijKkl (9)

+
∑

(xi,xj)∈S,

(xk,xl)∈D

αijαklKT
ijKkl −

∑
(xi,xj)∈S

αijγ
TKij −

1
2
γT γ (10)

+
∑

(xi,xj)∈D
αijγ

TKij +
∑

(xi,xj)∈S
αijK

∗
ij −

∑
(xi,xj)∈D

αijK
∗
ij , (11)

subject to:

0 ≤ αij ≤
{

CS

NS
for (xi, xj) ∈ S

CD

ND
for (xi, xj) ∈ D

(12)

γl ≥ 0 ∀ l = 1, . . . , M , (13)

where αij and γl are the Lagrange multipliers. This is a standard quadratic
optimization problem similar to the one solved by the SVM. The computational
burden does not depend on the dimensionality of the space and it avoids the
problem of local minima.

Once the αij and γl are computed, the weights βl can be obtained considering
∂L/∂β = 0:

β =
∑

(xi,xj)∈S
αijKij −

∑
(xi,xj)∈D

αijKij + γ . (14)

The weights βl can be substituted in equation (4) to get the optimal combination
of heterogeneous kernels. Next, a kernel k-means clustering algorithm [10] is run.
Notice that the learning algorithm proposed may be applied together with any
pattern recognition technique based on kernels or dissimilarities.

Several techniques are related to the one proposed here. In [14] it has been pro-
posed an algorithm to learn a full or diagonal Mahalanobis metric from similarity
information. The optimization algorithm is based on an iterative procedure that
is more costly particularly for high dimensional problems. [1] and [6,13] have pro-
posed more efficient algorithms to learn a Mahalanobis metric from equivalence
constraints. The first one (Relevant Component Analysis), can only take into ac-
count similarity constraints. Both of them, rely solely on a Mahalanobis metric
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that may fail to reflect appropriately the sample proximities for certain kind of
applications. Hence, they are not able to integrate heterogeneous measures that
convey complementary information.

4 Experimental Results

The algorithm proposed has been evaluated considering a wide range of practical
problems. First, several clustering problems have been addressed. We have chosen
problems with a broad range of signal to noise ratio (Var/Samp.), varying number
of samples and classes. The first three problems correspond to benchmark datasets
obtained from the UCI database: archive.ics.uci.edu/ml/datasets/. The last
ones aim to the identification of complex human cancer samples using the gene ex-
pression profiles. They are available from bioinformatics2.pitt.edu. Next, we
show some preliminary experiments for the prediction of protein subcellular lo-
cation [7] considering a set of heterogeneous data sources. We use as a gold
standard the annotation provided by the MIPS comprehensive yeast genome
database (CYGD). CYGD assigns subcellular locations to 2138 yeast proteins.
The primary input for the learning algorithm is a collection of seven kernel
matrices obtained from different data sources. For a detailed description of the
sources and kernels employed see [7].

All the datasets have been standardised subtracting the median and dividing
by the inter-quantile range.

For high dimensional problems such as gene expression datasets, dimension
reduction helps to improve significantly the clustering results. Therefore, for the
algorithms based on a single dissimilarity we have considered different number of
genes 280, 146, 101, 56 and 34 obtained by feature selection [8]. Genes have been
ranked according to the method proposed by [3]. Then, we have chosen the subset
that gives rise to the smallest error. Considering a larger number of genes or
even the whole set of genes does not help to improve the clustering performance.
Regarding the algorithm proposed to integrate several dissimilarities, we have
considered all the dissimilarities obtained for the whole set of dimensions.

The similarity/dissimilarity constraints are obtained as in [14]. S is generated
by picking a random subset of all pairs of points sharing the same class label.
The size is chosen such that the number of connected components is roughly
20% of the size of the original data set. D is chosen in a similar way although
the size in this case is less relevant.

Regarding the value of the parameters, the number of clusters is set up to
the number of classes, CS and CD are regularization parameters and the opti-
mal value is determined by cross-validation over the subset of labeled patterns.
Finally, kernel k-means is restarted randomly 20 times and the errors reported
are averages over 20 independent trials.

Clustering results have been evaluated considering two objective measures.
The first one is the accuracy defined in [14]. One problem of the accuracy is that
the expected value for two random partitions is not zero. Therefore, we have
computed also the adjusted randindex defined in [4] that avoids this problem.

archive.ics.uci.edu/ml/datasets/
bioinformatics2.pitt.edu
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This index is also normalized between zero and one and larger values suggest
better clustering.

Tables 1 and 2 show the accuracy and the adjusted randindex for the cluste-
ring algorithms evaluated. We have compared with a standard metric learning
strategy proposed by [14], k-means clustering based on the Euclidean distance
and k-means considering the best dissimilarity out of ten different measures.
Both tables indicates which is the best distance for each case. Best results are
shown in boldface.

Table 1. Accuracy for k-means clustering considering different dissimilarities. The
results are averaged over twenty independent random subsets S and D.

Technique Kernel Wine Ionosphere Breast Colon Lymphoma

k-means (Euclidean) linear 0.92 0.72 0.88 0.87 0.90
pol. 3 0.87 0.73 0.88 0.88 0.90

k-means (Best diss.) linear 0.94 0.88 0.90 0.88 0.94
pol. 3 0.94 0.88 0.90 0.88 0.93

χ2 Maha. Manha. Corr./euclid. χ2

Comb. dissimilarities linear 0.94 0.90 0.92 0.89 0.95
pol. 3 0.96 0.89 0.92 0.90 0.92

Metric learning (Xing) linear 0.87 0.74 0.85 0.87 0.90
pol. 3 0.51 0.74 0.86 0.88 0.90

Table 2. Adjusted RandIndex for k-means clustering considering different dissimilari-
ties. The results are averaged over twenty independent random subsets S and D.

Technique Kernel Wine Ionosphere Breast Colon Lymphoma

k-means (Euclidean) linear 0.79 0.20 0.59 0.59 0.65
pol. 3 0.67 0.21 0.60 0.59 0.65

k-means (Best diss.) linear 0.82 0.58 0.66 0.59 0.77
pol. 3 0.81 0.58 0.66 0.59 0.76

χ2 Maha. Manha. Corr./euclid. χ2

Comb. dissimilarities linear 0.82 0.63 0.69 0.60 0.79
pol. 3 0.85 0.60 0.69 0.63 0.73

Metric learning (Xing) linear 0.68 0.23 0.50 0.54 0.66
pol. 3 0.50 0.23 0.52 0.58 0.65

From the analysis of tables 1 and 2, the following conclusions can be drawn:

– The combination of dissimilarities improves significantly a standard metric
learning algorithm for all the datasets considered. Our method is robust to
overfitting and outperforms the algorithm proposed by Xing [14] in high
dimensional datasets such as Colon cancer and Lymphoma. These datasets
exhibit a high level of noise. We can explain this because the algorithm based
on a combination of dissimilarities allows to integrate distances computed
for several dimensions discarding the noise and reducing the errors.
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– The combination of dissimilarities improves usually kernel k-means based
solely on the best dissimilarity. This suggests that the integration of several
dissimilarities allows to extract complementary information that may help to
improve the performance. Besides, the algorithm proposed always achieves
at least the same performance that k-means based on the best dissimilarity.
Only for lymphoma and polynomial kernel we get worst results, probably
because the value assigned to the regularization parameters overfit the data.
We remark that the algorithm proposed, helps to overcome the problem of
choosing the best dissimilarity, the kernel and the optimal dimension. This
a quite complex and time consuming task for certain applications such as
Bioinformatics.
Finally, the combination of dissimilarities improves always the standard k-
means clustering based on the Euclidean measure.

– Tables 1 and 2 show that the best distance depends on the data set conside-
red. Moreover, we report that the performance of k-means depends strongly
on the particular measure employed to evaluate the sample proximities.

Table 3. Accuracy of k-NN considering the best data sources and learning the optimal
weights of a combination of heterogeneous data sources. Only five sources with non-null
βl are shown.

Source Gen. Expre. BLAST Pfam Hydropho. Difussion Combination Lanckriet

Accuracy 73.30% 79.98% 82.48% 77.01% 80.16% 86.68% 88.66%

βl 0.24 0.15 0.29 0.62 4.45 - -

Regarding the identification of membrane protein classes, a linear combination
of seven heterogeneous kernels (data sources) is learnt considering only similarity
constraints. The size of S is chosen such that the number of connected compo-
nents is roughly 10% of the number of patterns. Once the kernel is learnt, a k-NN
algorithm is run and the accuracy is estimated by ten-fold cross-validation. We
have compared with k-NN based solely on a single data source and with the
Lanckriet formalism [7]. Notice that the method proposed by Lanckriet is not
able to work from similarity constraints only and needs the class labels. Besides,
it is only applicable for SVM classifiers.

Table 3 shows that our algorithm improves k-NN based on a single kernel
(source) by at least 4%. The βl coefficients are larger for the diffusion and
Hydrophobicity FFT kernels which is consistent with the analysis of [7] that
suggests that diffusion kernels perform the best. Kernels removed correspond to
redundant kernels and not to the less informative. Our method performs sim-
ilarly to the algorithm proposed by Lanckriet Although we use only 10% of
similarity constraints.

5 Conclusions

In this paper, we propose a semi-supervised algorithm to learn a combination of
dissimilarities from equivalence constraints. The error function includes a penalty
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term that controls the complexity of the family of distances considered and the
optimization is based on a robust quadratic programming approach that does
not suffer from the problem of local minima.

The experimental results suggest that the combination of dissimilarities im-
proves almost always the performance of clustering algorithms based solely on
a single dissimilarity. Besides, the algorithm proposed improves significantly a
standard metric learning algorithm for all the datasets considered in this paper
and is robust to overfitting.
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Abstract. We introduce a novel heuristic based on the Kohonen’s SOM,
called Opposite Maps, for building reduced-set SVM classifiers. When
applied to the standard SVM (trained with the SMO algorithm) and to
the LS-SVM method, the corresponding reduced-set classifiers achieve
equivalent (or superior) performances than standard full-set SVMs.

Keywords: SVMs, Least Squares SVMs, Self-Organizing Map, Reduced
Set, ROC curve.

1 Introduction

A theoretical advantage of kernel-based machines concerns the production of
sparse solutions [10]. By sparseness we mean that the induced classifier can be
written in terms of a relatively small number of input examples, the so-called
support vectors (SVs). In practice, however, it is observed that the application
of different training approaches to the same kernel-based machine over identical
training sets yield distinct sparseness [1], i.e. produce solutions with a greater
number of SVs than are strictly necessary. To handle this issue, several Reduced
Set (RS) methods have been proposed to alleviate this problem, either by elim-
inating less important SVs or by constructing a new (smaller) set of training
examples, often with minimal impact on performance [2, 4, 13].

An alternative to standard SVM formulation is the Least Squares Support
Vector Machine (LS-SVM) [12], which leads to solving linear KKT systems1 in
a least square sense. The solution follows directly from solving a linear equation
system, instead of a QP optimization problem. On the one hand, it is in general
easier and less computationally intensive to solve a linear system than a QP
problem. On the other hand, the introduced modifications also result in loss
of sparseness of the induced SVM. It is common to have all examples of the
training data set belonging to the set of the SVs. To mitigate this drawback,
several pruning methods have been proposed in order to improve the sparseness
of the LS-SVM solution [3, 6, 11].

1 Karush-Kuhn-Tucker systems.
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In this paper, we introduce a novel heuristic based on the Self-Organizing
Map (SOM) [5], called Opposite Maps, for building a reduced-set SVM classifier.
When applied to the standard SVM and the LS-SVM approaches, the resulting
reduced-set classifiers - called OM-SVM and OM-LSSVM, respectively - achieve
equivalent (in some cases, superior) performances than standard full-set SVMs.

This paper is organized as follows. In Section 2 we review the fundamentals
of the SVM and LS-SVM approaches, as well as the plain SOM algorithm. In
Section 3 we describe the Opposite Maps Algorithm and the resulting OM-SVM
and OM-LSSVM approaches. Simulations and results are shown in Section 4.
The paper is concluded in Section 5.

2 Methods

The standard SVM - Consider a training data set {(xi, yi)}li=1, so that xi ∈ R
p

is an input vector and yi ∈ {−1, +1} are the corresponding class labels. For soft
margin classification, the SVM primal problem is defined as

min
w,ξ

{
1
2
wT w + C

l∑
i=1

ξi

}
(1)

subject to yi[(wTxi) + b] ≥ 1− ξi, ξi ≥ 0

where {ξi}li=1 are slack variables and C ∈ R is a cost parameter that controls
the trade-off between allowing training errors and forcing rigid margins.

The solution of the problem in Eq. (1) is the saddle point of the following
Lagrangean function:

L(w, b, ξ, α, β) =
1

2
wT w + C

l∑
i=1

ξi −
l∑

i=1

[αi(yi(x
T
i w + b)− 1 + ξi) + βiξi], (2)

where α = {αi}li=1 and β = {βi}li=1 are Lagrange multipliers. This Lagrangean
must be minimized with respect to w, b and ξi, as well as maximized with respect
to αi and βi . For this purpose, we need to compute the following differentiations:

∂L(w,b,ξ,α,βi)
∂w = 0,

∂L(w,b,ξ,α,βi)
∂b = 0 and ∂L(w,b,ξ,α,βi)

∂ξi
= 0,

resulting on w =
∑l

i=1 αiyixi,
∑l

i=1 αiyi = 0 and C = αi + βi, respectively.
Introducing these expressions into Eq.(2), we present the SVM dual problem as

max J(α) =

l∑
i=1

αi − 1

2

l∑
i=1

l∑
j=1

αiαjyidjx
T
i xj , s.t.

N∑
i=1

αiyi = 0 and 0 ≤ αi ≤ C. (3)

Once we have the values of the Lagrange multipliers, the output can be cal-
culated based on the classification function described as

f(x) = sign

(
l∑

i=1

αiyixT xi + b

)
. (4)



A Novel Heuristic for Building Reduced-Set SVMs Using the SOM 99

It is straightforward to use the kernel trick to generate non-linear versions of
the standard linear SVM classifier. This procedure works by replacing the dot
product xT xi with the kernel function k(x,xi). A symmetric function k(x,xi) is
a kernel if it fulfills Mercer’s condition, i.e. the function K(·, ·) is (semi) positive
definite. In this case, there is a mapping φ(·) such that it is possible to write
K(x,xi) = φ(x) · φ(xi). The kernel represents a dot product on feature space
into which the original vectors are mapped.

The LS-SVM Approach - The formulation of the primal problem for the
LS-SVM [12] is given by

min
w,ξi

{
1
2
wT w + γ

1
2

l∑
i=1

ξ2
i

}
, s.t. yi[(wT xi) + b] = 1− ξi, i = 1, . . . , l (5)

where γ is a positive cost parameter similar to the parameter C in standard SVM
formulation (see Eq. (1)). Unlike the standard SVM, in the LS-SVM framework
the slack variables {ξi}li=1 can assume negative values.

The Lagrangian function for the LS-SVM is then written as

L(w, b, ξ, α) =
1
2
wTw + γ

1
2

l∑
i=1

ξ2
i −

l∑
i=1

αi(yi(xT
i w + b)− 1 + ξi), (6)

where {αi}li=1 are the Lagrange multipliers. The conditions for optimality, sim-
ilarly to the SVM problem, can be given by the partial derivatives

∂L(w, b, ξ, α)
∂w

= 0⇒ w =
l∑

i=1

αiyixi,
∂L(w, b, ξ, α)

∂b
= 0⇒

l∑
i=1

αiyi = 0, (7)

∂L(w, b, ξ, α)
∂αi

= 0⇒ yi(xT
i w + b)− 1 + ξi = 0,

∂L(w, b, ξ, α)
∂ξi

= 0⇒ αi = γξi

Thus, one can formulate a linear system Ax = B in order to represent this
problem as [

0 yT

y Ω + γ−1I

] [
b
α

]
=
[

0
1

]
(8)

where Ω ∈ R
l×l is a matrix whose entries are given by Ωi,j = yiyjxi

Txj , i, j =
1, . . . , l. In addition, y = [y1 · · · yl]T and the symbol 1 denotes a vector of
ones with dimension l. Using the kernel trick, we can write Ωi,j = yiyjK(xi,xj).
This linear equation system can be solved directly by x = A−1B, as long as the
LS-SVM output can also be calculated by Eq. (4).

The Self-Organizing Map - Let us denote mj(t) ∈ R
p as the weight vector

of the j-th unit in the map. After initializing all the weight vectors randomly or
according to some heuristic, each iteration of the SOM algorithm involves two
steps. First, for a given input vector x(t) ∈ R

p, we find the best-matching unit
(BMU), c(t), as follows

c(t) = argmin
∀j
{‖x(t)−mj(t)‖}. (9)
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where t denotes the iterations of the algorithm. Then, it is necessary to adjust
the weight vectors of the BMU and its neighboring units:

mj(t + 1) = mj(t) + η(t)h(c, j; t)[x(t) −mj(t)], (10)

where 0 < η(t) < 1 is the learning rate and h(c, j; t) is a Gaussian weighting
function that limits the neighborhood of the BMU:

h(c, j; t) = exp
(
−‖rc(t)− rj(t)‖2

2σ2(t)

)
, (11)

where rj(t) and rc(t) are, respectively, the positions of the j-th unit and the
BMU in a predefined output array, and σ(t) > 0 defines the radius of the
neighborhood function at time t. The parameters η(t) and σ(t) decay expo-
nentially in time according to the following expressions: η(t) = η0 (ηT /η0)

(t/T )

and σ(t) = σ0 (σT /σ0)
(t/T ), where η0(σ0) and ηT (σT ) are the initial and final

values of η(t) (σ(t)). The resulting ordered map approximately preserves the
topology of the input data in the sense that adjacent input patterns are mapped
into adjacent map units.

3 Opposite Maps

The Opposite Maps (OM) algorithm aims at building reduced-set SVMs for a
binary classification problem. The steps required in the execution of the OM
algorithm are formalized below.

STEP 1 - Split the available data set D = {(xi, yi)}li=1 into two subsets:

D(1) = {(xi, yi)|yi = +1}, i = 1, . . . , l1 (for class 1) (12)
D(2) = {(xi, yi)|yi = −1}, i = 1, . . . , l2 (for class 2) (13)

where l1 and l2 are the cardinalities of the subsets D(1) andD(2), respectively.
STEP 2 - Train a SOM network using the subset D(1) and another SOM using

the subset D(2). Refer to the trained networks as SOM-1 and SOM-2.
STEP 3 - For each vector xi ∈ D(1) find its corresponding BMU in SOM-1.

Then, prune all dead neurons2 in SOM-1. Repeat the same procedure for
each vector xi ∈ D(2): find the corresponding BMUs in SOM-2 and prune all
the dead neurons. Refer to the pruned networks as PSOM-1 and PSOM-2.

STEP 4 - At this step the BMUs for the data subsets are searched within the
set of prototypes of the opposite map.
Step 4.1 - For each xi ∈ D(1) find its corresponding BMU in PSOM-2:

c
(2)
i = arg min

∀j
‖xi −w(2)

j ‖, i = 1, . . . , l1, (14)

where w(2)
j is the j-th prototype vector in PSOM-2. Thus, c

(2)
i denotes

the index of the BMU in PSOM-2 for the i-th example in D(1).
2 Neurons which have never been selected as the BMU for any vector xi ∈ D(1).
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Step 4.2 - For each xi ∈ D(2) find its corresponding BMU in PSOM-1:

c
(1)
i = argmin

∀j
‖xi −w(1)

j ‖, , i = 1, . . . , l2, (15)

where w(1)
j is the j-th prototype vector in PSOM-1. Thus, c

(1)
i denotes

the index of the BMU in PSOM-1 for the i-th example in D(2).
STEP 5 - Let C(2) = {c(2)

1 , c
(2)
2 , . . . , c

(2)
l2
} be the index set of all BMUs found in

Step 4.1, and C(1) = {c(1)
1 , c

(1)
2 , . . . , c

(1)
l1
} be the index set of all BMUs found

in Step 4.2.
STEP 6 - At this step the reduced set of data vectors is formed.

Step 6.1 - For each PSOM-1 unit in C(1) find its nearest neighbor among
the data vectors xi ∈ D(1). Let X (1) be the subset of nearest neighbors
for the PSOM-1 units in C(1).

Step 6.2 - For each PSOM-2 unit in C(2) find its nearest vector xi ∈ D(2).
Let X (2) be the subset of nearest neighbors for the PSOM-2 units in C(2).
Then, the reduced set of data examples is given by Xrs = X (1) ∪ X (2).

Opposite Maps for SVM and LS-SVM - In this paper, we use Platt’s
Sequential Minimal Optimization (SMO) algorithm [7], which is usually much
faster than standard numerical techniques used to solve the quadratic program-
ming optimization problem required by training SVMs. By using the OM algo-
rithm, it is possible to speed up the SMO algorithm even further. The main idea
is to deliver to the SMO algorithm an “almost solved problem”, since for all data
examples out of the reduced set (i.e. xi /∈ Xrs) their Lagrange multipliers are
set to zero, the SMO algorithm is run only over the data examples belonging to
the reduced set. This approach is henceforth called OM-SVM.

For the LS-SVM approach, we cannot set the Lagrange multipliers of the
data examples out of the reduced set to zero, since the LS-SVM usually provide
non-sparse solutions. However, the Lagrange multipliers associated with data
examples located along the class border or within the overlapping region between
the classes indeed assume higher values, i.e. αi � 0. These instances are the most
likely to be the SVs.

Based on this property, we use the OM algorithm to build a modified version
of the LS-SVM formulation shown in Eq. (8). Instead of building the original
square matrix A and inverting it to find x, we build a non-square reduced matrix
Ars using the data examples belonging to the reduced set Xrs. Thus, since Ars is
a non-square matrix, we solve for x using the pseudoinverse method: x = A†B,
where A† = (AT

rsArs)−1AT
rs. This approach is henceforth called OM-LSSVM.

4 Simulations and Discussion

For all experiments to be described, 80% of the data examples were randomly
selected for training purposes. The remaining 20% of the examples were used
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Fig. 1. (Left) Decision line and SVs for the standard SVM trained with the SMO
algorithm. (Right) Decision line and SVs for the OM-SVM classifier.

for testing the classifiers’ generalization performances. All simulations were con-
ducted using a standard 2-D SOM, hexagonal neighborhood, Gaussian neighbor-
hood function, with random weight initialization. We simulated 10× 10 SOMs,
for 250 epochs with initial and final neighborhood radius (learning rate) of 5
(0.5) and 0.1 (0.01), respectively. For SVM-like classifiers we used linear kernels.

Initially, we have applied the OM algorithm to an artificial problem, consisting
of a linearly separable two-dimensional data set. Data instances within each class
are independent and uniformly distributed with the same within- and between-
class variances. Results in Figure 1 indicate that the OM-SVM, using fewer SVs,
produced a decision line equivalent to that of the standard SVM.

Tests with real-world benchmarking datasets were also carried out. We used
two UCI datasets (Diabetes and Breast Cancer) and the vertebral column
pathologies dataset described in [8], named henceforth VCP dataset. For this
study, we transformed the original three-class VCP problem into a binary one
by aggregating the two classes of pathologies, the disc hernia and spondylolis-
thesis, into a single one. The normal class remained unchanged.

The results for the SVM and OM-SVM classifiers are shown in Table 1. For
the LS-SVM and OM-LSSVM classifiers they are shown in Table 2. We report
performance metrics (mean value and standard deviation of the recognition rate)
on testing set averaged over 50 independent runs. We also show the average
number of SVs, as well as the values of the parameters C (SVM), γ (LS-SVM)
and the tolerance. The values of the C and γ parameters shown in the tables
were obtained through a greedy-like search procedure [9].

By analyzing Tables 1 and 2, one can conclude that the performances of
the reduced-set classifiers (OM-SMV and OM-LSSVM) were equivalent to those
achieved by the full-set classifiers. In some cases, as shown in Table 2 for the
VCP and Pima Diabetes, the performances of the reduced-set classifiers were
even better. It is worth mentioning that, as expected, the standard deviation
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Table 1. Results for the SVM and OM-SVM classifiers

Data Set Model C Tol. Accuracy Train. Size Number of SVs

VCP SVM 2.5 0.001 84.9 ± 3.9 248 87.2
VCP OM-SVM 2.5 0.001 84.9 ± 4.8 248 70.1

Reduction = 19.6%

Breast Cancer SVM 0.04 0.001 97.0 ± 1.4 546 61.5
Breast Cancer OM-SVM 0.04 0.001 96.0 ± 1.9 546 46.3

Reduction = 24.7%

Pima Diabets SVM 2.5 0.01 76.9 ± 2.7 614 321.9
Pima Diabets OM-SVM 2.5 0.01 76.8 ± 3.3 614 292.6

Reduction = 9.1%

Table 2. Results for the LS-SVM and OM-LSSVM classifiers

Data Set Model γ Accuracy Train. Size Number of SVs

VCP LS-SVM 0.04 80.9 ± 4.8 248 248.0
VCP OM-LSSVM 0.04 81.5 ± 5.7 248 113.1

Reduction = 54.4%

Breast Cancer LS-SVM 0.04 97.1 ± 1.4 546 546.0
Breast Cancer OM-LSSVM 0.04 94.4 ± 4.5 546 61.0

Reduction = 88.8%

Pima Diabets LS-SVM 0.04 75.8 ± 2.7 614 614.0
Pima Diabets OM-LSSVM 0.04 76.8 ± 3.5 614 428.5

Reduction = 30.2%

of the results for the reduced-set classifiers were always slightly higher than the
full-set classifiers. The ROC curves of the SVM and OM-SVM classifiers are
shown in Figure 2. By analyzing the AUC values, one can note again that their
performances are equivalent for this dataset.

Fig. 2. ROC curves for SVM and OM-SVM classifiers for the VCP dataset
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5 Conclusion

We have proposed a new algorithm, called Opposite Maps, for building reduced-
set SVM-like classifiers. This algorithm is based on Kohonen’s SOM and it can
be applied to both standard SVM and LS-SVM classifiers. In both cases, the
obtained results indicate that the OM algorithm works well, providing a re-
duced number of SVs while maintaining equivalent accuracy. Currently, we are
evaluating the OM algorithm in multiclass problems and using different kernels.
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Abstract. This paper presents an additive decision rules binary classifier 
applied for network intrusion detection. The classifier is optimized by a 
multiobjective evolutionary algorithm in order to maximize both the 
classification accuracy and the coverage level (percentage of items that are 
classified, in opposite to items unable to be classified).  Preliminary results 
provides very good accuracy in detecting attacks which make this relatively 
simple classifier very suitable to be applied in the studied domain.   

1   Introduction 

With the increased complexity of security threats, such as malicious Internet worms, 
denial of service (DoS) attacks, and e-business application attacks, achieving efficient 
network intrusion security is critical to maintaining a high level of protection. The 
efficient design of intrusion detection systems (IDS) is essential for safeguarding 
organizations from costly and debilitating network breaches and for helping to ensure 
business continuity. An IDS is a program that analyzes what happens or has happened 
in a computer network and try to find indications that the computer has been misused. 
An IDS will typically monitor network traffic data passing through the network in 
order to generate an alert when an attack event is taking place. On the other hand, two 
different kinds of detection schemes can be applied to detect attacks in the data being 
monitored. Signature-based detection systems try to find attack signatures in the data 
monitored. Anomaly detection systems rely on the knowledge of what should be the 
normal behaviour of the monitored data to flag any deviation of the normal behaviour 
as an attack event, so they need a model of what a normal behaviour is. Machine 
learning algorithms [1] can be trained with labelled network traffic data so it can 
classify unknown traffic data captured from a computer network with certain 
accuracy. One type of these algorithms would consist on a binary classifier enabling 
to separate two different groups of observations: normal traffic and malicious traffic 
(containing some kind of attack).  

One way to proceed of a signature-based intrusion detection system is to process 
network traffic data into data flows and use some features from the data flows to 
signature the current network traffic data so an adequate response may be triggered 
when an attack is occurring (see Fig. 1).  
                                                           
* Corresponding author. 
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 Extract n Features 
from the data flows 

Network 

Alert 

Capture network traffic data 

 Organize data into 
data flows  

Signaturing current 
network traffic data 

 

Fig. 1. A signature-based Intrusion Detection System 

Evolutionary algorithms (EAs) [2,3] are stochastic optimization procedures which 
apply a transformation process (crossover and mutation operators), inspired by the 
species natural evolution, to a set (population) of coded solutions (individuals) to the 
problem. These procedures have been showing a great success [4,5] due to its special 
ability to explore large search spaces and capture multiple solutions in a single run.  

In this work, an additive decision rules binary classifier is presented and applied to 
separate malicious network traffic from normal traffic. Such a classifier could be used 
as a signature-based intrusion detection system. The classifier is optimized in order to 
maximize the classification accuracy and the coverage level (percentage of items that 
are classified, in opposite to items unable to be classified).  

This work is organized as follows: Section 2, the overall methodology presented in 
this paper is described. Thus, Section 3 shows some experimental work carried out by 
using labelled network traffic data provided by DARPA [6]. Finally, Section 4 is 
devoted to discuss main results and conclusions.  

2   Materials and Methods 

The general framework methodology proposed in this work is depicted in Fig. 2. First 
of all, network data (data packets) are organized into data flows. Then, n features -
previously defined- characterizing the data flows are extracted to obtain an n-
dimensional feature vector representing the network traffic in a given time window. A 
binary classifier is trained (optimized) to classify each feature vector as belonging to 
normal traffic or malicious traffic. The training of the classifier is formulated as a 
multiobjective optimization problem addressed by an evolutionary algorithm. The 
optimization problem consists on maximizing the classification accuracy and the 
coverage level achieved by the classifier. 
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Fig. 2. Proposed methodology for detection of malicious network traffic 

2.1   The Classifier 

We propose a binary classifier which makes the classification decision according to a 
variable (DIAGNOSIS) that is modified with four types of different if-then rules. In 
each rule the value of a given feature  Ci is compared with a threshold (e.g. UL1i) and 
as a result DIAGNOSIS is increased or decreased a certain quantity (e.g. W1i). The 
pseudocode of the classifier is as follows: 
 
foreach item j 

foreach feature i from item j 

if Ci<UL1i then DIAGNOSIS=DIAGNOSIS + W1i 

if Ci<UL2i then DIAGNOSIS=DIAGNOSIS - W2i 

if Ci>UH1i then DIAGNOSIS=DIAGNOSIS + W3i 

if Ci>UH2i then DIAGNOSIS=DIAGNOSIS – W4i 

end 

if DIAGNOSIS>F1 then classify ítem j as  A CLASS 

else if DIAGNOSIS<F2 then classify ítem j as B CLASS 

else let item j as UNCLASSIFIED 

end 
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B Class A Class
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Fig. 3. Variable DIAGNOSIS used for the classification decision 

An important matter in the proposed classifier is to choose the values F1 and F2. We 
propose to set those values according to the maximum and minimum values that 
DIAGNOSIS may take, in the following way: 
 

F1=max(DIAGNOSIS) – Cella     
F2=Cella + min(DIAGNOSIS) 
 

where,  
 

Cella=Dimmax/3, and  
Dimmax= max(DIAGNOSIS) – min(DIAGNOSIS) 
 

This way, three equally sized areas are taken into account for the classification 
decision (see Fig. 3). 

2.2   The Evolutionary Optimizer 

The choosen criteria to optimize the classifier performance are to maximize both the 
coverage level (CL) and the classification accuracy (CA) defined as: 

CasesofNumberTotal

CasesClassifiedofNumber
CL =       (1) 

CasesofNumberTotal

CasesClassifiedCorrectlyofNumber
CA =  (2) 

 
Due to the fact that the optimization problem is multiobjective by nature, we use NSGA-
2 [7], one of the state-of-the-art MOEAs (Multiobjective Optimization Evolutionary 
Algorithms) and widely used in the field. A possible solution (chromosome) is a real data 
vector containing 8 parameters, UL1i,UL2i,UH1i,UH2i,W1i,W2i,W3i,W4i, for each i-th 
feature considered for the classification. 

3   Case of Study 

For the purpose of testing the aforementioned classifier methodology, a network 
database for training purpose provided by DARPA [6] has been used. This database is 
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built with simulated network traffic data containing normal traffic data and 22 
different kinds of computer attacks that fall in one of the following groups: 

• DoS (Denial of Service): the attacker targets some computing or memory 
resource and makes it too busy or full to handle legitimate requests, or denies 
legitimate user access to that resource, for example SYN flood, ping of death, 
smurf, etc. 

• R2U (Remote to User): the attacker exploits some vulnerability to gain 
unauthorized local access from a remote machine, for example guessing 
password. 

• U2R (User to Root): the attacker has access to a normal user account (obtained 
legitimately or otherwise) and using this is able to gain root access by exploiting 
a vulnerability hole in the system, for example buffer overflow attacks.  

• PROBE (Probing): attacker scans the network to gather information or find 
known vulnerabilities. An attacker with a map of machines and services that are 
available on a network can use this information to look for weak points, for 
example through port scan. 

There are 41 features present in the data set. These 41 features are not all equally 
useful. Based on previous studies [8] and personal experience with this database we 
have selected the features shown in Table 1 to be used in our work.  

Table 1. Features chosen to detect computer attack from normal network traffic data 

Name of Feature Description 
count # of connection  made to the same host in a given interval of time. 
Root shell 1 if root shell is obtained; 0 otherwise
dst_host_srv_serror_rate % of connections to the same service that have SYN errors from a 

destination host
# of file creations # of file creation operations
serror_rate % of connections that have SYN errors
dst_host_same_src_port_rate % of connections to same service ports from a destination host 
guest login 1 if the login is a ‘guest’ login; 0 otherwise
# of file access # of operations on access control files
destination bytes # of bytes sent from the destination system to the host system 
failed logins # of failed login attempts
logged in 1 if successfully logged in; 0 otherwise

 
The classification result can fall into one of the following cases: (1) The algorithm 
classifies the traffic as malicious and the traffic is in fact malicious (True Positive, 
TP); (2) The algorithm classifies the traffic as normal and the traffic is in fact normal 
(True Negative, TN);  (3) The algorithm classifies the traffic as malicious but the 
traffic is normal (False Positive, FP); (4) The algorithm classifies the traffic as normal 
but the traffic is malicious (False Negative, FN). 
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Within these cases, the confusion matrix can be build as: 

 Normal Traffic Attack Traffic 
Classified as Normal TN FN 
Classified as Attack FP TP 

 
And five different measures can be considered: 

• Classification Accuracy (CA): represents the ratio between that correctly 
classified traffic and the overall traffic. 

FNFPTNTP

TNTP
CA

+++
+=  

(1) 

• Producer accuracy for  Attack Class (PAA):  

TPFN

TP
PAA

+
=  

(2) 

• Producer accuracy for  Normal Class (PAN):  

FPTN

TN
PAN

+
=  

(3) 

• User accuracy for  Attack Class (UAA):  

TPFP

TP
UAA

+
=  

(4) 

• User accuracy for  Normal Class (UAN):  

FNTN

TN
UAN

+
=  

(5) 

 
The assessment of the performance of the presented methodology has two part: First 
of all an optimization stage where the parameters of the classifier and the F1 and F2 
values are set. In this part, we have used two equally sized sets: one containing 
normal traffic and the other one containing the four different types of attacks (DoS, 
Probe, U2R and R2L respectively). In this part, the nature of the data (records) is 
known (each record is labeled as normal or attack); Secondly we use different sized 
test sets containing normal traffic and attack traffic to evaluate the classifier. This 
time the records are initially considered as unknown and the classifier must label 
them. Following, computed labels are compared to real labels and statistics about 
classification performance are obtained (see Table 3).  

NSGA-2 ran during 100 iterations with 50 candidate solutions and with coverage 
level and classification accuracy as fitness criteria. After the optimization process the 
parameters in Table 6 were extracted. 
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Table 2. Parameters of the classifier obtained during optimization stage 

Features UH2 UL2 UH1 UL1 W4 W2 W3 W1 
Root shell 0 0 1 1 0,03 0,03 0,86 0,96 
# of file creations 9,65 39,00 73,33 92,11 0,20 0,80 0,31 0,01 
Serror_rate 0,11 0,55 0,58 0,84 0,68 0,20 0,81 0,82 
Dst_host_same_src_port_rate 0,00 0,17 0,72 0,89 0,38 0,12 0,12 0,57 
Dst_host_srv_serror_rate 0,49 0,77 0,93 0,95 0,09 0,68 0,00 0,30 
Guest login 0 0 0 1 0,76 0,40 0,96 0,02 
Logged in 0 0 1 1 0,30 0,94 0,01 0,45 
Destination bytes 770,69 1527,58 2366,85 8421,70 0,05 0,68 0,49 0,28 
Failed logins 0,15 1,57 3,03 4,48 0,94 0,28 0,23 0,43 
# of file access 0,47 2,32 3,50 6,00 0,78 0,40 0,34 0,97 
Count 2689,10 4558,91 7638,02 9311,99 0,84 0,99 0,00 0,89 

Table 3 shows the performance of our classifier with different number of records, 
while Figure 4 shows diagnosed value (DIAGNOSIS) for every record in a typical 
classification task when 90000 records are used. 

Table 3. Performance of the classifier on different test sets with different number of records 

#records CL(%) CA(%) PAA(%) PAN(%) UAA(%) UAN(%) 
60000 99.60 96.89 99.64 73.13 96.97 95.87 
90000 99.38 96.59 99.41 77.09 99.86 94.96 
150000 99.03 87.78 91.46 75.16 92.67 71.95 
200000 99.03 87.78 91.46 75.16 92.76 71.95 

 

Fig. 4. Typical classification of a test set with 90000 records  

First of all, it is important to mention that both classification accuracy and 
coverage level results were excellent considering that we are taking into account very 
larga test data sets. Furthermore, the ability to detect attack (PAA and UAA 
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indicators) are always 90% in all test data sets which is very desirable in this 
particular type of application. Lastly, it is worthy to mention that most false positive 
and false negative were obtained within U2R and R2U classes.  

4   Summary 

This work proposes a decision rules classifier to be used for network intrusion 
detection. This classifier uses if-then rules containing thresholds and weights which 
are automatically adjusted with a multiobjective optimization evolutionary algorithm 
following two fitness criteria: classification accuracy and coverage level. The 
methodology has been preliminary applied to detect any of the attacts contained in 
DARPA database. Results show a great accuracy in detecting attacks (PAA and UAA 
indicators). As future work, the authors are intended to explore the performance of 
this methodology on other network traffic databases.  
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Abstract. Automated negotiations introduce a challenging research field that 
aims to enhance the performance and optimise several aspects of the electronic 
marketplace. This paper is concerned with the design and evaluation of negotia-
tion strategies suitable for intelligent agents acting in Business-to-Consumer e-
commerce environments. In order to minimize the cases where an agreement is 
not reached upon the expiration of its deadline, the client agent is enhanced 
with various function approximation techniques, which aim to predict the 
behaviour of the provider agent during the last negotiation rounds.  

Keywords: Negotiating Agents, opponent behaviour prediction, MLP & RBF 
Neural Networks, Polynomial Approximators. 

1   Introduction 

The explosion of e-business has changed the way users interact when purchasing 
procedures and transactions take place [1]. Along with the revolution of e-trading 
systems, other technologies play an increasingly important role on the integration of 
the frameworks that are created. Towards this fact, intelligent software agents [2][3] 
are capable of performing sophisticated and challenging tasks to lead to environments 
with complexity that resembles the human-to-human procedures with regards to 
rationale and satisfaction from the overall negotiations’ outcome [4]. 

The research area that has evicted out of the application of intelligent agents’ 
technologies to e-business activities and specifically to e-negotiations is what is 
known as automated negotiations [5]. When building autonomous agents capable of 
negotiation, three main aspects need to be considered [5][6]: (i) the selection of issues 
under negotiation, (ii) the negotiation protocol and model, and (iii) the negotiation 
strategies that the agents will employ. This paper is mainly concerned with the third, 
and proposes an efficient approach for the second. 

In such procedures, the intelligent agents aim to accomplish the objectives of their 
owners and address their initially designated or real-time requirements as efficiently 
                                                           
* Corresponding author. 
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as possible. As defined in [5], “Negotiation is a form of interaction in which a group 
of agents, with conflicting interests and a desire to cooperate try to come to a 
mutually acceptable agreement on the division of scarce resources”.  

This paper is concerned with the evaluation of prognostic negotiation strategies 
adequate for intelligent agents acting in Business-to-Consumer e-commerce 
environments, addressing use cases where a Client negotiates with a Provider of a 
service or product. The proposed strategies are applicable in single-issue bilateral 
negotiations, where both agents have strict deadlines and are practically the mature 
extension and refinement of authors’ attempt to conclude to the best possible learning 
scheme for such kinds of problems [7]. Thus, the prediction mechanisms are 
implemented using cubic splines and  polynomial approximators exploited by the 
client agents, complementing the authors’ work on MLP (Multi-layer Perceptron) and 
RBF (Radial Basis Function) neural network-enhanced prediction mechanisms [7], 
aiming to conclude on the best possible techniques for on-line negotiation procedures.  

The rest of this paper is structured as follows. In Section 2, the formal problem 
statement is briefly presented avoiding repetition of authors’ previous publication [7], 
while the problem is extended to address multi-issue package-deal, parallel and 
sequential procedures [8]. In Section 3, a brief introduction of the employed 
techniques to predict the behaviour of the negotiating Provider Agent is provided, 
while their design properties are exposed. In Section 4, the proposed approximator-
assisted negotiation strategies of the Client Agent are evaluated via extended 
experiments, and finally in the last Section the paper’s conclusions are drawn. 

2   Formal Problem Statement 

2.1   The Basic Problem Statement 

In this section the negotiation framework designed and employed is briefly presented. 
This formal problem definition and justification has also been stated in detail in [7], 
so only the basics are repeated here in order to ensure the coherence of the paper.  

The negotiation protocol employed [9], i.e. the rules that both agents should follow 
throughout the procedure has been described in full detail in the aforementioned 
authors’ work. For clarification the protocol employed is a modification of the single-
issue alternating offers protocol [10], where each negotiation thread is initiated by the 
Client Agent (CA) in the Client-Provider model that is employed and formally 
initiated (with a real proposal) by the Provider Agent (PA). The procedure ends, when 
either a mutually accepted agreement is reached or one of the agents’ deadlines 
expires. At each step of the procedure, each agent should perform a proposal which is 
either an offer based on its strategy or a decision of agreement or disagreement.   

At this point the formal description of the problem is appended: Suppose the agent 
that represents the Client is denoted by C  and the one that represents the Provider is 
denoted by P . The objective of our problem for a Client Agent is to find a price finalp  

that lies above the current minimum acceptable price of the Provider. Thus, based on 
the selected protocol and model, the negotiation problem studied can be reduced to a 
decision problem that can formally be stated as follows [7]: 
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Given: (i) two negotiating parties: a Provider that offers a specific good (i.e., 
service or product) and a Client that is interested in this good’s acquisition, (ii) the 
acceptable price interval [ ]CC pp maxmin ,  for the Client, (iii) a deadline CT  up to which 

the Client must have completed the negotiation with the Provider, (iv) the final 
negotiation round index CL  for the Client, (v) the vector { }P

l
P

l pP = , where kl 2=  

and 1
2

,...,0 −⎥⎦
⎥

⎢⎣
⎢= CL

k , of the prices that were proposed by the Provider during the 

initial 2−CL  negotiation rounds, and (vi) the price offer C
LC

p 3−  that was proposed by 

the Client during negotiation round 3−CL , find a price finalp  that should be proposed 

by the CA to the PA at the pre-final negotiation round 1−CL , which maximizes the 
Client’s overall utility function )( final

C pU , satisfies the known CA’s price constraint 

(i.e. [ ]CC
final ppp maxmin ,∈ ), and will get accepted by the PA at the last negotiation round 

CL . 
As already described, the client negotiates based on the fair Relative Tit-for-Tat 

(fRTFT) strategy until round 1−CL  [7]. Then, not risking the negotiation to fail, the 

client makes use of the approximators’ estimation P
LC

p  for the provider’s next price 

offer. These tools, which will be further elaborated below are a key component 
capable of predicting the future offer of the opponent, leading the negotiation to an 
agreement and thus avoiding a highly possible waste of resources as the thread has 
reached its pre-final round. The approximator, based on the history of provider’s price 

offers { }P
l

P
l pP = for kl 2= , 1

2
,...,0 −⎥⎦

⎥
⎢⎣
⎢= CL

k , attempts to produce a good P
LC

p  

estimation, which at the same time  ensures that the profit of the party that employs 

the mechanism is locally maximized (utility function). If CP
L pp

C max≤ , then the client’s 

last price offer sent to the provider is: P
L

C
L CC

pp =−1 . Otherwise, if CP
L pp

C max> , then 

CC
L pp

C max1 =− . If the approximator succeeds and P
L

P
L CC

pp ≥ , the provider will accept 

the offer upon the expiration of the client’s negotiation deadline, thus leading to the 
desirable outcome. If the estimation is lower than the client’s prior offer then 

C
L

C
L CC

pp 31 −− = .  

In this study, the PA adopts a strategy based on a time-dependent tactic, while the 
CA follows a negotiation strategy based on a behaviour-dependent tactic. This 
deterministic lightweight approach is selected as the studied framework is designed 
for PAs that are simultaneously engaged in multiple independent negotiation threads 
with different CAs, thus requiring reduced processing resources with regards to 
stochastic or behaviour-dependent alternatives. 

The rest of the details for the purposes of this problem are mentioned in Sections 2 
& 3 of [7] and are not repeated here to avoid redundancy. Besides, this paper focuses 
on comparing conventional approximation techniques (polynomials), which are 
increasingly employed in various research areas where time and resources are critical 
as it happens here, against neural networks which were proven notably useful in [7]. 
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2.2   Extension to Support Multi-issue Procedures 

Multi-issue negotiations refer to the case where agents negotiate over more than one 
issue. The main generic approaches that can be distinguished in support of multi-issue 
negotiations are the following [8]: package-deal approach where all the issues are 
settled together as a bundle, sequential approach where the issues are discussed one 
after another, and simultaneous approach where the issues are discussed in parallel. 

In case of the package-deal approach, the application of the mechanism to agree on 
a specific price for the whole bundle is straightforward. On the other hand, the 
simultaneous approach is mainly used in cases where the issues under negotiation are 
disjoint [11]. It is obvious that the proposed lightweight mechanism can be applied on 
each parallel thread (for each issue) to provide the party that employs it with the 
maximal profit. Thus, in both the above cases the mechanism is adequate and can be 
applied without any modification. 

However, the sequential approach requires a different perspective, as the issues are 
considered interdependent and each agreement affects the negotiation thread that 
follows [11]. In this case, we cannot provide optimal results, just by applying the 
mechanism as we should take into account these dependencies, which are absent from 
the above two approaches. Thus, in order to extend the framework to address multi-
issue negotiations for interdependent issues, we adopt the following solution. 

Let C  denote the agent that represents the Client and P  denote the agent 
representing the Provider. These two parties negotiate over issues ix , ni ,...,1=  of the 

same service or product and { }ixx = , where x is apparently the vector of the 

different issues. Let min
a
ix  ( max

a
ix ) express the lower (maximum) acceptable value for 

agent { }PCa ,∈  concerning issue ix . Thus, an offer is always rejected by agent a  if 

[ ]maxmin , a
i

a
ii xxx ∉  for any issue. We may now introduce the utility function of the 

proposed framework as follows. Let ( ) [ ] [ ]1,0,: maxmin →aaa xxxU  express the utility 

that agent a  assigns to an offer expressed by values x  of the negotiation issues in the 
range of its acceptable values. We introduce the significance of issue ix  for agent a  

as follows: ( ){ }xU
x

S a

i

a
i ∂

∂= . We now introduce the dependency degree of issue ix  

as follows: ∑
≠
= ∂

∂=
n

ij
j j

i
i

x

x
DD

1

. The rationale of the proposed approach is to negotiate 

over the entire set of issues sequentially starting from the issue with the lower 
dependency degree and the higher significance for agent a  (in our case the Client 
Agent). Thus, the negotiation agenda is decided by the Client Agent as follows: 

If C
Uxmin  is the vector of issue values that minimizes the overall utility perceived 

by the Client, then the first issue ix to be selected for negotiation is the one 

maximizing quantity: 
C

Uxi

a
i

DD

S

min

. 
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In the generic case where: (i) issues jx , kj ,...,1=  have already been negotiated 

over during the previous k  negotiation threads, and (ii) the agreement values of these 
issues are: *

jx  ( kj ,...,1= ), while (iii) the agreement values for issues jx , 

nkj ,...,1+=  still remain to be negotiated over, then, the next issue ix that will be 

selected for negotiation is the one maximizing quantity: 
k

C
Ux

k
i

a
i

DD

S

min

, where 

∑
−

=≠
= ==∂

∂=
kn

kjxx
l kjxxl

ik
i

jl
jj

x

x
DD

),...,1(
1 ),...,1(*

  and k
C

Uxmin  is the vector of issue values where 

*
jj xx =  for kj ,...,1=  and jx  for nkj ,...,1+=  is set so that the overall utility 

perceived by the Client is minimized. 
As already stated, the proposed approach delays the negotiation of the most 

interdependent and less significant issues as much as possible. These results are near 
optimal in the case where the negotiation issues do not depend on many of the other 
issues under negotiation (i.e. the dependency degree is not high). 

The proposed approach to extend the single-issue oriented mechanism to avoid 
disagreements on the last round, towards multi-issue procedures is generic and 
applicable in any circumstances. The mechanism can be applied as is and provide 
multi-issue procedures with the results presented in the experiments section. Based on 
the last two subsections, the rest of the paper attempts to prove that the proposed 
approximation mechanisms are efficient and applicable in single-issue as wekk as 
multi-issue bilateral negotiation frameworks. 

3   The Approximators Employed for Opponent Behaviour 
Prediction 

As already mentioned, the purpose of this framework is to estimate the opponent’s 
next offer in order to avoid unsuccessful negotiation threads, when those are very 
likely to happen, as the pre-final round has been reached at the time the approximators 
are used. Each of the studied approximator is coupled with the core negotiation 
strategy adopted by the CA based on the approach described in the previous section. 
The four approximators are examined independently of each other, as no cooperation 
among them is foreseen. As already stated, all approximators have been designed  
and configured in order to demonstrate optimal performance on predicting online the 
next round offer of PAs that have adopted arbitrary time-dependent negotiation 
strategies. 

It is widely known that polynomials are by far the easiest functions to process and 
approximate [12]. There are three major classes of polynomial approximators: 
Interpolators, Least Squares, and Splines [12]. As interpolators do not offer the 
accuracy and convergence characteristics required in our case [13], we will use Least 
Squares and Splines approximators. The objective in the studied framework is to  
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approximate the function that corresponds to the set of datapoints, available in a form, 
observed in the course of the negotiation process.  

Splines are a widely accepted and used method for function approximation that 
results in a smooth and continuous function approximating discrete datapoints [12]. 
Particularly popular is the cubic spline, mainly due to its continuous second derivative 
that ensures the C2 continuity and also the uniqueness of the 3rd degree polynomials 
that perform the approximation and are easy to estimate. 

On the other hand, the Least Squares (LS) approximation is widely used to 
estimate the numerical parameter values to fit a function to a set of data and to 
characterize the statistical properties of estimates [12]. It always provides a unique 
solution to the approximation problems, the complexity of which is relatively low, 
even for polynomials of high order [12]. In order to avoid the polynomial oscillation 
phenomenon [14], which is quite intense in high degree polynomials, we studied the 
performance of low degree polynomials (below 15). To heuristically determine the 
most appropriate degree for the polynomial approximator to be used by the CA to 
predict the behaviour of the PA, series of experiments were conducted that lead to the 
conclusion that the best fitting polynomial for our functions is that of a 7th degree.  

 With regards now to the Neural Networks (NNs) employed, which present a 
significantly suitable behaviour as presented in our previous work [7], what should be 
mentioned here for clarity and coherency is that a MLP with a single hidden layer of 3 
log-sigmoid neurons and a linear output one and a RBF NN with 2.29 neurons in 
average [7] are the most suitable architectures for our problem.   

4   Experiments and Evaluation 

In this section, a thorough analysis of the experiments conducted is performed in two 
levels. More specifically, the time-dependent PA is coupled with a behaviour-
dependent CA, while the performance of the proposed solution is measured for a wide 
range of PA strategies detailed below. The framework has been modelled using 
MATLAB, and after initial evaluation results, the negotiation framework described 
was implemented using the JADE v3.3 mobile agent platform, while open source java 
libraries have been exploited for the implementation of the approximators. 

Extended experiments have been conducted to examine the effectiveness of 
coupling the MLP NN, the RBF NN, a cubic spline (CS) or a 7th degree polynomial 
(poly7) with the fRTFT imitative negotiation strategy to increase the success ratio of 
the negotiations. The main hypotheses used in the conducted experiments are as 
follows: (i) the Client Agent negotiates with a Provider Agent, following the rules of 
the framework described in Section 2, (ii) the two agents are unaware of the 
opponent’s strategies, acceptable value ranges and deadlines, and aim to achieve the 
best possible result on behalf of their owners using as input only the opponent’s 
history of offers, (iii) as the experiments’ objective is to estimate the provider’s last 
round offer, in all test cases the provider’s deadline is never before the client’s 
deadline (else the designed approximators would not be used at all), and (iv) the  
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following fixed parameter settings are used for all experiments conducted: 
[ ] [ ]100,0, maxmin =PP pp , 0min =Cp , and 100=CL . In this framework, three families 

of experiments have been conducted to compare the performance of the pure fRTFT 
strategy, the MLP-assisted fRTFT, the RBF-assisted fRTFT, the CS-assisted fRTFT 
and the poly7-assisted fRTFT. 

The first family of conducted experiments monitors the negotiation result for  
Linear PA behaviour over varying upper acceptable price threshold for the CA (i.e., 
acceptable price intervals overlap for the negotiators ranges from 0% to 100%) and over 
varying PA deadlines. These experiments settings are: [ ] [ ]100,0, maxmin =PP pp , 0min =Cp , 

100=CL , 1=β , [ ]200,100∈PL  and [ ]100,0max ∈Cp  [ ]%100%,0 Overlap Intervals Price ∈⇒ , 

where
PL denotes the negotiation round index on behalf of the PA. The sample values 

for Cpmax  are 0:1:100 (all discrete values from 0 to 100 with a step of 1), while for PL  

they are 100:1:200. It corresponds to PAs that are rather neutral and have plenty of 
time to spend for such procedures and to CAs that have various reservation prices’ 
intervals, from extremely hard (maximum and minimum acceptable prices are very 
close) to substantially loose (maximum is much greater than the minimum acceptable 
price).  

The second family records the negotiation result in case there is a full acceptable 
price interval overlap over varying concession rates (i.e., evaluating the system’s 
performance for Conceder PA, when PA is willing to concede rapidly in the early 
phase of negotiation, or Boulware, when PA is willing to concede substantially only 
when its time deadline is approaching and Linear PA behaviour, when the 
convergence follows a linear manner) and over varying deadlines for the PA. These 
experiments’ settings are: [ ] [ ]100,0, maxmin =PP pp , [ ] [ ]100,0, maxmin =CC pp , 100=CL , 

[ ]200,100∈PL  and [ ]10,1.0∈β . The sample values for β  are 0.1:0.02:1 and 1.2:0.2:10, 

while for 
PL  they are 100:1:200. This case is present in many negotiation 

environments, where the acceptable prices are more or less fixed both for the PAs and 
the CAs, while the PAs retain a variety of alternatives with regards to the timeouts 
they have and the willingness to sell on higher or lower prices right from the 
beginning of the procedures leading to fast or slow convergence from their maximum 
offers to their minimum ones.  

The third family of experiments performed investigates the case where CA’s 
deadline is half than that of the PA, and records the negotiation result over varying 
concession rates (i.e., for Conceder, Boulware and Linear PA behaviour) and over 
varying upper acceptable price threshold for the CA. The specific experiments’ 
settings are: [ ] [ ]100,0, maxmin =PP pp , 0min =Cp , 100=CL , 200=PL , [ ]10,1.0∈β  and 

[ ]100,0max ∈Cp [ ]%100%,0 Overlap Intervals Price ∈⇒ . The sample values for β  are 

0.1:0.02:1 and 1.2:0.2:10, while for Cpmax  they are 0:1:100. In these cases, the PAs 

have plenty of time to finish the procedure and every possible way to converge to 
their minimum, from extremely slow to substantially fast. On the other hand the CAs 
vary their acceptable price interval to cover all the possible combinations of overlap. 

The results of the three families of experiments are depicted in Figure 1 (first 
experiment set), Figure 2 (second experiment set), and Figure 3 (third experiment set).  
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Fig. 1. Agreement price for Linear PA behaviour, 100=CL , ]200,100[∈PL  and ]100,0[max ∈Cp : 

(a) comparison of the pure fRTFT, the MLP-assisted fRTFT and the RBF-assisted fRTFT, (b) 
comparison of the pure fRTFT, the fRTFT assisted by the cubic spline approximator and the 
polynomial approximator 

 

Fig. 2. Agreement price for full price interval overlap for 100=CL , ]200,100[∈PL  and 

]10,1.0[∈β : (a) comparison of the pure fRTFT, the MLP-assisted fRTFT and the RBF-assisted 

fRTFT, (b) comparison of the pure fRTFT, the fRTFT assisted by the cubic spline 
approximator and the polynomial approximator 

 

Fig. 3. Agreement price for 200=PL , ]100,0[max ∈Cp  and ]10,1.0[∈β : (a) comparison of the 

pure fRTFT, the MLP-assisted fRTFT and the RBF-assisted fRTFT, (b) comparison of the pure 
fRTFT, the fRTFT assisted by the cubic spline approximator and the polynomial approximator 

 



 Multi-modal Opponent Behaviour Prognosis in E-Negotiations 121 

Table 1. Comparative results for the success ratios, estimation errors and temporal requirements 
of the five strategies (pure fRTTF, and fRTTF assisted by MLP NN, RBF NN, Cubic Spline 
approximator and polynomial approximator) 

Experiments’ Settings 
]100,0[max ∈Cp  
]200,100[∈PL  

1=β  

100max =Cp

]200,100[∈PL

]10,1.0[∈β

]100,0[max ∈Cp  

200=PL  
]10,1.0[∈β  

Overall 
Results 

Experiment Set Size 10201 9191 9191 28583 

Feasible Agreements 
Number 

7059 9191 5083 21333 

fRTFT 72.30% 74.20% 71.67% 72.97% 
MLP 100.00% 100.00% 100.00% 100.00% 
RBF 99.82% 100.00% 100.00% 99.94% 

CubicSpline 84.25% 93.71% 92.45% 90.28% 

Success 
Ratio (over 

feasible 
agreements)

Poly-7 99.39% 91.13% 92.70% 94.24% 
MLP 38.30% 34.77% 39.53% 37.04% 
RBF 38.05% 34.77% 39.53% 36.96% 

CubicSpline 16.52% 26.29% 28.99% 23.72% 

Successful 
Negotiation
s Increase 

Poly-7 37.46% 22.82% 29.34% 29.14% 
MLP 5.74% 2.79% 1.73% 3.50% 
RBF 1.32% 0.39% 0.14% 0.64% 

CubicSpline 4.91% 3.13% 2.89% 3.69% 

Mean 
Estimation 

Error 
Poly-7 2.02% 1.08% 3.73% 2.27% 
MLP 3.93% 1.87% 1.12% 2.36% 
RBF 0.72% 0.12% 0.04% 0.31% 

CubicSpline 2.81% 2.02% 1.47% 2.13% 

Standard 
Deviation 
of Error 

Poly-7 1.03% 0.51% 1.89% 1.14% 
Times the Approximators 

were used 
5302 2476 5564 13342 

fRTFT 0.0095 0.0105 0.0082 0.0094 
MLP 0.3522 0.1889 0.4754 0.3727 
RBF 0.0849 0.0506 0.1122 0.0898 

CubicSpline 0.0260 0.0229 0.0320 0.0279 

Mean 
Overall  
Time 

Required 
(sec) Poly-7 0.0242 0.0190 0.0270 0.0244 

 
In Table 1 comparative results for the three experiment families are illustrated with 

regards to the success ratio of the five strategies, summing up the results depicted in 
the aforementioned Figures. The results presented in the table indicate that all four 
assisted strategies clearly outperform the pure fRTFT in all three families of 
experiments, as they increase the success ratio up to 25.8% in absolute terms or up to 
39.5% in relative terms. Overall results for the set of 28583 experiments conducted 
indicate that both NN-assisted strategies increase to ~100% the average acceptance 
ratio of the pure fRTFT that is ~73% considering only the cases of feasible 
agreements, while the CS-assisted and the poly7-assisted strategies increase this 
number to ~90% and ~94% respectively. With regards to the number of agreements, 
both NN-assisted strategies manage to increase it by almost 37% in average, which is 
highly significant in automated negotiation domains. The poly7-assisted strategy 
follows, presenting more than 29% increase, while the CS-assisted strategy manages 
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to increase the number of agreements of the pure fRTFT by approximately 24% in 

average. Concerning the mean estimation error ∑∑
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assisted strategy outperforms the rest demonstrating only 0.64% error, while the 
MLP-, CS- and poly7-asisted strategies result in 3.50%, 3.69% and 2.27% error 
respectively. Similarly, with regards to the standard deviation (SD) of the estimation 
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1σ , the RBF-assisted strategy outperforms the rest demonstrating 

only 0.64% SD, while the MLP-, CS- and poly7-asisted strategies result in 2.36%, 
2.13% and 1.14% SD respectively. 

With regards to the processing/time resources required, the poly7 clearly 
outperforms the other three approximators in all three families of experiments. As 
presented in Table 1, the mean overall time required by the MLP, by the RBF or by 
the CS is approximately 15.3, 3.6 or 1.1 times higher respectively than the time 
required by the poly7.  

Combining all experimental results obtained in this subsection aiming to identify 
the most appropriate approximator for the negotiation framework, it becomes evident 
that the RBF NN, not only achieves the lowest overall error over the estimated 
opponent’s next offer, but (along with the MLP) it also maximises the number of 
successful negotiations, while the processing time it requires is quite low, i.e. less 
than 90 ms in average. The polynomial fitting is outperformed by the RBF due to the 
fact that the former is prone to fluctuations of the values it is required to fit. The four 
varying parameters of the time-dependent PA strategy cause the poly7 to fail in 
several circumstances, whereas the RBF approximator generalises far better being 
able to store more information monitored. 

5   Conclusions  

Autonomous agents are a powerful technology that may enhance the intelligence, 
sophistication and performance of various processes that take place in the e-
marketplace. This paper presented a single-issue bilateral negotiation framework 
designed for self-interested agents that act in e-commerce environments, with 
extensibility to most multi-issue environments. In this framework, MLP and RBF 
NNs have been exploited, as well as cubic splines and least-square-based polynomial 
approximators aiming to predict the future offers of the negotiating Provider Agent. 
Extensive experiments were conducted over more than 28500 different settings in 
order to evaluate the designed negotiation strategies. These experiments indicate that 
the RBF NN is more suitable, as it maximises the number of successful negotiations, 
achieves the lowest overall error over the estimated opponent’s next offer, while the 
processing resources required are quite low. The practical value of the results 
presented in this paper are: the establishment of e-marketplace environment where the 
percentage of agreements is maximised, while the profit of the clients is increased; 
protection of the negotiating parties’ privacy, as the proposed solution requires no 
information other than the offers of the negotiators, and thus no private information is 
disclosed; online handling of single-instance negotiations that is the most popular and 
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lightweight type used in e-marketplaces, as no a-priori knowledge or training is 
required; easy implementation of the designed negotiating agents, as there are off-the-
shelf libraries with the proposed approximators; achievement of high accuracy 
prediction and evaluation for arbitrary CA strategies; and finally requirement for 
minimal processing, storage, and network resources.  
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Abstract. Address-Event-Representation (AER) is a bio-inspired communication 
protocol between chips. A set of AER sensors (retina and cochleas), processors 
(convolvers, WTA, mappers, …) and actuators can be found in the literature that 
have been specifically designed for mimicking the communication principle in the 
brain: spikes. The problem when developing complex robots based on AER (or 
spikes) is to command actuators (motors) directly with spikes. Commercial robots 
are usually based on commercial standards (CAN) that do not allow powering 
actuators directly with spikes. This paper presents a co-design FPGA and 
embedded computer system that implements a bridge between these two protocols: 
CAN and AER. The bridge has been analyzed under the Spanish project 
VULCANO1 with an arm robot and a Shadow anthropomorphic hand. 

Keywords: CAN, AER, spike-based, neuromorphic engineering, anthropomorphic 
robot, FPGA, VHDL, embedded computer. 

1   Introduction 

Controller Area Network (CAN) is an industrial protocol that minimizes the number 
of unrecovered transmission errors using a set of mechanism for detecting and 
signaling errors. This protocol is so efficient that it is usually used at automotive, 
robots and mobile robots for communicating sensors and actuator to a central 
processor. CAN is nowadays a typical interface for commercial robots, motors or 
even sensors. On the other hand Address-Event-Representation (AER) is a neuro-
inspired communication protocol for transferring information between silicon neurons 
in different chips. Neuromorphic engineers work actively in developing sensors, 
processors and actuators that mimic the nervous system behavior. 

Neuroinformatic aims to join together several field specialists (biologists, 
psychologists, engineers, physicists, chemists, and informatics) in order to develop 
auto-reconfigurable systems that mimic the human body and specially emulate the 
human brain. Neuromorphic engineers work in the study, design and development of 
neuro-inspired artifacts developed with artificial mechanisms, like VLSI chips for 
sensors [1][2][3], neuro-inspired processing, filtering or learning [4][5][6], neuro-
inspired control-pattern-generators (CPG) [7], neuro-inspired robotics [8] and so on. 
                                                           
1 This work has been supported by Spanish goverment grant VULCANO (TEC2009-10639-

C04-02). 
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All these mechanisms share the way of producing, transforming and transferring 
the information: the spike-based representation of the information, like in a mammal 
neural system. A neuromorphic VLSI chip is designed in order to gather several 
thousands of silicon spike-based neurons. A problem arises when those neurons have 
to communicate outside the chip with other neurons of a different chip. Typically, 
neuromorphic engineers have adopted the so-called solution Address-Event-
Representation (AER). AER was proposed by the Mead lab in 1991 [9] for 
communicating between neuromorphic chips with spikes (Figure 1). Each time a cell 
on a sender device generates a spike, it communicates with the array periphery and a 
digital word representing a code or address for that pixel is placed on the external 
inter-chip digital bus (the AER bus). In the receiver chip, spikes are directed to the 
pixels whose code or address was on the bus. In this way, cells with the same address 
in the emitter and receiver chips are virtually connected by streams of spikes. Cells 
that are more active access the bus more frequently than those less active. There is a 
growing community of AER protocol users for bio-inspired applications in vision, 
audition systems, and robot control, as demonstrated by the success in the last years 
of the AER group at the Neuromorphic Engineering Workshop series [7] and the 
CapoCaccia Cognitive Neuromorphic Engineering Workshop [10]. The goal of this 
community is to build large multichip and multi-layer hierarchically structured 
systems capable of performing massively-parallel data-driven processing in real time. 

 

Fig. 1. Rate-coded AER inter-chip communication scheme 

Furthermore, the application of these systems to real applications demonstrate the 
benefits of the spike-based representation, allowing extremely low latencies between 
spikes produced by a sensor and the first spike arriving to the actuator (in the order of 
few microseconds), as demonstrated in the EU project CAVIAR [11]. 

The implementation of spike-based Proportional-Integral-Derivative (PID) controller 
allows to complete the last stage of a neuromorphic system, by powering the equivalent of 
a muscle in a robot directly with spikes [8] (a DC motor). 

Nevertheless, commercial robots are usually black-boxes consisting in a set of 
motors or actuators, and sensors with a common interface that allows communicating 
with a computer that is usually in charge of solving the cinematic and dynamic 
equations needed to implement tasks like grasping, tracking, manipulating an object, 
etc. One of these common interfaces is the Controller Area Network (CAN) bus. The 
CAN bus was developed by Robert Bosch GmbH company for communicating 
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messages in a distributed environment ensuring real-time capabilities and using only 
two wires. The number of nodes, the distance between them, the bus bandwidth, the 
error detection and correction mechanism, the arbitration policy and other aspects of 
the CAN protocol can be found in [12]. 

In this paper we present a hardware-software bridge between the AER bus and the 
CAN bus. The bridge has been implemented using the hardware platforms developed 
under Spanish Government granted VULCANO project. These platforms have been 
designed for covering the implementation of more complex spike based operations. 
VULCANO has the aim of developing and joining together a set of AER chips (retina 
sensors and filters) into a layer of image filtering. The result of this layer is fussed by a 
second layer implementing a set of brain-inspired algorithms for sensory fusion and 
visual-motor coordination. The implementation of this second layer is based on a co-
design platform composed by a FPGA and an embedded computer (Toradex Colibrí). 
This embedded computer provides a CAN interface. Arm and hand robots used in 
VULCANO offer CAN interfaces for motor control and sensors monitoring.  

Section II offers a brief review of the most important characteristics of the CAN 
protocol. Section III explains the scenario in VULCANO project. Then, in section IV 
we describe the architecture of the AER-CAN bridge and we present a performance 
study. 

2   Controller Area Network (CAN) 

CAN physical layer establishes that the information is represented by the voltage 
difference between two wires. Logical bits are called dominant (‘0’) when the voltage 
difference between the two wires is high and recessive (‘1’) when they are similar. The 
network is composed by a set of nodes sharing a unique pair of wires (CAN bus). 
When several nodes write at the same time on the bus, if only one node writes a 
dominant bit, then the CAN bus will conserve the dominant bit, and if all the nodes 
write recessive bits, the CAN bus conserves the recessive value.  

Each node connected to the CAN bus is always monitoring the bus, even when a 
node is transmitting. If several nodes are transmitting at the same time, a node can lose 
the CAN bus if it monitors a dominant bit when it is transmitting a recessive bit.  

Distributed nodes are free to use the bus when a message is finished. Nodes do not 
need to have an arbiter selecting which node is able to transmit each time, because the 
protocol is auto-arbitrated thanks to the characteristic of dominant and recessive bits. 
All the messages are transmitted starting with a start of frame bit (SOF) and then, the 
identifier of the message. This identifier is used for arbitrating which node will use the 
CAN bus. When a node is writing its identifier on the CAN bus, if a recessive bit is 
written (‘1’) and a dominant bit (‘0’) appears on the bus, this node has lost the 
competition and it has to wait until the winner node finished its message transmission. 
Figure 2 bottom shows a competition example. A message includes protocol 
information, a variable number of data bytes from 0 to 8, followed by a 16-bit Cyclic 
Redundancy Code (CRC) for error detections (see Figure 2 top). 

The medium access and transport protocol layers establish that when a node is 
transmitting a message, the rest of the nodes are checking the message. Therefore, in 
the CAN protocol non-transmitter nodes are responsible of the correctness and the 
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efficiency of message transmissions by monitoring all the bits of a message and 
collaborating in the ACK bit of a message when an error is found. Even more, the 
transmitter node is also monitoring the CAN bus during the transmission of its own 
message and it is also checking if each bit written in the bus is correctly read: if the 
transmitter node writes a recessive bit in the bus, it has to read a recessive bit during 
the rest of the time that this bit must appear on the bus. 

 

Fig. 2. CAN message (top) and priority arbitration example (bottom) 

The maximum speed of the CAN standard is 1 Mega bit per second (Mbps) for up 
to 40 meters of cable distance between the furthest nodes. This implies one 
microsecond per bit. Every bit time is divided in several parts: synchronization, 
propagation (400 ns for 40 meters), segment one and segment two. Synchronization 
part is very small (usually one clock cycle of the CAN controller clock). The 
propagation part must be preserved in order to ensure the correct reception of the 
signal in both sides of a 40 meters cable. Finally segments 1 and 2 complete the bit 
time up to 1 microsecond. Receivers will check the state of the CAN signal between 
segment 1 and 2. These segments are equal to a setup and hold time of digital circuits. 

CAN standard has several similarities with AER protocol:  

- Both are event-based protocols. AER sensors or actuators produce either a stream 
of events that represents the sensor value, or its change, or the actuator intensity or 
change. CAN nodes codify in a unique message the sensor value or the command 
parameters.  

- Both use addresses for identifying messages. When using AER, an emitter chip 
uses a set of addresses depending on the number of emitter neurons. In CAN, each 
node can work (transmit or receive) a set of messages with different identifiers. An 
identifier in CAN is not used for identifying neither an emitter nor a receiver; they 
are used to identify messages produced by sensors or received by actuators. 
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On the other hand there are several important differences: 

- CAN is a serial and synchronous bus, while AER is typically parallel and 
asynchronous. 

- CAN maximum speed is 1 Mbps. This is considerably low respect to AER that can 
work at peak rates higher than 25 Mega-events-per-second (400 Mbps for 16-bit 
buses)[4]. Nevertheless there are improvements to the CAN protocol that reach up 
to 16Mbps (CAN+) [13]. 

- CAN includes in the message transmission additional information for increasing 
the robustness. AER transmits the address of a neuron without any other 
complementary information.  

- AER codify the information in frequency or by the number of repetitions of the 
same address in the bus, while CAN send a unique message with the command and 
value in up to 8 bytes. 

For those applications with low speed requirements there is a reduced number of 
neurons or identifiers and scenarios with strong noise interferences, so it could be 
adequate to inherit the properties of the CAN bus in order to implement a serial and 
robust AER protocol. For example, the spike motor actuation and the motor sensor 
monitoring. An AER system is able to process visual information in a very fast way 
and with a low latency. The AER system can produce a stream of spikes for actuating 
into a set of muscles (or motors in robotic). Since the motor is a mechanical object, it 
has a huge delay in implementing the position or velocity orders, when compared to 
the AER processing system. Due to this limitation of the motors, it is justified to 
include an AER-CAN interface without losing performance. 

3   Actuators and Sensors through CAN 

VULCANO focuses on the AER for developing a sensory-motor system completely 
based on spikes. From sensing and filtering the visual information, developing AER 
retina and AER convolvers, to the adaptation and development of anthropomorphic 
robots (hand and arm) and their interfaces, through the development of high level 
algorithms for sensory fusion, visual-motor coordination and the cinematic and 
dynamic of the robots. 

The robotic arm consists into a set of articulations based on commercial motors. 
Each of these motors is mounted with a controller that receives CAN messages with 
commands. These commands can be either a) new positions or degree for the 
articulation, with a fixed intensity and speed, or b) a request for the value of a sensor, 
like the position of the articulation, the intensity of the motor, the speed, …  

Existing AER based controllers for DC motors [8] requires to access directly to the 
motor and to receive directly the information of the sensors in order to adapt the 
frequency of spikes to be sent to the motor for modifying the position, speed or power 
of the motor. This kind of AER controller cannot be used in such a commercial 
platform because the robot will lose all the robustness and efficiency that the CAN is 
providing (apart from the warranty of the product). Therefore, in this case it is very  
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important and necessary to develop an AER-CAN interface able to receive streams of 
spikes from the last layer of the AER systems and convert it into CAN commands, 
and vice versa, to convert CAN sensory messages into a stream of spikes for the 
corresponding layer of the AER system. 

4   CAN Bridge Architecture and Performance 

Figure 5 shows a block diagram of a co-design prototype for implementing the sensory 
fusion, visual-motor coordination and kinematic/dynamic algorithms of robots in 
VULCANO. It consists in a Xilinx Spartan 3 400 FPGA connected to an embedded 
computer (Toradex Colibri with a Intel Xscale PXA270 under Windows CE) through 
Direct Memory Access interface (DMA). The FPGA is responsible for receiving, in the 
AER communication, all the sensing information coming from the cortex layer (AER 
retina + convolver) and spinal cord sensing (the robot sensors in AER format). This 
sensor information can be either 1) fussed in the FPGA and stored, through DMA, in 
the computer DRAM, or 2) packed into a sequence of time-stamped events in the 
DRAM computer memory, through DMA. Then, the embedded computer will use this 
information for executing the sensory fusion and visual-motor coordination. In the first 
case, the computer program can work in a completely digital way, being the spike-
based approach only resident in the FPGA. The computer receives digital values of the 
sensors, so a spike to digital conversion is done. In the second case, both the FPGA and 
the embedded computer are working with spikes, so the system takes all the 
advantages of a spike-based system, having very low latencies from sensors to 
actuators. DMA has a maximum bandwidth of 101’72 MBps between the Spartan 3 
and the Toradex computer. This bandwidth allows transmitting packetized AER 16-bit 
events and their 16-bit timestamps at a regular rate of 25 Mevps that is the maximum 
throughput of the USB-AER hardware interface [14]. 

Since the sensory fusion algorithm is executed in the embedded computer and the 
CAN protocol is accessible through the Intel XScale board, we have decided to access 
the CAN bus through the embedded computer and offer the additional sensor 
information directly to the sensory fusion algorithm. On the other hand, the visual-
motor coordination is also executed in the embedded computer, so it is faster and more 
adequate to send the CAN motor commands directly from the embedded computer. 

Each node of the arm-robot consists in a Schunk motor and a PowerCube 
communication interface in CAN mode. There are six nodes connected through CAN 
to the Toradex embedded computer. For each message received by the PowerCube 
interface of a motor node, a command is executed in the node. During the execution of 
that command, an acknowledgment message (ACK) is sent back. If a new command is 
received while the previous one is being executed, the old one is aborted and the new 
one is executed. These events allow the system to correct trajectories at the same time 
they are improved. 

We have analyzed the CAN traffic in order to extract the typical and maximum 
bandwidth of commands that is supported. As can be seen in figure 3, there is a  
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minimum Inter-Message-Interval (IMI) of 320µs that represents a very fast update time 
for motor commands compared to the response time of such a mechanical actuator. 
This time has been obtained when the commands are sent sequentially (a new 
command is not sent until the reception of the ACK of the previous one). A motor 
command of 6 data bytes requires 110µs to be transmitted and 120µs to receive and 
process it through PowerCube. Then it responds with an ACK message (2 data bytes) 
that requires 78 µs. Finally there is a 12 µs pause before the next motor command 
appears in the CAN bus. With these data the performance of the system is a bandwidth 
of 3,125 K commands per second (Kcps). In Figure 4 (right), it is shown a performance 
graph considering different command lengths (from 1 to 6 bytes) and two different 
communication mechanisms: 1) Sequentially and 2) Interlaced (the sparse time 
between the command CAN message and the ACK is used to send a second command 
message to another motor, as represented in figure 4 left). The maximum bandwidth 
that can be extracted from the AER-CAN interface is 5Kcps. 

 

Fig. 3. Oscilloscope capture of CANRX over time during two CAN message transmissions  
(6 data bytes) for different motors. Acknowledge CAN messages are sent back (2 data bytes). 

TX processing ACK t 
TX processing ACK t 

 

Fig. 4. Performance in Commands per second for sequential and interlaced CAN messages 

If we suppose the 1) case with 320 µs of IMI, as it is shown in figure 3, then it 
means that the FPGA can receive a considerable set of AER events (i.e., 320 events if 
we consider an Inter-Spike-Interval of 1µs or higher) in order to calculate the new 
updated position of each node of the arm before sending a new CAN message. 
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Toradex board with CAN 
interface and Colobri PXA270 

connected to AER-Robot board. 

Robotic arm used  in 
VULCANO 

 

Fig. 5. AER-CAN bridge block diagram and prototype boards used under VULCANO project 

5   Conclusions 

In this paper we present a bridge between AER and CAN buses that allow attaching 
commercial closed robots to neuro-inspired and spike-based sensory-processing 
systems developed under AER. The bridge is not able to transmit spikes directly to 
motors, but it is able to translate a stream of spikes from the AER system into an 
equivalent CAN message for modifying the degree, intensity and power of a fixed 
articulation in a robot without bandwidth problems. Furthermore, this AER-CAN 
bridge allows reading robot sensors and translating the information received into a 
stream of spikes for AER sensory fusion respect to visual information. 
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Abstract. This paper presents a hierarchical neuromorphic system for tracking 
objects. We use AER (Address Event Representation) for transmitting and 
processing visual information provided by an asynchronous temporal contrast 
silicon retina. Two AER processing layers work in cascade for firstly detecting 
different objects, and secondly tracking them even with crossing trajectories. 
The output of the system offers not only the position of the tracked object but 
also the speed in pixels per second. The system is fully hardware implemented 
on FPGA (Spartan II 200), which is part of the USB-AER platform developed 
in part by authors. A 97.2% of the Spartan II is used for 128x128 pixels input 
resolution and 6 maximum objects recognition and tracking. 

Keywords: object tracking, real-time, Address Event Representation, AER, 
neuromorphic, neuro-inspired, FPGA. 

1   Introduction  

This paper presents a neuromorphic [1] real time object tracking using visual 
information provided by a silicon retina1; this information is processed and 
transmitted using Address Event Representation (AER) [2].  

There are two previous works in the field of object tracking which also use AER 
for processing and transmitting the visual information. Our system has two important 
differences from these two previous approaches: first, we present a fully hardware 
system, described in VHDL and implemented in a FGPA, while in [3] and [4] a 
computer and a DSP were used for events computing, respectively. Second, our 
system uses only two events for getting the object position and with only two object 
positions it is possible to estimate the object velocity.  

Followed in this section we review the Address Event Representation (AER) 
communication protocol; the hardware platform used, the USB-AER Board [5], 
developed by the Robotics and Computer’s Architecture Lab; and the Silicon Retina [6] 
used, developed by the Institute of Neuroinformatics (INI) of the University of Zurich. 
                                                           
1 Authors would like to thank to Tobias Delbruck and his group for their silicon retina, and to 

VULCANO project (TEC2009-10639-C04-02) for supporting this work. 
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Section 2 is devoted to system’s description; in section 3 we present some experiments 
to demonstrate the system’s capabilities; finally, in section 4 we present some 
conclusions. 

1.1   The AER Communication Protocol 

The AER protocol was proposed for neuro-inspired information transmission from 
one neuro-inspired chip to another. The basics of AER consist in assigning an address 
to each cell (neuron) in a chip. Cell activity is transmitted showing the cell’s address 
in a common bus; two flow control signals are commonly needed (REQ and ACK), to 
start and stop the transmission. 

As a result, the activity of every cell will appear in the common bus. Usually the 
activity is frequency coded. In this way, if the cell’s activity is high, its address will 
appear in the bus more frequently than other with lower activity. Each address 
occurrence, in the bus, is known as an event. So, we can say that the activity of each 
cell is coded in events frequency. Since the AER bus multiplexes all the events in a 
common bus, an arbiter is needed in the transmitter. Fig. 1.a shows the organization 
of AER communication. To transmit each event, a simple handshake protocol is 
normally used (see Fig. 1.b). 

a) 

 

b) 

Fig. 1. AER protocol: a) AER transmission overview, b) AER Handshake protocol 

1.2   USB-AER Board 

The USB-AER board was developed by the Robotic and Computer’s Technology Lab 
of the University of Seville, to give support to AER-based systems developers. The 
USB-AER board was initially developed for AER-based systems testing and 
debugging. This board implements several modules for AER stream sequencing, 
monitoring, mapping (to change on the fly the address space); depending on the 
FPGA firmware. 

The flexibility of USB-AER board allows implementing any others functionalities 
such as the one presented in this paper. 

A picture of the USB-AER board is shown in Fig. 2. USB-AER board core is a 
Spartan-II 200 Xilinx FPGA, connected with a 12ns, 512Kwords of 32 bits SRAM 
memory bank. The board uses a Silicon Laboratories C8051F320 microcontroller to 
implement the USB and the MMC/SD interfaces. 
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Fig. 4.b shows the proposed architecture, in each layer the first cell receives the 
complete AER sequence and extracts, retains and processes several events; which and 
how many events are extracted depend on the application; the rest of the events are 
resent to the second cell in the layer. This procedure is repeated in the rest of the cells 
in a layer and in the rest of the layers. 

 

a) 

 

b) 

Fig. 4. Neural architectures: a) classical neural parallel network, b) cascade neural network 

The most important advantage of this architecture is that each cell only processes 
the extracted events. Furthermore, this scheme presents an implicit inhibition 
mechanism, that is, the processed events by one cell are eliminated from the AER 
sequence and do not interfere with the computation. This scheme allows reducing the 
AER sequence complexity from one cell to the next. 

In this system all cells use AER for information transmission, so each cell has 3 
AER ports: one AER input and two AER outputs. The first output gives the result of 
events computation and the second one resends the refused events.  

2.2   Objects Tracking Procedure 

Following, we present the object tracking procedure used by the architecture 
presented above. We only use one layer, where each cell, called TrackCell, consists of 
two sub-cells: one is devoted to object’s position determination, called CMCell,  and 
the other, called VCell, is devoted to object’s velocity estimation. Fig. 5.a shows these 
cells. 

From now on, we suppose that the input is the visual information provided by the 
silicon retina, so events correspond to the movement in the scene.  

The first cell in the layer receives all the events. Just after the first event is 
received, the CMCell only extracts and computes events from a small area around this 
first event (area of interest), resending the rest of the events to the second cell. If 
during a period of time CMCell does not receive enough events, typically 10 events, it 
will reset. On the contrary, if during this period of time CMCell receives enough 
events from the area of interest, it computes the object position as the mean value 
between the last positive event location and the last negative event location. After the 
object position computation, CMCell moves the center of the area of interest to the 
object position. This procedure is repeated after each event is received. If CMCell 
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receives events near the area of interest (a few pixels around) it will change the area 
size allowing adapting it to the object size. Fig. 5.b shows the CMCell state machine 
diagram. 

a) 

b) 

Fig. 5. a) CMCell+VCell and b) CMCell state machine diagram 

The output of the CMCell consists of an AER sequence that encodes the object 
position. This information is used by VCell to estimate the object’s velocity. 

VCell takes the object position periodically and computes the velocity as the mean 
value of the last two object positions. Initially, the period used is 100ms, but it 
changes depending on the velocity computed. If the velocity is high the period will be 
reduced. On the contrary, if the velocity is low the period will be increased. The 
velocity is also transmitted using AER.  

With this scheme it is possible to track as many objects as TrackCells can be 
synthesized in a FPGA in cascade. In our case, due to USB-AER board FPGA 
capacity only 6 objects can be tracked simultaneously.   

The key point of this procedure is that events are processed as soon as they are 
received, without frame integration. Therefore the response time of each cell is very 
short; in fact it is the delay time (order of ns). 

3   Experiments and Capabilities 

In this section we present some experiments to demonstrate the system’s capabilities 
and performance. The hardware configuration consists of a silicon retina and a USB-
AER board. 

In order to see what happened in the system the results are stored in the USB-AER 
SRAM and periodically they are downloaded to a PC and displayed on the screen.  
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3.1   Synthetic Stimulus 

In these two first experiments we use a USB-AER board for AER sequence 
generating (no retina used). The USB-AER generates an AER sequence emulating the 
retina behavior but without noise and impreciseness. The AER sequence emulates a 
4x4 pixels object describing a square. In the first experiment the object’s velocity is 
50 pixels/s and in the second 40000 pixels/s. 

Fig. 6.a shows AER sequence fused with the system’s output, both accumulated 
during 1s when the object’s velocitiy is 50 pixels/s. The gray dots are the AER 
sequence reconstruction and the system’s output are drawn in blue. The first value, 
near to the row, is the velocity modulus and the second is the VCell period. Fig.6.b 
shows the system’s output when the object’s velocity is 40000 pixels/s.  

 

 
a) 

 

 
b) 

Fig. 6. System’s output for synthetic stimulus fused with the reconstruction of the AER sequence: 
a) 50 pixels/s b) 40000 pixels/s 

With this experiment we demonstrate the system’s capability for determining the 
position and estimating the object velocity, even when the object velocity is very 
high. 

3.2   Synthetic Objects 

In these experiments we use a silicon retina observing a TFT monitor which is 
displaying objects moving in the scene at different location and velocities.  

Circle at different velocities 
In this experiment a circle starts moving slowly (26.6 pixels/s) from the right bottom 
corner to the right up corner, it then moves faster to the left up corner (40 pixels/s), 
then much faster to the left bottom corner (80 pixels/s) and then fastest to the right 
bottom corner again (160 pixels/s).  Fig 7.a shows a scheme of the scene. 

Fig. 7.b shows the system’s output fused with the reconstruction of the retina 
output, both accumulated during 6.2s. It can be observed how the system determines 
the object position and the velocity in every moment. The velocity estimation presents 
some discrepancies from the true object velocity (up to 25%). This error is due to the 
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retina imprecision and the speed of the estimation. In this system, real time is more 
important than accuracy. Furthermore, biological systems do not obtain a quantitative 
object velocity value, but a qualitative value. This system obtains a very good 
approximation to the real velocity. 

 

a) 
 

b) 

Fig. 7. Second experiment: a) experiment configuration, b) system output fused with silicon 
retina output 

With this experiment we demonstrate the system’s capability for adapting to object 
velocity in real time, that is, the system can track objects even when the object’s 
velocity is changing. 

Four objects at different velocities with crossing pathway 
In this third experiment we present a more complex scene: 4 objects moving at different 
velocities with crossing pathways. Fig 8.a shows the experiment’s configuration.  

 
a) 

 
b)

Fig. 8. Third experiment: a) experiment configuration, b) system output fused with retina output 
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Fig.8.b shows the system’s output fused with the retina’s output reconstruction 
(accumulated during 2s). Each color represents the output of one TrackCell. Each 
TrackCell uses a different period for velocity estimation. Once again the object 
velocity estimation presents some discrepancies with the real velocities: the objects 
velocities are constant, and the system’s output does not show constant velocities, the 
reason for that was explained above. 

With this experiment we demonstrate the system capability for several objects 
tracking even when the pathways are crossing. 

4   Conclusion 

This paper presents a neuromorphic system for real-time object tracking using new 
cascade architecture. The system is fully hardware implemented, described in VHDL; 
each TrackCell (CMCell+VCell) block only requires 315 slices of a Spartan-II 200 
Xilinx FPGA (13.4%). The response time is the minimum possible and depends on 
the sensor, typically the first object position is obtained after 10 events, and a new 
position after each new event. The maximum object speed for its tracking and speed 
prediction is 40000 pixels/s. 

Results show that the system can determine the position and estimate the velocity 
of several objects simultaneously, even in difficult situations: velocity change and 
crossing pathways. And in ideal situations it can estimate the object velocity with 
100% accuracy. 
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Abstract. This paper is based on the simulation of a convolution model for bio-
inspired neuromorphic systems using the Address-Event-Representation (AER) 
philosophy and implemented in the supercomputer CRS of the University of 
Cadiz (UCA). In this work we improve the runtime of the simulation, by 
dividing an image into smaller parts before AER convolution and running each 
operation in a node of the cluster. This research involves a test cases design in 
which the optimal parameters are set to run the AER convolution in parallel 
processors. These cases consist on running the convolution taking an image 
divided in different number of parts, applying to each part a Sobel filter for 
edge detection, and based on the AER-TOOL simulator. Execution times are 
compared for all cases and the optimal configuration of the system is discussed. 
In general, CRS obtain better performances when the image is divided than for 
the whole image. 

Keywords: AER, convolution, parallel processing, cluster, supercomputer, bio-
inspired, AER simulator. 

1   Introduction 

Nowadays computer systems are increasing their performance looking for the solution 
of real-world problems using models inspired in biology. These systems, called bio-
inspired systems, analyze the operation of parts of the body and try to implement it in 
a similar manner through electronic and/or computer systems. 

Address-Event-Representation systems are composed of sets of cells typically 
distributed in a matrix that process the information spike by spike in a continuous 
                                                           
* This work has been supported by Spanish Government grant VULCANO (TEC2009-10639-

C04-02) of the Minister of Science and Innovation. 
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way. The information or results of each cell is sent in a time multiplexed strategy 
using a digital bus, indicating which position is producing the event. 

If we represent a black and white image as an array of cells where each pixel value 
is in gray scale, the white level would correspond to a frequency value determined by 
allocating the largest amplitude values, higher brightness values. The signal caused by 
each pixel is transformed into a train of pulses using PFM (pulse frequency 
modulation) [1]. 

Based on the interconnection of neurons present on human vision, the continuous 
state of transmission in a chip is transformed into a sequence of digital pulses (spikes) 
of a minimum size (of the order of ns) but with an interval between spikes of the order 
of hundreds of microseconds (us) or even milliseconds (ms). This interval allows time 
multiplexing of all the pulses generated by neurons into a common digital bus. Each 
neuron is identified with an address related to its position into the array. Every time a 
neuron emits a pulse, its address will appear in the output bus, along with a request 
signal, until acknowledge is received (handshake protocol). The receiver chip reads 
and decodes the direction of incoming events and issues pulses for the receiving 
neurons. 

One of the operations performed by AER systems, applied to artificial vision, is the 
convolution. The first operations in the brain cortex consist of convolution for object 
edges detection, based on calculations of brightness gradients. In the design presented 
in [2], a system is described where a single convolution processor performs all 
operations for the whole image. 

Based on this idea, and the divide and conquer premise, this paper is arguing that 
the division of the image into smaller parts before AER convolution processing in 
parallel will reduce the runtime. With this new design a convolution could be 
proposed where a multiprocessor system may perform operations in less time. 

2   Methodology and Test Cases 

The process of experimentation is to verify, through an exhaustive analysis, which 
would be the different runtimes of the convolution of an image. Each runtime will 
correspond to different divisions. All division convolutions are performed in parallel, 
instead of performing the convolution of the whole image. 

We have used the Cluster of Research Support (CRS), part of the infrastructure of 
the UCA, for improving execution times of the simulation tool AER TOOL. In order 
to run this simulator on CRS we propose a new simulation model parameterized and 
adapted to running tests in parallel processors. 

2.1   Supercomputer CRS (Cluster of Research Support) 

The CRS is composed of 80 nodes. Each node has 2 Intel Xeon 5160 processors at 3 
GHz with 1.33GHz Front Side Bus. Each processor is Dual Core, so we have 320 
cores available. A total of 640GB of RAM memory, 2.4TB of scratch and Gigabit 
Ethernet communication architecture with HP Procurve switches allow to obtain a 
peak performance of 3.75 TFLOPS [3]. 
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In terms of software features, to manage distributed work, Condor1 tool is used. 
Condor is a job manager system that specializes in calculation-intensive tasks. The 
coding for the simulation was done using MATLAB and AER TOOL simulator [4] 
for MATLAB. 

Developing this set of tests on a real physical implementation would be highly 
expensive. The supercomputer CRS provides the possibility of an AER simulation 
model implementation in parallel with acceptable runtimes, using the software 
installed and existing libraries. 

2.2   Test Image and Successive Divisions 

For this simulation we have designed an image in Adobe Photoshop CS, using gray 
scale, where the pixel having the darkest value will have a value close to 0 and the 
brightest will be close to 255. The GIF image size is 128x128 pixels of 0-255 gray 
levels. 

The idea of dividing the original image and perform parallel convolution arises 
from trying to take advantage of distributed processing systems to expedite the 
process. This involves running a series of tests with different numbers of divisions. 

Firstly, we have obtained the process runtimes of the convolution of the original 
image without divisions. Secondly the image has been divided into 4 parts (64x64 bits 
each), performing the convolution in a different processor. Then, the sequence has 
been repeated by 16 divisions (32x32 bits each). Next, using 256 divisions (8x8 bits 
each), and finally we have concluded with 1024 divisions (4x4 bits each). 
Conceptually, the operation would be as shown in Fig. 1. 

 

 
1 Division 

 
4 Divisions 

 
16 Divisions 

 
64  Divisions 

 
256 Divisions 

 
1024 Divisions 

Fig. 1. Divisions of the original image to simulate 

 
                                                           
1 http://www.cs.wisc.edu/condor/ 
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Edge detection operation by convolution was performed at each division in a 
different node, estimating that for smaller image size the runtime will be reduced. 

2.3   Topology Diagram Implementation 

For this research, parametric model simulation software has been developed, whose 
test cases are specified by variable assignment. 

Once the simulation variables are set, the system runs following the block diagram 
shown in Fig. 2. 

 

Fig. 2. Simulation block diagram 

First, the division of the image is performed using specified parameters. Then, the 
Uniform method [2] was used for events generation algorithm. When applying this 
algorithm, a minimum time interval between consecutive events of 0.2 ms and a 
maximum of 400K events per frame are specified. The next step generates all files 
necessary for processing the AER TOOL in the CSR cluster. Then, the convolution 
filter is performed for each division on a different node. Finally, we got as many 
outputs as image divisions were generated, with the result of applying the operation. 

For the convolution filter Sobel edge detection was used in horizontal averaging 
the diagonal values of a 3x3 size. 
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Parameters that have been considered for the study are: 

− Number of cores: 4, 8, 16 and 32. 
− Number of divisions of the image: 

− 1 image of 128x128 pixels. 
− 4 divisions of 64x64 pixels. 
− 16 divisions of 32x32 pixels. 
− 64 divisions of 16x16 pixels. 
− 256 divisions of 8x8 pixels. 
− 1024 divisions of 4x4 pixels. 

− Convolution matrix: Sobel of 3x3. 
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Once we have recorded the runtimes of each stage, analyzed the graph generated 
and detected the highest peak on the surface, we can indicate the optimal design for 
the system. 

3   Results and Discussion 

CSR cluster is a shared computational resource at UCA. Execution times may depend 
on the cluster workload and users. A variation in the order of milliseconds has been 
detected. In order to minimize these undesirable situations we have selected a low 
workload day (Saturday) and a reduced number of nodes respect to the maximum 
available number of nodes in the cluster. Tests were performed 3 times and the 
averaged execution times are represented in tables 1- 4 and their respective figures. 

The test took place on 9/10/2010 with a workload of 30% consumed by other 9 
users running their own independent application of this test. 

Processing time for each stage and the total can be seen in the following tables, 
expressing all the time in seconds for each number of nodes. Data movement time 
haven’t considered because it’s not possible to access using user privileges in cluster 
management. 

Table 1 presents both the event generation and the convolution execution times for 
selected image divisions and using 4 nodes (16 cores) of the CSR. It can be observed 
that there is no significant difference for 1 or 4 divisions. Nevertheless, for 64 or 256 
divisions, runtimes are doubled and a significant difference for 1024 divisions can be 
seen. However, when generating events it can be seen that the lower is the number of 
divisions, the higher is the execution time, except for 1024 divisions. In the case of 
parallel execution it can be seen that leaving the image on its original size and 
dividing it into 4 pieces of 64x64 has a significant time difference too. It can be also 
observed that there is a runtime increment for 64 image divisions. For the total 
runtime (table 5, 4 nodes column), the best execution times correspond to 64 
divisions. 

Table 2 presents corresponding runtime results when tasks are scheduled for 8 
nodes of the cluster. Now it can be seen that runtimes are improved in general terms, 
but these results do not imply significant changes. For the image division task, the 
lowest execution time remains for 1 division. For the event generation task, the lowest 
result is obtained for 256 divisions. And for the convolution task, runtime is also the 
lowest for 4 divisions, like for 4 nodes. 

In Table 3 runtime results correspond to the use of 16 nodes of the cluster. Image 
division task has similar results than for lower number of nodes. Event generation 
task runtime offers significant changes for 8x8 blocks (when divided into a total of 
256 images), but their convolution runtimes do not produce improvements. In the 
parallel execution of convolutions, it is found that 64x64 divisions have reduced 
runtime. For 32x32 and 16x16 images runtime is very similar, but when you have 8x8 
images runtime increases. This increment is due to the coordination of a large number 
of processors in the cluster that requires more data traffic between them, resulting in 
an overall implementation delay. 
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In Table 4 results are presented when 32 nodes of the cluster are used. Image 
division task runtime and event generation runtime show similar results to those 
presented for 16 nodes. Parallel convolution task runtimes are improved for 4, 8 and 
16 divisions. Therefore increasing the number of nodes working in parallel does not 
imply runtimes reduction, but for larger number of divisions, runtimes also increase, 
starting at dawn when they are 64 divisions of blocks of 16x16 pixels and shooting 
when divisions reach the 1024 block of 4x4 pixels. 

Table 1. Runtimes summary for 4 nodes 

N. div Tdiv img Tgener. Even. Runtime. paral
1 24 ms 413,9 s 5,6 s
4 26 ms 101,1 s 5,3 s

16 35 ms 59,1 s 7,3 s
64 40 ms 38,8 s 13,1 s

256 42 ms 20,7 s 37,6 s
1024 94 ms 25,7 s 135,5 s  

Table 2. Runtimes summary for 8 nodes 

N. div Tdiv img Tgener. Even. Runtime paral
1 25 ms 395,6 s 9,3 s
4 30 ms 109,8 s 6,6 s

16 31 ms 62,8 s 7,6 s
64 30 ms 38,8 s 17,0 s

256 43 ms 20,9 s 27,2 s
1024 95 ms 25,8 s 81,5 s  

Table 3. Runtimes summary for 16 nodes 

N. div Tdiv img Tgener. Even. Runtime paral
1 26 ms 1199,2 s 8,3 s
4 26 ms 171,9 s 5,9 s

16 26 ms 108,9 s 17,4 s
64 28 ms 41,9 s 19,3 s

256 43 ms 22,7 s 34,8 s
1024 96 ms 31,3 s 76,8 s  

Table 4. Runtimes summary for 32 nodes 

N. div Tdiv img Tgener. Even. Runtime paral
1 30 ms 423,7 s 6,3 s
4 30 ms 107,7 s 10,5 s

16 30 ms 59,9 s 14,9 s
64 35 ms 41,0 s 34,8 s

256 43 ms 20,8 s 57,0 s
1024 100 ms 25,8 s 195,6 s  
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If we represent the total runtime with respect to the maximum number of nodes and 
the number of divisions, we get Table 5, noting the lowest total runtime shaded. 

If instead of using the total runtime, we take the parallel runtime and we represent 
it in the same domain as Table 5, we obtain Table 6, noting the minimum runtime 
shaded. 

It can be highlighted the case of 4 nodes and 4 divisions of 64x64 pixels blocks 
which have a faster execution, but not much different block sizes with the 32 or 128. 

Table 5. Summary of total runtime as the number of divisions and the number of nodes 

N div 4 nodes 8 nodes 16 nodes 32 nodes
1  420 s 405 s 1213 s 430 s
4 107 s 117 s 178 s 118 s

16 67 s 71 s 127 s 75 s
64 52 s 56 s 62 s 76 s

256 59 s 49 s 59 s 79 s
1024 165 s 111 s 113 s 225 s

Table 6. Summary of parallel runtime depending on the number of divisions and the number of 
nodes 

N div 4 nodes 8 nodes 16 nodes 32 nodes
1  5,6 s 9,3 s 8,3 s 6,3 s
4 5,3 s 6,6 s 5,9 s 10,5 s

16 7,3 s 7,6 s 17,4 s 14,9 s
64 13,1 s 17,0 s 19,3 s 34,8 s

256 37,6 s 27,2 s 34,8 s 57,0 s
1024 135,5 s 81,5 s 76,8 s 195,6 s

4   Conclusions 

In this work we have designed a test case set for AER convolution processing on a 
supercomputer, the CSR cluster of UCA, Cadiz, SPAIN. We have executed and 
compared all the test cases. If we rely on the data obtained we obtain the following 
conclusions: 

− Referring to the data in Table 5, we can see that the total runtime minor by running 
a maximum of 8 nodes in parallel and 256 divisions of the image into blocks of 8x8 
bits. This case is very similar to the case of a maximum of 8 nodes in parallel and  
64 divisions of the image into blocks of 16x16 bits. Then, the two implementations 
would be valid for our system. 

− If we look at the data in Table 6, in which only the parallel runtimes are shown, we 
see that the test case for a maximum of 4 nodes with 4 divisions of 64x64 bits of 
the image, obtained lower runtimes. 

− If we consider that, in a hardware implementation the event generation time 
disappears when taking images directly from an acquisition event-based system 
(i.e. silicon retina), the best option is to have 4 nodes in parallel with 4 divisions of 
64x64 bits. 
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This work represents the first steps on the execution of more complex AER system 
simulations on the cluster, which will improve considerably the performance of 
parameters adjustment of hierarchical AER systems where several convolution 
kernels work together in a multilayer system for more complex tasks as face 
recognition, etc, already illustrated in [7]. 
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Abstract. The rods and cones of a human retina are constantly sensing and 
transmitting the light in the form of spikes to the cortex of the brain in order to 
reproduce an image in the brain. Delbruck’s lab has designed and manufactured 
several generations of spike based image sensors that mimic the human retina. 
In this paper we present an exhaustive timing analysis of the Address-Event-
Representation (AER) output of a 64x64 pixels silicon retinomorphic system. 
Two different scenarios are presented in order to achieve the maximum 
frequency of light changes for a pixel sensor and the maximum frequency of 
requested directions on the output AER. Results obtained are 100 Hz and 1.66 
MHz in each case respectively. We have tested the upper spin limit and found it 
to be approximately 6000rpm (revolutions per minute) and in some cases with 
high light contrast lost events do not exist. 

Keywords: Bio-inspired, Spike, Retinomorphic Systems, Address Event 
Representation.  

1   Introduction 

The human retina is made up of several layers. The first one is based on rods and 
cones that capture light. The following two additional layers of neurons are composed 
of different types of cells [1]. Next one layer is composed of bipolar, horizontal and 
amacrine cells. Each cell has specific skills; the horizontal cells implement a previous 
filter that has an inhibitory affect on the photoreceptors when light is shone onto 
them, the bipolar cells are responsible for the graded potentials generation. There are 
two different types of bipolar cells, ON cells and OFF cells that produce on and off 
graded potentials. The last type of cells of this layer are the amacrines, they connect 
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distance bipolar cells with ganglion cells. The last layer of the retina is composed by 
ganglion cells. They are responsible for the action potentials or spikes generation. 
Information travels along the optic nerve that is composed by the axons of ganglion 
cells. 

Delbruck’s silicon retina [2] consists of a set of 64x64 temporal differential light 
sensors that mimic the behavior of bipolar cells. There are several researchers from 
different labs and countries working on this type of bio-inspired and spike-based 
systems. They are called neuromorphic engineers. Telluride Neuromorphic 
Engineering Workshop and CapoCaccia Cognition Neuromorphic Engineering 
Workshops [3][4] are events where these researchers present and interchange ideas 
and results. This type of systems is called retinomorphic and they have a pixels 
structure. Each pixel should copy the behavior of one bipolar cell plus the sensing 
light. 

This type of system was firstly proposed at 1988 by Mead and Mahowald [5] with 
an analog model of a pixel. But it was in 1996 when Kwabena Boahen presented two 
works [6][7] that established the basis for the silicon retinas and their communication 
protocol. After them, Culurciello [8] described a gray level retina with 80x60 pixels 
and a high level of response with AER output. The most important fact in all these 
works is the design of the spikes generator. Other way to design retinas, apart from 
AER, is with visual microprocessors based on the cellular neural network universal 
machine. A review of this type of designs could be find at [9].   

In this paper we have used the 64x64 Delbruck retina developed under the EU 
project CAVIAR. This retina uses an Address Event Representation (AER) 
communication strategy (Fig. 1). If any pixel of the retina needs to communicate a 
spike, an encoder assigns a unique address to it and then this address will be put onto 
the bus using a handshake protocol. AER was proposed by Mead lab in 1991 [10] as 
an asynchronous communication protocol for inter neuromorphic chips transmissions. 
Two handshake lines of request (REQ) and acknowledge (ACK) are managing the 
communication. 

 

Fig. 1. Spiking pixels using AER communication between neuromorphic chips 
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2   64x64 AER Retina Chip 

We used a silicon bio-inspired retina of 64x64 pixels (Fig. 3) designed by P. 
Lichtsteiner and T. Delbruck at Neuroinformatics Institute at Zurich [2]. This retina 
generates events corresponding to changes in log intensity, so static scenes do not 
produce any output. For this reason, each pixel has two outputs, ON and OFF events 
or two directions if we look through AER. The type of the event depends on the sign 
of the derivative of the light evolution respect to the time; if there is a positive change 
of light intensity within a configurable period of time a positive event should be 
transmitted. Consequently if it is a negative change of light intensity, then a negative 
event appears on the output AER bus. Due to the sign of the events, the address space 
used by this retina goes from 0 to 8191; although only 4096 addresses could be 
spiking. The frequency of output events is proportional to the light amplitude 
changes. The bigger the light intensity change, the more output events are produced. 
This frequency of output events can be adjusted through available bias, but in that 
case the activity of idle pixels is also increased. We have configured the retina in 
order to reduce the AER traffic of those pixels with no intensity changes, which could 
imply a decrease of the output frequency of spikes for a particular pixel whose 
intensity is changing. 

At Delbruck’s paper [2] there are several tests to characterize the retina but we 
need to know the behavior at the worst condition in order to use the retina at any 
industrial application (the aim of Spanish Project VULCANO). That kind of 
environment typically requires detecting and producing a decision taking and an 
action to really fast moving or rotating objects. It is very important to know exactly 
the maximum detected change of pixel light in the AER retina in order to determine 
the maximum frequency of rotation for a particular object. It is also important to 
know if there is any lost event at those frequencies. With those data it is possible to 
determine the best rpm observed for any kind of industrial machinery.  

At CAVIAR project [11] a standard for the AER protocol was defined by Häfliger. 
This standard defines a 4-step asynchronous handshake protocol (Fig. 2 and Table 1). 

Next section presents the experimental methodology to calculate exactly the times 
expressed at Häfliger standard. With those times and the number of pixels spiking at 
the same time, it is possible to determine the bandwidth limit of produced events and, 
if present, the percent of lost events.  

 

Fig. 2. Timing for a valid AER transmission with a 4 phase handshake protocol. Single sender 
and receiver [11].  
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Table 1. Timing requirements of a 4-step asynchronous handshake protocol (Fig.2) 

Times min  max  Avg 
t1 0s ∞  
t2 0s ∞ ≤ 700 ns 
t3 0s ∞  
t4 0s 100 ns  
t5 0s 100 ns  
t6 0s ∞  

3   Experimental Methodology  

In this section we present and describe two different methods in order to extract the 
bandwidth limit and the percent of lost events. 

We have used several AER-tools for these experiments. We have used the jAER 
viewer and Matlab functions, available at the jAER wiki [12]. Furthermore, a logic 
analyzer from manufacturer Digiview (Model DVS3100) (Fig. 3) has been used. 

3.1   Environment 

In order to make the tests two different scenarios have been used.  
The first one described in Fig. 3 is mainly composed of a mechanical drill. The 

reason to use this type of mechanical tool is because they provided a huge margin of 
spin frequency. This fact allows us to compare the spin frequency and the maximum 
frequency of one pixel, which is our first goal.   

 

Fig. 3. Picture of the scenario prepared for the first test. Components are 1. Mechanical Drill, 2. 
Logic Analyzer, 3. Sequencer Monitor AER and 4. 64x64 pixels retina. 

For the second test, we have taken advantage of the problem from the typical 
environment of a laboratory. The fluorescent tube makes all the objects at the room 
change their luminosity with the power network frequency (50 Hz at Spain). For us, 
that frequency is not visible, but the retina notice it, so it is possible to achieve that all 
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the pixel spiking focus the retina on the tubes. With this scenario, the logic analyzer 
will show the proper times of each spike and the Häfliger times could be resolved.    

The Sequencer Monitor AER board called USB2AER, has been used in both 
experiments. This board consists of two main components, the Cypress FX2LP 
USB2.0 transceiver and a Xilinx Coolrunner 2 CPLD with 256 macroblocks of digital 
logic (XC2C256). It has three 16 bit word-parallel AER ports following a 4 phase 
handshake protocol (2 additional REQ and ACK signals). The power consumption is 
60 mA while monitoring and sequencing and the sustained bandwidth of the board is 
5 Meps (Mega Events per second) [13].  

3.2   Maximum Spike Frequency 

For this test we have assembled the retina to an USB2AER Monitor Sequencer 
Interface [13] that connects an AER bus to the computer sending packets of USB 
composed of sequences of Address-Events and timestamps that indicate the time 
instant when the event was coming from the AER retina.  

In order to determine the frequency it is necessary to focus on a few pixels of the 
retina. To obtain this response of the retina we have stimulated it with a high range of 
frequency of the mechanical drill. The range goes from 0Hz to 100Hz (which is 
equivalent to a mechanical range from 0rpm to 6000rpm). The assembly appears at 
Fig. 3. The retina has been placed so the drill is stimulating just a few pixels of the 
retina. These pixels are producing output AER traffic which frequency depends on the 
drill spin frequency. 

Using the Java application associated to the USB2AER monitor available at 
Sourceforge, called jAER viewer, we have captured a sequence of AER. Under 
Matlab we have extracted the most repetitive addresses and we have processed them 
in order to know which pixels are spiking. Additionally, all directions were ordered 
and the most repetitive direction was obtained. Also, we have looked for that direction 
inside the information from logic analyzer and studied the sampled frequency for that 
pixel for each spin frequency of the drill.  

Note that, for high frequency luminosity changes, between two consecutive events 
of one pixel, all the other active pixel events should fit. 

3.3   Maximum Frequency of Requested Directions 

For the final aim of this test we cannot use the AER monitor board because its USB 
interface will limit the bandwidth peak of events to the size of the buffer and clock 
speed.  

To determine this maximum frequency on the output AER bus of the retina it is 
necessary to illuminate all pixels in order to saturate the arbiter inside the retina that is 
managing the writing operation of events on the AER bus. So firstly we need to 
connect the retina to the AER monitor in order to check that the whole retina is 
illuminated and, therefore, all the pixels are producing events. Then the AER monitor 
is disconnected and the retina is connected to the logic analyzer with a jumper 
connecting the request and acknowledge signals. The aim is to calculate the time 
expressed by the standard of Häfliger.  
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Captured data by logic analyzer has been processed with Matlab in order to 
determine the minimum, medium and maximum inter-spikes-interval times.  

4   Results and Discussions 

The results obtained for the first testing scenario are shown in Fig. 4. It shows the 
evolution of spike frequency for the most repetitive direction calculated in front of the 
spin frequency of the drill expressed in rpm.  

The graph shows that when the drill is quiet, there is no output frequency of events. 
So it can be said that the minimum frequency is 0 Hz. With increments at the spin 
frequency the spiking frequency level increases up to 100Hz which is the saturation 
level. 

Using Matlab, we have fitted the values obtained within a linear polynomial 
regression. The coefficient of determination r-square of the regression is 0.7684. It 
shows a quite reliable approximation of the trend. The regression line is represented 
as a discontinuous line at the graph. 

The nonlinear and non systematic behavior could be explained from two points of 
view: on the one hand is the fact that at those kind of industrial machinery with high 
rpm there is a process to stabilized the head and that could provoke some wrong 
values; in the other hand is that we have just choose the most repetitive pixel instead 
of an average of a few of them.   

 

Fig. 4. Maximun spike frequency evolution for the spike frequency in front of the spin of the 
drill expressed at rpm  

We have raised, step by step, the spin of the drill from 6000 rpm to 7000 rpm in 
order to test the retina. In this range, the target began to disappear from the retina 
view. This is the empiric limit for this retina.  

Another result of this analysis should be highlighted: if the maximum frequency is 
100 Hz, it is necessary to fit the 4096 addresses within this 10 ms (Fig. 5) in order to 
aim no miss events.  

In both trials, the times by Häfliger standard have been obtained as it is shown in 
table 2:  
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Table 2. Comparative timing table from the obtained at trials and defined by Häfliger standard 

Times Häfliger  Laser Trial  Fluorescent Trial 
t1 (0 - ∞) 10 ns 200 ns 
t2 (0 - ∞) 60 ns 30 ns 
t3 (0 - ∞) - - 
t4 (0 – 100 ns) 990 ns 60 ns 
t5 (0 – 100 ns) 20 ns 60 ns 
t6 (0 - ∞) 370,16 µs 470 ns 

Note that t3 is included in t4 and it is impossible to be measured because the valid 
address is still on the bus until the next one arrives.  

At the fluorescent trial we were looking for the maximum frequency of any 
requested address. That is the inverse of consecutive request times and the same as the 
sum of t2, t4, t5 and t6 that result 1.66 MHz (Fig.5). 

If we join together the 10 ms obtained at the drill scenario between two 
consecutive events of the same pixel, that could be called time frame, and t2+t4+t5+t6 
obtained on the tubes scenario between any two consecutive events, a maximum 
number of events could appear within these 10ms, as shown in Fig. 5.  

 

Fig. 5. Time Frame in the worst condition of luminosity change for the retinomorphic system 
composed of a 64x64 pixels retina  

Note that, with these timings, up to 16666 addresses could be placed within the 
time frame. If we had considered an address space of 4096 pixels, it would have 
confirmed no lost events. This situation has appeared in high luminosity change 
conditions, which shows the excellent behavior for an industrial application.   

5   Conclusions 

In this paper we have presented a study for the timing and limits of a retinomorphic 
system composed of a 64x64 pixels retina in an industrial application. Two scenarios 
were assumed to test the retina; one to determine the maximum spike frequency and 
the other one for the maximum request frequency. With those results we have 
checked the upper limit of spin drill to be approximately 6000 rpm. Also, the results 
shown in Fig. 5 reveal that in the worst condition of luminosity change for our retina  
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there will be no lost events. Therefore, this AER retina can be used on industrial 
applications that do not require pixels changing at frequencies higher than 100Hz and 
that do not produce AER bandwidths higher than 1.66Meps for the present analog 
bias configuration of the AER retina. 
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Abstract. Spike-based systems are neuro-inspired circuits implementations 
traditionally used for sensory systems or sensor signal processing. Address-Event-
Representation (AER) is a neuromorphic communication protocol for transferring 
asynchronous events between VLSI spike-based chips. These neuro-inspired 
implementations allow developing complex, multilayer, multichip neuromorphic 
systems and have been used to design sensor chips, such as retinas and cochlea, 
processing chips, e.g. filters, and learning chips. Furthermore, Cellular Automata 
(CA) is a bio-inspired processing model for problem solving. This approach 
divides the processing synchronous cells which change their states at the same time 
in order to get the solution. This paper presents a software simulator able to gather 
several spike-based elements into the same workspace in order to test a CA 
architecture based on AER before a hardware implementation. Furthermore this 
simulator produces VHDL for testing the AER-CA into the FPGA of the USB-
AER AER-tool. 

Keywords: spiking neurons, address-event-representation, usb-aer, vhdl, fpga, 
image filtering, neuro-inspired, cellular automata. 

1   Introduction 

Cellular organization in biology has been an inspiration in several fields, such as the 
description and definition of Cellular Automata (CA). They are discrete models that 
consist of a regular grid of cells. Each cell has an internal state which changes into 
discrete steps and knows just one simple way to calculate the new internal state like a 
rudimentary automaton. Cellular activity is carried out simultaneously like it occurs in 
biology. Von Neumann referred to this system as a Cellular Space that is known 
currently as Cellular Automata [1].  

The first self-reproducing CA, proposed by von Neumann consisted of a 2D grid of 
cells, and the self-reproducing structure was composed of several hundreds of 
elemental cells. Each cell presented 29 possible states [2]. The evolution rule was 
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defined as a function of current state of the cell and its neighbors (up, down, right and 
left). Due to the high complexity of the model, von Neumann rule has never been 
implemented in hardware, but some partial implementations have been obtained [3].  

A CA hardware implementation consists of a regular 2D array of cells. Each cell is 
connected to a neighborhood. The state of each cell is defined by a set of bits and 
varies longitudinally according to an evolution rule. This evolution rule should be the 
same for all the cells and it is a function of the current internal state of the cell and its 
neighborhood [1], so it does not depend on external stimulus. These neighbors are a 
fixed set of cells adjacent to the specified cell. A new generation is created every time 
the rule is applied to the whole grid. A global clock signal sets when the state of the 
cell is updated. 

Address-Event- Representation (AER) is a spike-based representation technique 
for communicating asynchronous spikes between layers of silicon neurons or spike-
processing cells of different chips. The spikes in AER are carried as addresses of 
neurons (called events) on a digital bus. This bio-inspired approach was proposed by 
the Mead lab in 1991 [4]. 

The spikes in AER are carried as addresses of sending or receiving cells on a 
digital bus. Time represents itself as the asynchronous occurrence of the event. An 
arbitration circuit ensures that neurons do not access the bus simultaneously. This 
AER circuit is usually built using self-timed asynchronous logic [5]. 

Every time a cell generates a spike, a digital word (address) which identifies the 
cell, is placed on an external bus. A receiver chip connected to the external bus 
receives the event and sends a spike to the corresponding cell. In this way, each cell 
from a sender chip is virtually connected to the respective cell in the receiver chip 
through a single time division multiplexed bus (See figure 1). 

 

Fig. 1. AER inter-chip communication scheme 

More active cells access the bus more frequently than less active ones, for example, 
if the AER information transmitted by a visual AER sensor is coded in gray levels, 
then the number of events transmitted by a pixel through the bus identifies the gray 
level of that pixel. 

These AER chips with adequate AER interfaces allow the construction of 
multilayered, hierarchical, and scalable processing systems for visual processing 
(CAVIAR EU project [6]). 

There is a world-wide community of AER protocol engineers and researchers for 
bio-inspired applications in vision and audition systems and robot control, as it is 
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demonstrated by the success in the last years of the AER group at the Neuromorphic 
Engineering Workshop series [7] and the CapoCaccia Cognitive Neuromorphic 
Engineering Workshop [8]. The goal of this community is to build large multi-chip 
and multi-layer hierarchically structured systems capable of performing massively-
parallel data-driven processing in real time. 

One of the first processing layers in the cortex consists of applying different kinds 
of convolution filters with different orientations and kernel sizes. Complex filtering 
processing based on AER convolution chips have been already implemented, which 
are based on Integrate and Fire (IF) neurons [9]. When an event is received, a 
convolution kernel is added to the neighborhood of the targeted neuron. When a 
neuron reaches a configurable threshold, a spike is produced and the neuron is reset. 
Bi-dimensional image convolution is defined mathematically by the following 
equation, being K an nxm convolution kernel matrix, X the input image and Y the 
convolved image. 
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Each convolved image pixel Y(i,j) is defined by the corresponding input pixel 
X(i,j) and weighted adjacent pixels, scaled by K coefficients. Therefore an input pixel 
X(i,j) contributes to the value of the output pixel Y(i,j) and their neighbors, multiplied 
by the corresponding kernel coefficients K. 

Digital frame-based convolution processors implemented in FPGA or CPUs 
usually measure their performance by calculating the number of operations per second 
(MOPS). There is a comparative study between frame-based and spike-based 
convolution processors in [10]. In that work, a frame-based 3x3 kernel convolution 
processor in a Spartan-III FPGA that yielded 139 MOPS, were compared to a spike-
based one that yielded 34.61 MOPS for the same kernel. Nevertheless, frame-based 
11x11 kernel convolution processors decreased their performance to 23 MOPS, while 
the spike-based processors increased their performance to 163.51 MOPS. Therefore, 
spike-based convolution processors may achieve higher performances for the same 
hardware availability. This has to be thanked to the fully parallel processing allowed 
by AER or spike-based processing.  

In a previous work [11] we presented an AER-CA 3x3 convolution processor for 
visual spike-processing running on a SPARTAN-II FPGA at 50MHz, able to yield up 
to 150 MOPS for 3x3 kernel sizes, which could imply a performance of up to 2 GOPS 
for a possible 11x11 kernel implementation. This work justified the potential of AER-
CA implementations of spike-based processing.  

Another interesting approach for frame-based neuro-inspired visual processing, 
and based on convolutions with high performances are the ConvNets [12][13]. 
ConvNets are based on convolutional neural networks and have been successfully 
used in many recognition and classification tasks including document recognition 
[14], object recognition [15][16][17], face detection [18] and robot navigation [19]. A 
ConvNet consists of multiple layers of filter banks followed by non-linearities and 
spatial pooling. Each layer takes as input the output of previous layer and by 
combining multiple features and pooling over space, extracts composite features over 
a larger input area. Once the parameters of a ConvNet are trained, the recognition 
operation is performed by a simple feed-forward pass. In [20] a hardware 
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implementation of a 7x7 kernel size convolver for ConvNets is presented. This system 
was synthesized for a Virtex 4 and it achieves up to 12GOPS with a 250 MHz clock 
that is equivalent to 2.4GOPS for 50MHz clock.  

In order to study and develop the correct configuration of spike-based convolutional 
neural networks for a visual processing task based on CA and AER, it is very important 
to be able to make simulations evolving several AER-CA convolution processors in a 
network with different kernels.  

In this paper we present an AER-CA simulator developed under C# for spiking 
convolutional neural networks that is able to generate VHDL for FPGA hardware 
implementation on USB-AER boards [21].  

Next section introduces how AER and CA can work together for spike-based 
visual processing. Section 3 presents an AER simulator with an example for center of 
mass object detection. Finally the conclusions are presented in section 4. 

2   AER Processing Based on Cellular Automata 

AER neurons carry out an internal processing for every arriving spike and can produce 
an output spike or stream of spikes in response. AER chips develop hierarchical systems 
composed of layers of neurons like a brain. Results of one layer represent the input of the 
next layer or a feedback of a previous one. Furthermore, like in a biological neural 
system, several AER devices such as visual sensors (retina [22][25]), audio sensors 
(cochlea [23]), filters [24][27] and learning chips [26] have been developed, as well as a 
set of glue tools (AER tools[21]) which facilitate developing and debugging of these 
spike-based multi-layer hierarchical systems, like under the EU CAVIAR project [6].  

The basic operation in visual processing is the mathematical convolution. In the 
previous section we introduced how a convolution is done using spike-based visual 
information. When a set of these spike-based convolution processors are connected in 
a network, more complex visual filtering can be implemented, like in the brain cortex. 

The philosophy of AER systems is lightly different from CA but also similar in a 
certain sense. A CA is a cooperative system, whose evolution depends on the input, 
its neighborhood and the time. The state of the CA is able to evolve as many times as 
necessary with only one input stimulus that typically represents a change in one cell. 
A CA can implement several evolution rules in the same implementation. Evolution 
rules are also present in AER systems, but only between layers. The output of an AER 
convolution chip can be seen as the evolution of the input information. A feed-back 
connection and a dynamic kernel are necessary in an AER convolution processor chip 
in order to implement the evolution rules of a CA. This is not implemented nowadays. 
Therefore, evolution rule is found in AER systems between layers of chips, but not 
inside one chip. 

Then, a CA implemented with AER should be able to evolve, and take advantage 
of this evolution process to improve present AER processors in one chip. 

Let’s suppose a set of spike cells connected in a 2D grid as a CA. Each cell of this 
grid is connected to its eight neighbors. A 3x3 kernel memory is visible by all the 
cells. An input spike can be received by any of the cells as an input stimulus. Every 
time a cell receives an input stimulus, this cell sends an internal stimulus to its eight 
neighbors and furthermore it processes the center of the kernel. When a cell receives a 
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stimulus from a neighbor, this cell processes the corresponding element of the 3x3 
kernel depending on the source cell of this internal stimulus. The internal process 
implemented by each cell consists of adding the corresponding kernel value to the 
internal state. If the internal state is higher than a configurable threshold, this cell 
needs to communicate a new stimulus (a second generation internal stimulus). 
Depending on the convolution kernel and the threshold programmed, this necessity of 
communicating a new stimulus can reflect the detection of an edge in the input visual 
information, or any other detected feature of a first layer of visual processing. 

In the case of an AER chip based on IF neurons, this behavior imply the production 
of an output spike (see figure 2). This output information can be the input of a second 
layer that will extract a new feature of the visual information.  

In a CA, this situation can be seen as an evolution of the state of the CA. So the 
CA is ready to process a second layer of processing using the same set of cells thanks 
to the evolution.  

 

Fig. 2. AER-CA 3x3 kernel spike based convolution processor scheme 

If we suppose that the first layer is processing edge detection (both vertical and 
horizontal), a second layer could be able to detect squares or rectangles if the second 
generation of internal stimulus is processed and transmitted between horizontal and/or 
vertical adjacent cells following the next rules:  

1. When cell Ca,b receives two different second generation internal stimulus 
from different adjacent cells between a configurable time window, it means 
that Ca,b is the geometric center between these two detected edges, so a new 
third generation of internal stimulus can be produced.  

2. If the previous condition is not reached, the stimulus has to be retransmitted 
to the opposite adjacent cell in order to allow a future detection of the 
geometrical center by another cell.  

By a correct configuration of these time windows and directions of retransmission 
of second, third, fourth … generation stimulus between adjacent cells it is possible to 
detect any shape. Third, fourth… generations could be used to join basic shapes into 
complex ones in order to recognize faces, words, etc. 
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3   The C# AER Simulator 

The simulator architecture is based on two main, separate but coordinated blocks: a 
graphical unit interface (GUI) that allows an easy interaction with the simulator, and 
the AER simulator. Figure 3 shows a block diagram example of AER scenario 
software architecture of the simulator and Figure 4 illustrates a captured screen of the 
GUI. Once the AER system to be simulated is designed, the user can easily construct 
the setup using the mouse and modifying some parameters through the GUI. This 
simulator is composed of several basic library blocks:  

- Sequencer for AER traffic production from static bitmaps. 
- Switch for easy AER traffic splitting and merging. 
- Framegrabber for monitoring AER traffic histograms for a period of time. 
- Prototype block for manipulating events. This block can be configured as a 

3x3 AER-CA convolution based filter, or as a second generation propagation 
of stimulus for second, third… layer operations, as mentioned in the previous 
section. 

 

Fig. 3. AER Simulator block diagram 

For simulating an AER-CA system with several layers that will be implemented in 
hardware with the same 2D array of cells but with different generations of stimulus 
transmissions, in the simulator, for simplicity, this is shown as several blocks 
connected in sequence. 

Figure 4 shows a working example simulation where a sequencer is loaded with a 
bitmap that produces AER traffic only for those events whose addresses represent the 
circle. This AER traffic is sent to a 3x3 AER-CA convolver through a memory buffer. 
Those cells that produce output AER traffic represent the second generation stimulus. 
These stimuli are propagated through the perpendicular neighbors in order to look for 
a cell where several second generation stimuli arrive from different directions. This or 
these particular cells represent the center of mass of the object and produce the third 
generation of events. In figure 4, the simulation box number 1 is simulating the 
perpendicular propagation of AER, and it is producing output AER traffic of the 
center of mass, but it is also passing through the input events. 

Inside the simulator, each box or component block of the GUI is able to receive or 
transmit AER from and to memory buffers. So the AER bus is implemented in the 
simulator as memory. The time information of the spikes is not represented with 
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timestamps in memory, but it is conserved depending on when the new AER event is 
stored on a buffer and read from it. Every box of the simulator is implemented as an 
object. Each object has its own class depending on the component (sequencer, 
Framegrabber, switch or prototype). Each object is executed with different and 
independent processes that communicate with each other through the memory buffers. 
A process associated with a box that produces events stores them on their 
corresponding output buffers. And a process associated with the receiver box will take 
the next event on the input buffer and it will execute necessary operations. When it is 
necessary this AER receiver process will generate an output event and then it will try 
to process the next input event. If a buffer is full, the process that is writing events on 
it is sent to sleep. If the buffer is empty, the process reading from it is sent to sleep. 

GUI is periodically accessing the bitmaps stored in all the Framegrabber boxes and 
they are updated on the screen. 

 

Fig. 4. AER-CA simulation of 2 generations for AER based center of mass detection 

4   Conclusions 

This paper presents an AER simulator for neuro-inspired AER based system 
simulations. The simulator has an easy GUI that allows fast simulations using 
sequencer and monitors of events for input and output AER traffic managing, and a 
configurable and expandable block that can implement 3x3 spike-based convolutions 
for image filtering inspired on Cellular Automata (AER-CA) with several generations 
of stimulus propagations. This philosophy allows not only detecting edges on an 
image, but also to find the center of mass of basic shapes. Third, fourth, generations 
could be used for object recognitions that are composed of basic shapes.  

AER-CA hardware implementations have demonstrated for 3x3 kernel convolutions 
competitive performances of 150MOPS for 50MHz clocks for small FPGAs (Spartan 
II 200) that could be easily improved to more than 2GOPs for 200MHz clocks and 7x7 
kernel sizes in higher capacity and faster FPGAs. 
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Abstract. Autonomous underwater vehicles (AUVs) have great advan-
tages for activities in deep oceans, and are expected as the attractive
tool for near future underwater development or investigation. However,
AUVs have various problems which should be solved for motion control,
acquisition of sensors’ information, behavioral decision, navigation with-
out collision, self-localization and so on. This paper proposes an adaptive
biologically inspired neural controller for trajectory tracking of AUVs in
nonstationary environment. The kinematic adaptive neuro-controller is
an unsupervised neural network, which is termed Self-Organization Di-
rection Mapping Network (SODMN). The network uses an associative
learning system to generate transformations between spatial coordinates
and coordinates of propellers’ velocity. The neurobiological inspired con-
trol architecture requires no knowledge of the geometry of the robot or of
the quality, number, or configuration of the robot’s sensors. The SODMN
proposed in this paper represents a simplified way to understand in part
the mechanisms that allow the brain to collect sensory input to control
adaptive behaviours of autonomous navigation of the animals. The effi-
ciency of the proposed neurobiological inspired controller for autonomous
intelligent navigation was implemented on an underwater vehicle capable
of operating during large periods of time for observation and monitoring
tasks.

1 Introduction

With continuous advances in control, navigation, artificial intelligence, material
science, computer, sensor and communication, autonomous underwater vehicles
(AUVs) have become very attractive for various underwater tasks. The autonomy
is one of the most critical issues in developing AUVs. The design, development,
navigation, and control process of an AUV is a complex and expensive task.
Various control architectures have been studied to help increase the autonomy
of AUVs [1, 2, 3, 4, 5].

Trajectory generation with obstacle avoidance is a fundamentally important
issue in robotics. Real-time collision-free trajectory generation becomes more
difficult when robots are in a dynamic, unstructured environment. There are a lot
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of studies on trajectory generation for robots using various approaches problem
[2]. Some of the previous models [1,2,3] use global methods to search the possible
paths in the workspace, which normally deal with static environment only and
are computationally expensive when the environment is complex. Seshadri and
Ghosh [1] proposed a new path planning model using an iterative approach.
However this model is computationally complicated, particularly in a complex
environment. Li and Bui [2] proposed a fluid model for robot path planning in a
static environment. Oriolo et al. [3] proposed a model for real-time map building
and navigation for a mobile robot, where a global path planning plus a local
graph search algorithm and several cost functions are used.

Several neural network models [6,4,5] were proposed to generate real-time tra-
jectories through learning. Ritter et al. [6] proposed a Kohonen’s self-organizing
mapping algorithm based neural network model to learn the transformation from
Cartesian workspace to the robot manipulator joint space. Fujii et al. [4] pro-
posed a multilayer reinforcement learning based model for path planning with a
complicated collision avoidance algorithm. However, the generated trajectories
using learning based approaches are not optimal, particularly during the initial
learning phase.

Several papers [4,5,7,8] examine the application of neural network (NN) to the
navigation and control of AUVs using a well-known backpropagation algorithm
and its variants since it is not possible to accurately express the dynamics of an
AUV as linear in the unknown parameters. Unfortunately, the backpropagation-
based NN weight tuning is proven to have convergence and stability problems.
Further, an offline learning phase, which is quite expensive, is required with the
NN controllers [5].

In this paper, an unsupervised kinematic adaptive neuro-controller that can
learn to guide AUVs towards a target located at an arbitrary location in a 3-D
workspace is proposed. The underwater platform’s movements are controlled by
selecting the angular velocity of each propeller. The proposed kinematic adaptive
neuro-controller requires no information about the robot’s structure, is resistant
to a variety of disturbances, and is based on existing neural networks of bi-
ological sensory-motor control [7]. The kinematic adaptive neuro-controller is
a Self-Organization Direction Mapping Network (SODMN), and combines as-
sociative learning and Vector Associative Map (VAM) learning [8] to generate
transformations between spatial coordinates and coordinates of propellers’ veloc-
ity. The transformations are learned in an unsupervised training phase, during
which the underwater robot moves as a result of randomly selected propellers’
velocities. The robot learns the relationship between these velocities and the re-
sulting incremental movements. The efficacy of the proposed kinematic adaptive
neuro-controller is tested experimentally by an underwater vehicle capable of
operating during large periods of time for observation and monitoring tasks.

This paper is organized as follows. We first describe (Section 2) the neural
control system for AUVs using the proposed SODMN. Section 3 addresses ex-
perimental results with the proposed scheme for trajectory tracking control and
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approach behavior over an underwater platform. Finally, in Section 4, discussion
and conclusions based on experimental results are given.

2 Architecture of the Neural Control System

Figure 1 illustrates our proposed neural architecture. The trajectory tracking
control without obstacles is implemented by the SODMN. The SODMN learns
to control the robot through a sequence of spontaneously generated random
movements. The random movements enable the neural network to learn the
relationship between angular velocities applied at the propellers and the incre-
mental displacement that ensues during a fixed time step. The proposed SODMN
combines associative learning and Vector Associative Map (VAM) learning [8]
to generate transformations between spatial coordinates and coordinates of pro-
pellers’ velocity. The nature of the proposed kinematic adaptive neuro-controller
is that continuously calculates a vectorial difference between desired and actual
velocities, the underwater robot can move to arbitrary distances and angles even
though during the initial training phase it has only sampled a small range of dis-
placements. Furthermore, the online error-correcting properties of the proposed
architecture endow the controller with many useful properties, such as the abil-
ity to reach targets in spite of drastic changes of robot’s parameters or other
perturbations.
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Fig. 1. Structure of adaptive biologically inspired neural controller for trajectory track-
ing of AUVs

For a dynamic positioning in the path tracking a PID controller was incorpo-
rated into the architecture of control system. It allows smooth the error signal
in the reaching of objectives.

2.1 Self-Organization Direction Mapping Network (SODMN)

At a given set of angular velocities the differential relationship between under-
water robot motions in spatial coordinates and angular velocities of propellers is
expressed like a linear mapping. This mapping varies with the velocities of pro-
pellers. The transformation of spatial directions to propellers’ angular velocities
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is shown in Fig. 2. The tracking spatial error (e) is computed to get the desired
spatial direction vector (xd) and the spatial direction vector (DVs). The DVs
is transformed by the direction mapping network elements Vik to corresponding
motor direction vector (DVm). On the other hand, a set of tonically active in-
hibitory cells which receive broad-based inputs that determine the context of a
motor action was implemented as a context field. The context field selects the
Vik elements based on the propellers’ angular velocities configuration.
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Fig. 2. Architecture of self-organization direction mapping network for autonomous
robotic systems

A speed-control GO signal acts as a nonspecific multiplicative gate and control
the movement’s overall speed. The GO signal is a input from a decision center
in the brain, and starts at zero before movement and then grows smoothly to
a positive value as the movement develops. During the learning, sensed angular
velocities of propellers are fed into the DVm and the GO signal is inactive.

Activities of cells of the DVs are represented in the neural network by quan-
tities (S1, S2, ..., Sm), while activities of the cells of the motor direction vector
(DVm) are represented by quantities (R1, R2, ..., Rn). The direction mapping is
formed with a field of cells with activities Vik. Each Vik cell receives the complete
set of spatial inputs Sj , j = 1, ..., m, but connects to only one Ri cell (see Figure
2). The mechanism that is used to ensure weights converge to the correct linear
mapping is similar to the VAM learning construction [9]. The direction mapping
cells (V ∈ R

n×k) compute a difference of activity between the spatial and motor
direction vectors via feedback from DVm. During learning, this difference drives
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the adjustment of the weights. During performance, the difference drives DVm
activity to the value encoded in the learned mapping.

A context field cell pauses when it recognizes a particular velocity state (i.e., a
velocity configuration) on its inputs, and thereby disinhibits its target cells. The
target cells (direction mapping cells) are completely shut off when their context
cells are inactive. This is shown in Fig. 2. Each context field cell projects to
a set of direction mapping cells, one for each velocity vector component. Each
velocity vector component has a set of direction mapping cells associated with it,
one for each context. A cell is “on” for a compact region of the velocity space. It
is assumed for simplicity that only one context field cell turns “on” at a time. In
Figure 2, inactive cells in the context field are shown as white disks. The center
context field cell is “on” when the angular velocities are in the center region of
the velocity space, in this three degree-of-freedom example. The “on” context
cell enables a subset of direction mapping cells through the inhibition variable
ck, while “off” context cells disable to the other subsets. When the kth context
cell is ”off” or inactive (modeled as ck=0), in its target cells, the entire input
current to the soma is shunted away such that there remains only activity in the
axon hillock, wich decays to zero. When the kth context cell is ”on” or active,
ck=1, its target cells (Vik) receive normal input.

The learning is obtained by decreasing weights in proportion to the product
of the presynaptic and postsynaptic activities. Therefore, the learning rule can
be obtained by using the gradient-descent algorithm. The training is done by
generating random movements, and by using the resulting angular velocities
and observed spatial velocities of the underwater robot as training vectors to
the direction mapping network.

3 Experimental Results

The proposed biologically-inspired control system is implemented on a underwa-
ter robot from the UPCT (AUV-UPCT). The rebuilt vehicle was transferred to
the UPCT by the Spanish Navy. Figure 3 shows the underwater platform and the
interconnection scheme of hardware components from the AUV: Battery, CPU,
inertial positioning systems, compass, propulsion systems, video capture, incli-
nometers, water intrusion detectors, monitoring station, and sonars. It consists
of a pressure resistant body with 5 motor for propulsion and maneuverability.
AUV-UPCT has a dimension of 1680 L × 600 W × 635 H (mm), a weight of
160 Kg, a maximum speed of 4 knots (48 V) and 2 knots (24 V), an opera-
tional depth of 300 mts, two vertical thrusters, two forward thrusters and one
transversal thruster. The core of central controller system is a Kontron 986LCD-
M/mITX motherboard. High-level control algorithms (SODMN) are written in
VC++ and run with a sampling time of 10 ms on the central controller system.

The proposed neural network model is capable of generating optimal trajec-
tory for underwater vehicles in an arbitrarily varying environment. The state
space is the Cartesian workspace of underwater robot. The proposed model is
the applied to a trajectory generation problem for a robot to track a target (O).
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Fig. 3. Autonomous underwater vehicle from the UPCT (AUV-UPCT)

The SODMN assumes a context field structure of 100 x 100 x 10 neuron. In a
3-D workspace without any obstacle, the traveling route of the target is shown
in Fig. 4(a) as indicated by circles, with an initial position at (x, y, z)= (0, 0, 4)
m. The robot was immersed in a controlled pool with 15 m deep in the indus-
trial area of Fuente Alamo, Murcia-Spain. Note that the depth was recorded as
positive (z) and that the proposed SODMN responds to the real-time location
of the targets with no prior knowledge of the varying environment. The under-
water robot starts to move from position (0, 0, 0) at a speed of 0.375 m/s. The
generated trajectory of the robot is shown in Fig. 4(a) by boxes. Tracking errors
of the adaptive controller system are shown in Fig. 4(b).
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4 Discussion

In present model, appropriate operations are learned in an unsupervised fashion
through repeated action-perception cycles by recoding proprioceptive informa-
tion related to the underwater robot. The resulting solution has two interesting
properties: (a) the required transformation is executed accurately over a large
part of the reaching space, although few velocities are actually learned; and
(b) properties of single neurons and populations closely resemble those of neu-
rons and populations in parietal and cortical regions [10]. The activity of the
population of motor cortical cells which encode movement direction appears to
represent the instantaneous velocity of movement [11]. In addition, the preferred
directions of individual cells shifts with the movement origin, indicating that the
directional coding of motor cortex may be influenced by velocity configuration
(in the model is the context field) [12], as is necessary for a Jacobian-based map-
ping. Correspondence between layers of the network and brain regions can be
made tentatively base on anatomical and physiological arguments [10, 11]. The
representation of DVs could be in posterior parietal cortex (PPC) [13]. Neu-
rons in PPC exhibit activity patterns correlated with the spatial direction of
movement [14]. A candidate region for participating in the direction mapping
computation is the cerebellum [15]. Also, note that there are certain similarities
between the nature of the context field cells in the underwater robot movement
model and the Purkinge cells of the adaptive timing model. Both types of cells
are tonically active and allow a response by “pausing” this tonic activity. Thus,
the possibility that a context field type of function is performed by cerebellar
cortex. The proposed direction mapping model also posits a learning site sepa-
rate from the context field computation, which might be a cerebellar function.
In the model, motor commands were emitted by a layer containing Ri neurons,
which contribute to the movement by a displacement along a direction in veloc-
ity space. The individual influence of a command neuron is proportional to its
discharge level.

5 Conclusions

In this paper, a biologically inspired neural network for the spatial reaching
tracking has been developed. This neural network is implemented as a kine-
matic adaptive neuro-controller. The SODMN uses a context field for learning
the direction mapping between spatial coordinates and coordinates of propellers’
velocity. The transformations are learned during an unsupervised training phase,
during which the underwater robot moves as result of randomly selected angular
velocities of propellers. It has the ability to adapt quickly for unknown states.
The model algorithm is computationally efficient and the computational com-
plexity linearly depends on the state space size of the neural network. The efficacy
of the proposed neural network for reaching and tracking behaviors was tested
experimentally by a underwater robot.
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Abstract. In recent years, the increasing interest in fuzzy rough set
theory has allowed the definition of novel accurate methods for feature
selection. Although their stand-alone application can lead to the con-
struction of high quality classifiers, they can be improved even more if
other preprocessing techniques, such as instance selection, are considered.
With the aim of enhancing the nearest neighbor classifier, we present

a hybrid algorithm for instance and feature selection, where evolutionary
search in the instances’ space is combined with a fuzzy rough set based
feature selection procedure. The preliminary results, contrasted through
nonparametric statistical tests, suggest that our proposal can improve
greatly the performance of the preprocessing techniques in isolation.

Keywords: Fuzzy Rough Sets, Evolutionary Algorithms,Instance Se-
lection, Feature Selection, Nearest Neighbor Classifier.

1 Introduction

Data reduction is a data preprocessing task which can be applied to ease the
problem of dealing with large amounts of data. Its main objective is to reduce
the original data by selecting the most representative information. In this way,
it is possible to avoid excessive storage and time complexity, improving the re-
sults obtained by any data mining application. The best known data reduction
processes are Feature Selection (FS)[9], Feature Extraction, Attribute Discretiza-
tion, Instance Generation and Instance Selection (IS)[8].

Recently, Rough Set Theory (RST) [10] has been employed to tackle the FS
problem. This approach can be enhanced with the use of fuzzy logic, obtaining
methods which offer a greater flexibility and better potential to produce high-
quality feature subsets than the crisp ones [3]. On the other hand, Evolutionary
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Algorithms [6] have been successfully applied in IS problems due to the possi-
bility of defining it as a search problem [5]. Both fields can offer suitable tools
for enhancing the performance of machine learning methods.

In this work, a new hybrid approach considering both fuzzy-RST based FS
and evolutionary IS is presented, EIS-RFS (Evolutionary IS enhanced by RST-
based FS). A steady-state Genetic Algorithm (GA) is used to conduct the search
of instances, whereas features are selected by a fuzzy-RST based method. The
features selected are considered within the framework of the GA, thus modifying
the environment in which the instances are chosen. At the end of its applica-
tion, EIS-RFS considers the best subsets found to build a reduced version of the
training set, well suited to be used as a reference set for the 1 Nearest Neighbor
classifier (1-NN). This method is compared with their main components in iso-
lation and the 1-NN classifier without preprocessing. The results achieved are
contrasted by using nonparametric statistical techniques, reinforcing the conclu-
sions obtained.

The rest of this work is organized as follows. Section 2 gives some background
about evolutionary IS and fuzzy RST based FS. Section 3 describes the main
characteristics of IFS-RTS. Section 4 describes the experimental study performed
and shows the results achieved. Finally, Section 5 summarizes our conclusions.

2 Background and Related Work

This section is focused on two topics: IS and FS as data reduction techniques
(Section 2.1), and the use of fuzzy RST for FS (Section 2.2).

2.1 Instance and Feature Selection

The IS objective is to isolate the smallest set of instances which enable a data
mining algorithm to predict the class of a instance with the same quality as the
initial data set [8]. By minimizing the data set, it is possible to reduce the space
complexity and decrease the computational cost of the data mining algorithms
that will be applied, improving their generalization capabilities.

More specifically, IS can be defined as follows: Let (X ,A) be an information
system, where X = {x1, . . . , xn} andA = {a1, . . . , am} are finite, non-empty sets
of instances and features. Then, let us assume that there is a training set TR
which consists of N instances, and a test set TS composed of T instances (TR
∪ TS = (X ,A)). Let S ⊆ TR be the subset of selected samples that resulted
from the execution of an IS algorithm, then we classify a new pattern T from
TS by a data mining algorithm acting over the instances of S.

In the data mining field many approaches of evolutionary IS have been de-
veloped [7,5]. The interest in this field was increased by the study performed by
Cano et al. [2], where a complete study of the use of evolutionary algorithms in
IS is made. They concluded that evolutionary algorithms outperform classical
algorithms both in reduction rates and classification accuracy.
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On the other hand, in FS the goal is to select the most appropriate subset of
features from the initial data set. It aims to eliminate irrelevant and/or redun-
dant features to obtain a simple and accurate classification system [9]. Starting
from the definition given for IS, FS can be defined as follows: Let us assume
A,X , TR and TS have been already defined. Let B ⊆ A be the subset of se-
lected features that resulted from the execution of a FS algorithm over TR, then
we classify a new pattern from TS by a data mining algorithm acting over TR,
employing as a reference only the features selected in B.

As with IS methods, a great number of FS methods have been developed re-
cently. Some complete surveys, analyzing both classical and advanced approaches
to FS, can be found in the literature [9]. Some advanced methods, combining
both evolutionary IS and FS, have been also developed [4].

2.2 Fuzzy RST for FS

In rough set analysis [10], each attribute a in A corresponds to an X → Va

mapping, in which Va is the value set of a over X . For every subset B of A, the
B-indiscernibility relation RB is defined as

RB =
{
(x, y) ∈ X 2 and (∀a ∈ B)(a(x) = a(y))

}
(1)

Therefore, RB is an equivalence relation. Its equivalence classes [x]RB can be
used to approximate concepts, in other words, subsets of the universe X . Given
A ⊆ X , its lower and upper approximation with respect to RB are defined by

RB ↓ A = {x ∈ X|[x]RB ⊆ A} and RB ↑ A = {x ∈ X|[x]RB ∩A �= ∅} (2)

A decision system (X ,A∪{d}) is a special kind of information system, used in
the context of classification, in which d (d /∈ A) is a designated attribute called
the decision attribute. Its equivalence classes [x]Rd

are called decision classes.
Given B ⊆ A, the B-positive region POSB contains those objects from X for
which the values of B allow to predict the decision class unequivocally:

POSB =
⋃

x∈X

RB ↓ [x]Rd
(3)

Indeed, if x ∈ POSB , it means that whenever an instance has the same values
as x for the attributes in B, it will also belong to the same decision class as x.
The predictive ability with respect to d of the attributes in B is then measured
by the following value (degree of dependency of d on B):

γB =
|POSB|
|X | (4)

Instead of using a crisp equivalence relation R to represent objects’ indis-
cernibility, we can also measure it by means of a fuzzy relation R. Typically, we
assume that R is at least a fuzzy tolerance relation (reflexive and symmetric).
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Assuming that for a qualitative attribute a, the classical way of discerning
objects is used, that is, Ra(x, y) = 1 if a(x) = a(y) and Ra(x, y) = 0 otherwise,
we can define, for any subset B of A, the fuzzy B-indiscernibility relation by

RB(x, y) = T (Ra(x, y)), a ∈ B (5)

in which T represents a t-norm. It can be seen that if only qualitative attributes
are used, then the traditional concept of B-indiscernibility relation is recovered.

For the lower and upper approximation of a fuzzy set A in X by means of a
fuzzy tolerance relation R, the formulas defined in (2) are paraphrased (given
the Lukasiewicz implicator I(x, y) = min(1, 1−x+ y) and the minimum t-norm
T (x, y) = min(x, y), x, y ∈ [0, 1]) to define R ↓ A and R ↑ A, for all y in X , by

(R ↓ A)(Y ) = inf
x∈X
I(R(x, y), A(x)) (R ↑ A)(Y ) = sup

x∈X
T (R(x, y), A(x)) (6)

Using fuzzy B-indiscernibility relations, the fuzzy B-positive region is defined by

POSB(y) =

( ⋃
x∈X

RB ↓ [XRd
]

)
(y) (7)

Once we have fixed the fuzzy positive region, we can define an increasing
[0, 1]-valued measure to gauge the degree of dependency of a subset of features
on another subset of features. For FS it is useful to phrase this in terms of the
dependency of the decision feature on a subset of the conditional features:

γb =
|POSB |
|POSA|

(8)

3 EIS-RFS: Instance and Feature Selection Enhanced by
Rough Set Theory

This section is devoted to describe EIS-RFS. Section 3.1 describes the steady-
state GA employed for performing IS and the fuzzy RST based FS method.
Section 3.2 shows the full model combining both techniques.

3.1 Basic Techniques of EIS-RFS

The IS component of EIS-RFS is guided by a steady-state GA were only two
offspring are produced in each generation. Binary codification, binary tourna-
ment selection procedure, a two point crossover operator and a bit-flip mutation
operator are considered. Concerning the fitness function, it should pursue both
reduction and accuracy objectives. To do so, we will follow the proposal given
in [2], where Cano et al. defined AccRate as the accuracy achieved by a 1-NN
classifier when classifying the entire training set, using the currently selected sub-
set as a reference and using leave-one-out as validation scheme, RedRate as the
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reduction rate achieved over the currently selected instances, and a real-valued
weighting factor, α, to adjust the strength of each term in the resulting fitness
value. Equation 9 defines it, where J is an IS chromosome to be evaluated.

Fitness(J) = α ·AccRate(J) + (1− α) · RedRate(J) (9)

Following the recommendations given in [2], EIS-RFS will employ a value α =
0.5, which should offer an adequate trade-off between accuracy and reduction.

The fuzzy RST based FS method is taken from [3], where a hill climbing
heuristic (quickreduct heuristic) is used for searching iteratively subsets of fea-
tures maximizing the gamma measure (Equation 8). The similarity measure
selected for quantitative values is

Ra(x, y) = max

(
min

((
a(y)− a(x) + σa

σa
,
a(x) − a(y) + σa

σa

)
, 0
))

(10)

where x and y are two different instances belonging to the training set, and σa

denotes the standard deviation of a. For nominal attributes we use the Value
Difference Metric (VDM) [11], where two values are closer if they have more
similar classifications (that is, more similar correlations with the output classes).

3.2 Hybrid Model for Simultaneous IS and FS

Once the two basic tools considered for performing IS and FS have been defined,
the hybrid model which composes our approach can be described. Basically, it
can be described as a steady-state GA for IS where, every time a fixed number
of evaluations has been spent, a fuzzy-RST based FS procedure is applied to
modify the features taken in consideration during the search.

1. Initialization: IS chromosomes are initialized randomly. Two different sub-
sets are considered for the selection of the initial subset of features: The full
set and the subset of features selected by the RST based FS method using
as input the whole training set. The best performing subset is selected as
the global subset of features of EIS-RFS.

2. New IS generation: An IS generation is carried out using the steady-
state GA scheme. Note that, when evaluating a new chromosome, the 1-NN
classifier used in the fitness function will only consider the selected features
in the global subset of features of EIS-RFS.

3. Update Features: If the Stabilize phase has not been activated yet (see
below), the procedure of update of features is called every time UpdateFS
evaluations has been spent by the steady-state GA. This procedure consists
of using the RST-based FS filter method, considering as input instance set
the current best chromosome of the population. The new subset of features
obtained is tested by applying it to a 1-NN classifier (considering as reference
set only the current best subset of instances). If this subset performs better
than the former, it is accepted as the global subset of features of EIS-RFS.
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4. Stabilize phase: Changes in the current subset of features are only consid-
ered if the search is not near its end. Therefore, if the number of evaluations
spent is higher than β· NEvaluations, the stabilize stage is activated and no
further changes in the subset of features selected are considered.
This mechanism allows EIS-RFS to easily converge for hard problems, where
the final subset of features is fixed before the end of the search. It allows EIS-
RFS to focus its last efforts in optimizing the subsets of instances selected,
performing a final refinement of the solutions achieved.

5. Termination criterion: The search process ends if EIS-RFS has spent
NEvaluations. Otherwise, a new cycle of the algorithm begins.

6. Output: When the fixed number of evaluations runs out, the best chromo-
some of the population (a subset of instances) and the current global subset
of selected features are returned as the output of EIS-RFS.

The resulting subsets of instances and features define a pruned version of the
original training set. This set can be used as reference set by a 1-NN classifier
to perform a faster and more accurate classification of new test instances.

4 Experimental Framework and Results

This section describes the experimental study conducted in this contribution.
Data sets, comparison methods and parameters are detailed in Section 4.1.
Results are shown and discussed in Section 4.2.

4.1 Experimental Framework

In our experiments, we have used 20 data sets taken from the KEEL-Datasets 1

[1] repository. Table 1 shows their main characteristics. For each data set, it is
shown the number of instances, features and classes of the problem described.
We have used a ten fold cross-validation (10-fcv) procedure as validation scheme.

As comparison methods, we have selected the techniques considered in the
construction of EIS-RFS (a Steady-State GA for IS (IS-SSGA) and the fuzzy-
RST based FS method (FS-RST)). The preprocessed data sets obtained as result
of the application of them have been used as reference sets for a 1-NN, estimating
accuracy. Furthermore, we have considered the inclusion of the 1-NN classifier
as a baseline (using the full training set as reference). The parameters of each
method are shown in Table 2.

Finally, we will employ the well-known Wilcoxon Signed-Ranks test for con-
trasting the accuracy results achieved. Further information about this test and
other statistical procedures specifically designed for use in the field of Machine
Learning can be found at the SCI2S thematic public website on Statistical In-
ference in Computational Intelligence and Data Mining 2.

1 http://www.keel.es/datasets.php
2 http://sci2s.ugr.es/sicidm/
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Table 1. UCI Data sets used in our experiments

Data set Instances Features Classes Data set Instances Features Classes

Australian 690 14 2 Housevotes 435 16 2
Balance 625 4 3 Iris 150 4 3
Bupa 345 6 2 Mammographic 961 5 2
Cleveland 303 13 5 Newthyroid 215 5 3
Contraceptive 1473 9 3 Pima 768 8 2
Ecoli 336 7 8 Sonar 208 60 2
German 1000 20 2 Tic-tac-toe 958 9 2
Glass 214 9 7 Wine 178 13 3
Hayes-roth 160 4 3 Wisconsin 699 9 2
Hepatitis 155 19 2 Zoo 101 16 7

Table 2. Parameter specification for the algorithms tested in the experimentation

Algorithm Parameters

EIS-RFS NEvaluations: 10000, Pop. size: 50, Cross. prob.: 1.0, Mutat. prob.: 0.005 per bit, α: 0.5
MaxGamma: 1.0, UpdateFS: 100, β: 0.75

IS-SSGA NEvaluations: 10000, Pop. size: 50, Cross. prob.: 1.0, Mutat. prob.: 0.005 per bit, α: 0.5
FS-RST MaxGamma: 1.0
1-NN -

4.2 Results and Analysis

Table 3 shows the results measured by accuracy, ratio of reduction over instances
(Reduction (IS)) and ratio of reduction over features (Reduction (FS)) in test
data. For each data set, the best result in accuracy is highlighted in bold.

As can be seen in the table, EIS-RFS achieves the best average accuracy
result in test phase. For contrasting this fact, we have carried out a Wilcoxon
Signed-Ranks test, the results of which are summarized in Table 4.

Reading Tables 3 and 4, we can make the following analysis:

– In accuracy, EIS-RFS outperforms the rest of algorithms on 14 of 20 data
sets, and has the best average result. This superiority is remarked as signif-
icant by the results of the Wilcoxon Signed-Ranks test, the results of which
show that EIS-RFS outperforms all the comparison methods with a level of
significance α = 0.01. This is a strong result, which supports the fact that
EIS-RFS clearly outperforms all the other techniques in accuracy.

– Concerning reduction in instances’ space, EIS-RFS achieves slightly better
rates than IS-SSGA. Therefore, our approach is able to effectively reduce
the training set without harming the accuracy of the 1-NN rule. Moreover,
its accuracy is even increased, exceeding the IS-SSGA method. Concerning
reduction in features’ space, it shows a similar behavior as FS-RST, although
the features selected are different (which is one of the reasons of the accuracy
improvement of EIS-RFS over FS-RST).
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Table 3. Results obtained

Measure Accuracy Reduction (IS) Reduction (FS)

Data set EIS-RFS IS-SSGA FS-RST 1-NN EIS-RFS IS-SSGA EIS-RFS FS-RST

Australian 85.66 85.65 81.45 81.45 0.8872 0.8799 0.1571 0.0000
Balance 85.92 86.40 79.04 79.04 0.8464 0.8686 0.0000 0.0000
Bupa 65.72 61.14 62.51 61.08 0.8502 0.8644 0.0000 0.1274
Cleveland 55.16 52.82 52.51 53.14 0.9014 0.9171 0.0462 0.3908
Contraceptive 45.42 44.54 42.63 42.77 0.7637 0.7530 0.0667 0.0360
Ecoli 82.14 80.38 76.58 80.70 0.8882 0.9077 0.1286 0.2286
German 70.80 70.40 67.90 70.50 0.8014 0.7914 0.2350 0.1450
Glass 67.35 67.10 74.50 73.61 0.8718 0.8791 0.0444 0.0168
Hayes-roth 80.86 69.15 76.07 35.70 0.8544 0.8384 0.2500 0.1000
Hepatitis 82.58 79.33 79.50 82.04 0.9262 0.9226 0.5368 0.4263
Housevotes 94.48 93.79 90.78 91.24 0.9387 0.9410 0.3500 0.0188
Iris 96.00 94.67 93.33 93.33 0.9511 0.9481 0.1250 0.0000
Mammographic 80.65 79.50 75.76 76.38 0.8322 0.8229 0.0000 0.3396
Newthyroid 96.77 98.16 97.23 97.23 0.9473 0.9571 0.0600 0.0000
Pima 74.80 72.26 70.33 70.33 0.7911 0.8187 0.0000 0.0000
Sonar 80.76 75.45 81.69 85.55 0.8899 0.8595 0.2900 0.7183
Tic-tac-toe 78.29 78.71 73.07 73.07 0.8655 0.7917 0.0000 0.0000
Wine 97.19 92.68 95.49 95.52 0.9451 0.9538 0.3308 0.5231
Wisconsin 96.42 96.13 95.57 95.57 0.9103 0.9027 0.0444 0.0000
Zoo 96.39 94.22 96.50 92.81 0.8634 0.8714 0.2125 0.2750

Average 80.67 78.63 78.12 76.55 0.8763 0.8745 0.1439 0.1673

Table 4. Wilcoxon Signed-Ranks Test results

Comparison R+ R− P-value

EIS-RFS vs IS-SSGA 188 22 0.0010
EIS-RFS vs FS-RST 183 27 0.0023
EIS-RFS vs 1-NN 174 36 0.0083

These results confirm the benefits of the hybridization of fuzzy-RST based FS
and evolutionary IS techniques as a whole, highlighting EIS-RFS as a suitable
preprocessing method for greatly reducing the size of the training set (>87%, on
average) and enhancing the accuracy of the 1-NN classifier.

5 Conclusions

In this work we have presented EIS-RFS, a novel approach for simultaneous IS
and fuzzy-RST FS. This approach includes the features selected by a fuzzy-RST
based FS method inside a evolutionary IS search process, thus combining the
benefits of both techniques into a stand-alone, yet accurate, procedure.

The experimental results show that our approach improves the accuracy
achieved by the considered techniques in isolation, whereas reduction rates are
maintained. Nonparametric statistical procedures confirm that EIS-RFS can be
considered as a suitable tool for optimizing the 1-NN classifier.
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Abstract. Two modern forecasting methods based on short time series are 
compared. Results obtained by use of artificial neural nets (ANNs), are 
contrasted to the ones produced by use of the so called grey theory or Grey 
Model (GM).  Specifically, the Feed-Forward Accommodated for Prediction 
(FFAP) and the Time Controlled Recurrent (TCR) ANNs are used along with 
the GM(1,1) algorithm for one- and two-steps-ahead forecasting of various 
quantities (electricity loads, number of fixed telephones lines, obsolete 
computers, etc). Advantages of the ANN concept are observed. 

Keywords: ANNs, Grey theory, prediction, forecasting, short time series. 

1   Introduction 

Two ANN structures convenient for prediction based on short time series were 
introduced in our recent study [1]. Namely, the FFAP and the TCR structure were 
successfully implemented to predict the quantity of obsolete computers in the USA. 
These ideas were later applied for forecasting electricity loads [2] and microelectronic 
development [3], [4]. Important collorary of these results was the experience that the 
claim  “One major criticism about the NN model is that it demands a great deal of 
training data and relatively long training period for robust generalization” [5] may be 
easily denied. ANNs with small numbers of hidden neurons were used and the 
forecasts were produced based on reduced sets of data. 

In [1], [2], [3], [4], the comparisons were given for some other forecasting methods 
but no discussion of the Grey theory [6], [7] and, accordingly, no adequate 
comparisons, were published.  

Here we compare the forecasting results obtained by FFAP and TCR ANNs, with 
the Grey Model GM(1,1). One- and two-steps-ahead forecasting of various quantities 
based on reduced information will be demonstrated. A set of examples of 
implementation taken from a variety of fields will be presented preceded by short 
introductory information for all concepts. 
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2   Statement of the Problem 

A time series is a number of observations that are taken consecutively in time. A time 
series that can be predicted precisely is called deterministic, while a time series that 
has future elements which can be partly determined using previous values is said to be 
stochastic, where the exact value cannot be predicted [8]. We are here addressing only 
deterministic type of time series. 

Consider a scalar time series denoted by yi , i=1,2, … n. It represents a set of 

observables of an unknown function, )(ˆˆ tfy =  taken at equidistant time instants 

separated by the interval Δt i.e. ti+1=ti+Δt. k-step ahead forecasting means to find such 
a function f (.)  that will perform the mapping 

ε+== +++ knknkn ytfy ˆ)( , (1) 

The prediction of a time series is synonymous with modeling of the hidden 
underlying physical process responsible for its generation [9]. This is the reason of 
the difficulty of the task. There have been many attempts to find solution to the 
problem. One claims that the method based on the so called Grey Theory is 
favorable alternative to all ideas including the non-classic methods based on use of 
artificial neural networks. 

It is our intention here to study the results of our implementation of ANNs and of 
the basic GM(1,1) model in order to get information about potential advantages and 
disadvantages of these concepts. 

3   ANN Application to Forecasting 

In the past decades ANNs have emerged as a technology with a great promise for 
identifying and modeling data patterns that are not easily discernible by traditional 
methods. A common feature, however, of the existing application was that they ask 
for a relatively long time series to become effective. Typically it should be not shorter 
then 50 data points [10]. This is due to the fact that they all were looking for 
periodicity within the data.  

Having that in mind we were forced to look for alternative method to get efficient 
forecasting. These were reported in [1,2,3,4] and may be characterized as follows: use 
of  simple ANNs (only several neurons in the hidden layer, between one and ten), and 
use of short time series. There are two reasons for the later. First, in many cases, some 
of which will be shown here, the observation were taken only recently so that there 
are no more data available. Second, only the most recent data are of prime importance 
in the behavior of many natural and social phenomena. In the next, we will briefly 
describe our ANN solution as given in [1,2,3,4].  

The time series under consideration is in fact a set of samples given per year while 
the values are expressed in numbers. To make the forecasting problem numerically 
feasible we performed transformation (reduction) of both the time variable and the 
response. The time was reduced by t0-1 so that 
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t=t*-(t0-1) . (2) 

Having in mind that t* stands for the year, this reduction gives the value of 1 to the 
year (t0) related to the first sample. The samples are normalized in the following way 

y=y* / M (3) 

where y* stands for the current value of the target function, and M is a constant 
appropriately selected for the problem at hand. 

According to [11], putting t0=1991, after normalization, we get Table 1 as the set of 
observables representing the quantities of obsolete computers in the USA in millions of 
cubic feet. These data were used for developing our ANN based methods in [1]. 

Table 1.  The complete available set of data after normalization 

t 1 2 3 4 5 6 7 8 9 
f(t) 7.03 8.67 10.0 9.33 9.85 10.18 12.54 14.76 18.4 

The first eight samples were used as training data while the last one i.e. t=9 and 
f(t)=18.4, was compared with the obtained predictions in order to validate the new 
methods. In the following the two solutions considered most successful in [1] will be 
shortly descried.  

3.1   Implementation of Time Controlled Recurrent ANNs 

As often stated in the literature [9], a promising architecture for forecasting is the 
time-delayed recurrent ANN. An architecture that is recurrent and time delayed and, 
in the same time, insists on the time variable to control the predicted value is depicted 
in Fig. 1. We will refer to this architecture as the time-controlled recurrent (TCR). He-
re the network is learning the set consisting of the following pairs {[ti; f(ti-j), j=0,…,q]; 
[ f(ti+j), j=1,..,k]}, i=q,...,n-k,  so that: 

),...,1 ,,(}1,,,,{ qiyiyiyitfiyjiykiy −−=+++ ,  i=q, ...,n-k, 
(4) 

where k denotes the number of intervals in future and q being the number of old 
values presented to the network. Note that the learning procedure here was imple-
mented exactly in the same way as in [12]. For this case we got f(9)=17.2114 for a 
network with ten hidden neurons. 

3.2   Feed Forward ANNs Accommodated to Prediction 

Our idea was here to force the neural network to learn the same mapping several 
times simultaneously but delayed in time. In that way, we suppose the previous 
responses of the function will have larger influence on the f(t) mapping than in the 
TCR network. 
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The architecture is depicted in Fig. 2. There is one input terminal that, in our case, 
is ti. The Output3 terminal or the future terminal, in our case, is to be forced to appro-
ximate yi+1. In cases where multiple-step prediction is planned, Output3 may be seen 
as a k-vector. Output2 should represents the present value i.e. yi. Finally, Output1 sho-
uld learn the past value i.e. yi-1.  Again, if one wants to control the mapping by a set of 
previous values Output1 may be seen as a q-vector. We will refer to this architecture 
as the feed forward accommodated for prediction (FFAP).  
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Fig. 2. ANN structure for the feed forward accommodated for prediction 

The functionality of the network in our example is 

,n-k,q,iitfqiyiyiyiykiy ==−−++ )(},...,1 ,,1,...,{  
(5) 

where Output1={yi-1,…,yi-q} and Output3={yi+1,…,yi+k}. 
For this architecture, using q=2 and k=1, we got f(9)= 18.2274 for a network with 

four hidden and four output neurons. 
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4   GM(n,m) Model 

In grey systems theory, GM(n,m) denotes a grey model, where n is the order of the 
difference equation and m is the number of variables. The most popular version is the 
GM(1,1) model, pronounced as ‘‘Grey Model First Order One Variable” thanks to its 
computational efficiency [13]. The GM(1,1) model can only be used in positive data 
sequences.  

In order to smooth the randomness, the primitive data obtained from the system to 
form the GM(1,1) is subjected to an operator, named Accumulating Generation Ope-
rator (AGO). A differential equation (i.e. GM(1,1)) is solved to obtain the k-step 
ahead predicted value of the system. Finally, using the predicted value, the Inverse 
AGO (IAGO) is applied to find the predicted values of original data. In the next, a 
short version of the development of the GM(1,1) model will be given and its 
implementation to the series depicted in Table 1 will be performed. 

Consider a non-negative time sequence X (as depicted in Fig. 3a.) 

X = {x(1), x(2), . . . , x(n)},    n ≥ 4. (6) 

When this sequence is subjected to the AGO, the following is obtained 

Y = {y(1), y(2), . . . , y(n)},    n ≥ 4, (7) 

where 

.,,3,2,1)()(
1

njixjy
j

i
==∑ =

 
(8) 

Y is monotonically increasing as shown in Fig. 3b. 
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Fig. 3. a) Quantities of obsolete computers in the USA and b) the accumulated data set 

The generated mean sequence Z of Y is defined as: 

Z = {z(1), z(2), . . . , z(n)}, (9) 

where z(j) is the mean value of adjacent data, i.e. 

z(j) = 0.5·[y( j) + y( j-1)],    j = 2, 3, . . . , n. (10) 
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The whitening equation is as follows: 

btya
t

y
=⋅+ )(

d

d
. 

(11a) 

It is related to “the least square estimate sequence of the grey difference equation 
of GM(1,1)” [7]: 

x(j)+a·z(j)=b. (11b) 

Above [a b]T can be found from: 

(BTB)[a b]T =BTR, (12) 

where 

R= [x(2) x(3) . . . x(n)]T, (13) 

T

111

)()3()2(
⎥
⎦

⎤
⎢
⎣

⎡ −−−
=

nzzz
B . 

(14) 

According to (11a), the solution of y(t) at time j: 

yp( j+1) =[ x(1) - b/a]·e-a·j +b/a. (15) 

To obtain the predicted value of the primitive data at time (j+1), the Inverse 
Accumulating Generation Operation (IAGO) is used to establish the following grey 
model 

xp( j+1) = yp( j+1)-yp( j)= [ x(1) - b/a]· (1-ea)·e-a·j (16) 

and the predicted value of the primitive data at time (j+k): 

xp( j+k) =[ x(1) - b/a] ·(1-ea)·e-a·(j+k-1). (17) 

Table 2.  Overview of the solutions. 4.18)9(ˆ =f  

Solution  
type 

No. of hidden  
neurons 

No. of output  
neurons 

f(9) error % 

TCR 10 1 17.2114 6.46 
FFAP 4 4 18.2274 0.938 

GM(1,1)   14.8872 19.56 

Implementation of this procedure to the example from Table 1, leads to the result 
of f(9)=xp(9)=14.887 as shown in the fourth row of Table 2. Note the solution of (12) 
was strongly dependent on the nuber of significant figures used for computations. The 
result above was obtained whith nine and more significant figures.  

The results obtained so far are summarized in Table 2. It is obvious that both TCR 
and FFAP ANNs exhibit incomparably better results than the GM(1,1) model. To 
verify this conclusion we implemented the TCR and FFAP networks to various 
problems from the literature where the GM(1,1) model was exercised.  
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5   Comparison of the Results 

In [14] the problem of power demand forecast in Taiwan was considered, based on 
data for the period 1985-1998. The results given in Table 3 and Table 4 are in GW. 

In [15] the predictions were made based on the number of fixed telephone 
subscribers in China data from 1989 to 2004. The results given in Table 3 and Table 4 
are in 100 millions of telephones. 

Finally, in [16] electric power load in certain region of Hebei province in China 
was forecasted based on the period 1986-1996. The results given in Table 3 and Table 
4 are in GW. 

The results of implementation of the TCR and FFAP ANNs together with the ones 
taken from literature are summarized in Table 3 and Table 4. All ANN solutions have 
five neurons in the hidden layer. 

By inspection of the two tables we may find out that in the prediction for the first 
year, both ANN solutions are favorably compared to all three results given in 
references [14], [15], [16]. In the case of the two steps ahead prediction, the situation 
is slightly different. The ANN solutions are advantageous in two out of three cases. 

Table 3.  One step ahead prediction 

 Value Error % 
Ref. Expected GM(1,1) TCR FFAP GM(1,1) TCR FFAP 
[14] 131.725 137.469 126.716 131.489 -4.36 3.80 0.18 
[15] 31086.8 55797.8 33983.8 33626.5 -17.95 -9.31 -8.17 
[16] 2965 3098 2863.79 2842.23 -4.485 3.41 4.14 

Table 4.  Two steps ahead prediction 

 Value Error % 
Ref. Expected GM(1,1) TCR FFAP GM(1,1) TCR FFAP 
[14] 142.4 147.23 144.095 146.37 3.39 -1.19 -2.78 
[15] 36666.6 55385.0 36812.3 39610.4 17.82 0.39 -8.03 
[16] 3012 3122 2815.74 2796.06 3.652 6.52 7.17 

6   Conclusion 

A set of solutions for the forecasting problem in cases where short time series are 
available was investigated. Two architectures previously proposed by the authors 
were favorably compared to the GM(1,1) model. In addition ill-conditionning was 
experienced while solving equation (12) which is crucial for the GM(1,1) model. 

It is important to have in mind that most of the ANN based solutions were obtained 
with networks having only five neurons in the hidden layer. That is opposed to the 
claims that ANN solutions are complex and need large amount of training data [5]. 
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Abstract. In this paper an architecture for an estimator of short-term
wind farm power is proposed. The estimator is made up of a Linear
Machine classifier and a set of k Multilayer Perceptrons, training each
one for a specific subspace of the input space. The splitting of the input
dataset into the k clusters is done using a k-means technique, obtaining
the equivalent Linear Machine classifier from the cluster centroids. In or-
der to assess the accuracy of the proposed estimator, some experiments
will be carried out with actual data of wind speed and power of an exper-
imental wind farm. We also compute the output of an ideal wind turbine
to enrich the dataset and estimate the performance of the estimator on
one isolated turbine.

1 Introduction

Nowadays there exists a wide consensus about the global warming [6]. The im-
plication of the human activity in this climatological phenomenon has not been
proved because there exists a cyclic component too. However, it is clear that
the burning of fossil fuel increases the concentration of greenhouse gases that
accelerates the warming effect, hence the growing interest in the use of renew-
able energy sources that will reduce the emission of them. Among the available
alternatives, wind is a promising one, showing a steady expansion.

Unfortunately, the wind is not constant and it can be considered as a chaotic
system whose predictability is limited. This fact along with the increase in in-
stalled power capacity have made that in many countries research groups have
been granted to develop forecasting systems [4,17].

Depending on the forecast horizon, models can be divided into very short-
term, short-term and long-term models. In each country, the Transmission Sys-
tem Operator has to deal with the management of the electric system in the
different control and planning levels and also with the power production sched-
ules in power plants. So the very short-term and short-term forecasting of wind
power production becomes essential [1].

J. Cabestany, I. Rojas, and G. Joya (Eds.): IWANN 2011, Part I, LNCS 6691, pp. 191–198, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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The autoregressive (AR) based models such as ARMA, ARX and Box-Jenkins
methods have been used historically for very short-term wind forecasting up to
few hours ahead [1]. Artificial neural networks (ANN) have been also used for
wind or power forecast due to their ability of dealing with non linearities unlike
AR models. Mohandes et al. [14] presented a comparison between AR model and
neural networks for wind speed prediction and conclude that the ANN model
outperforms the AR model in both one and several days horizon. Another com-
parison between regression and ANN models was presented by Li et al. [11] using
as input the speed and direction of the wind measured in two meteorological tow-
ers. They found that Multilayer Perceptron ANN model outperforms the best
regression model, which is a 3rd degree polynomial. More recent works have also
confirmed the validity of ANN models for power forecasting [13,10].

Some researchers have proposed hybrid models. Ramirez-Rosado et al. [16]
compared two systems for wind power forecast: FORECAS and SGP. In FORE-
CAS the Power Curve Model (PCM) of each turbine was obtained with a Multi-
layer Perceptron neural network whose inputs were numerical weather prediction
forecast values. The output of the system was obtained from a neural network
that combines the PCM and AR outputs. On the other hand, SGP system is
made up of 12 different models: nine neural networks used to forecast in the very
short-term horizon and three additional models based on Elman and Modular
neural networks. Thus, depending on the forecast horizon, the models were se-
lected to forecast the hourly mean of electric power generated. Kusiak and Li
[9] presented an approach of several power predictor which were the results of a
previous clustering analysis. In their work, instead of using a combination of NN
for each horizon, they customize a NN for each subspace of the input domain.

The aim of this paper is to present a hybrid architecture for short-term wind
power forecast. The proposed approach differs from one presented in [9] in two
aspects. On the one hand, the estimation is done based on data that are easily
available in a wind farm, namely, wind speed and generated power. On the other
hand, a short-term power prediction scenario is considered instead of a very
short-term scenario. To evaluate the validity of the proposed architecture some
tests are carried out with actual data from an experimental wind farm in the
North of Spain.

The paper is organized as follows: in section 2 the estimator proposed in
this work is explained. Experiments are shown in section 3 and in section 4
conclusions and further works are presented.

2 Proposed Hybrid Estimator

Some works have demonstrated the validity of Multilayer Perceptrons (MLP)
as function approximators of scalar continuous functions [2,8]. The aim is to
find a mapping between a set of samples (xi, yi) where yi = f(xi), being f the
unknown scalar underlying function: f : Rn → R. The set of all samples made
up the training dataset, D = {(xi, yi)}, under the assumption that they are
independently and identically distributed.
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Fig. 1. Architecture of the proposed combined estimator

The set of nonlinear weight equations that relates the neural network’s ad-
justable parameters to the data can be obtained with optimization-based tech-
niques [12,7,5]. These methods minimize the error function, normally the Root-
mean-square error (RMSE), over the whole training dataset. If the underlying
function f is too complex due to the nature of the problem as in short-term wind
power prediction, the complexity of the MLP must be increased to approximate
better f from the training dataset. Consequently the optimization methods can
get trapped in undesirable local minima.

Instead of using the original training set, the proposed architecture is based
on a splitting of the input space into subspaces under the hypothesis that cus-
tomized models in each subspaces yield higher prediction accuracy. Unsupervised
learning methods are designed to split a set of samples into different subsets (clus-
ters) where the samples of each cluster are similar among them and different from
the samples of other clusters. Thus the initial training dataset D is divided into
k non-overlapping subsets, D = ∪k

j=1D
j , using the k-means clustering method

[3], where each subset Dj is characterized by its centroid Zj .
The clustering process is equivalent to define k classes in the input space

so when the power must be estimated for an unseen sample, it must be firstly
classified to feed the corresponding estimator. This classification is done with a
Linear Machine classifier d(x),

d(x) = max
j=1...k

{dj(x)} (1)

where dj(x) is the linear discriminant function associated to each cluster

dj(x) = ωj
0 +

n∑
l=1

ωj
l x

j
l (2)

whose weights ωj
l are computed from the centroids Zj as

ωj
0 = −1

2
||Zj ||2 (3)

ωj
l = Zj

l ; l = 1 . . . n (4)

where Zj
l is the l-th centroid element and n is the problem dimension (lag).
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Fig. 2. Autocorrelation of the wind speed

In the wind power forecast problem, the samples x are wind speed or power
measured in n intervals previous to current time t. The function of interest is
the estimated power at a horizon h, p̂(t + h). For each cluster Dj , a MLP is
trained getting k estimators customized for each subspace of the input domain.
The architecture of the estimator is shown in Figure 1. When the power for a
new sample must be estimated, a first classification stage is carried out by the
Linear Machine to decide which MLP will be in charge of the estimation.

3 Experiments

Experiments were made with actual wind speed and wind farm power data
from Sotavento Galicia project. The wind speed series comprises from August
5th, 2009 until February 4th, 2010 with time steps of 10 minutes. Data were
preprocessed to obtain mean hourly wind speed which yield a total of 4416
values. The data are divided into the training dataset (2/3) and test dataset
(1/3).

The training dataset is used to split the input space into k clusters using
the k-means algorithm, training a MLP for each cluster. After that, a Linear
Machine Classifier is obtained which assigns every test sample to one of the k
MLP. The output of the estimator for each test sample is the output of the MLP
selected by the classifier (Figure 1).

Due to the random initialization of the k-means clustering method, 200 runs
were done and the one with the lowest value for the sum of within-cluster point-
to-centroid distances for the whole clusters is considered. Also to minimize the
effect of the random initialization of the MLP weights, we provide the mean
obtained from 25 training trials in order to reduce the uncertainty of the results.

As it is not possible to access to the power produced by only one turbine, the
output of an ideal wind turbine whose transfer function has 5 and 12.5 m/sec
cut-off values was included in the experiments. So, four different scenarios were
considered in the experiments depending on the predicted variable and the inputs
that feed the estimator:
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Table 1. Number of neurons in the hidden layer of the MLP

Prediction Horizon

1 hour 2 hours 3 hours 4 hours 5 hours 6 hours

Scenario A 4 7 6 6 9 6

Scenario B 8 8 7 8 6 8

Scenario C 2 2 1 2 2 2

Scenario D 2 1 4 4 6 4

Scenario A. The predicted variable is the wind farm power computed from the
wind speeds, p̂(t + h) = f(v(t), v(t− 1), v(t− 2), . . . , v(t− n + 1)))

Scenario B. The predicted variable is the wind farm power computed from
previous wind farm power values, p̂(t+h) = f(p(t), p(t−1), p(t−2), . . . , p(t−
n + 1)))

Scenario C. The predicted variable is the ideal turbine output computed from
the wind speeds, p̂vesta(t + h) = f(v(t), v(t − 1), v(t− 2), . . . , v(t− n + 1)))

Scenario D. The predicted variable is the ideal turbine output computed from
previous ideal turbine outputs, p̂vesta(t + h) = f(pvesta(t), pvesta(t− 1), . . . ,
pvesta(t− n + 1)))

Instead of using the RMSE as measure to assess the accuracy of the results,
the improvement over a reference model is carried out using,

ImpRMSE =
RMSEreference model −RMSEproposed model

RMSEreference model
100% (5)

As reference model, the one proposed by Nielsen [15] is used which is an extension
over the pure persistence model that also includes long-term information as a
linear expression: ŷ(t + k) = b + ay(t). Coefficients of the enhanced persistence
model for wind farm power are: a = 0.9487 and b = 37.5692; and for ideal turbine
output: a = 0.8947 and b = 0.0281.

An important parameter of the MLP topology for the experiments is the
number of inputs n, that is, the lag time for the power prediction. To find it,
the autocorrelation of the wind speed is obtained (Figure 2) and it is found that
beyond 4 hours the influence is negligible so a lag time of 4 hours is considered.
Bayesian regularization [5] was used to train the network. It uses as goal function
a combination of squared errors and weights, and then determines the correct
combination so as to produce a network that generalizes well.

The other parameters that define the topology of the network are the num-
ber of hidden layers and neurons in each layer. A one hidden layer topology is
considered with hyperbolic tangent sigmoid activation functions in the hidden
layer and linear activation function in the output layer. To decide the number
of neurons, 25 training trails for 1 to 16 neurons in the hidden layer for each
scenario and horizon were carried out. After that, an ANOVA statistical test was
performed to find the number of neurons that yields better performance and the
results are shown in Table 1.
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Table 2. ImpRMSE for different number of clusters and horizons (in hours) for the
Scenario A

Prediction horizon k = 1 k = 2 k = 3 k = 4 k = 5 k = 6 k = 7 k = 8

h = 1 -92% -78% -67% -74% -69% -66% -65% -67%

h = 2 -44% -43% -40% -34% -40% -32% -29% -33%

h = 3 -25% -25% -26% -23% -24% -18% -18% -21%

h = 4 -16% -17% -19% -20% -14% -11% -11% -12%

h = 5 -9% -15% -15% -13% -8% -8% -6% -6%

h = 6 -5% -9% -10% -9% -5% -5% -3% -2%

Table 3. ImpRMSE for different number of clusters and horizons (in hours) for the
Scenario B

Prediction horizon k = 1 k = 2 k = 3 k = 4 k = 5 k = 6 k = 7 k = 8

h = 1 83% 93% 91% 93% 93% 90% 91% 0%

h = 2 84% 91% 89% 90% 92% 84% 88% 0%

h = 3 72% 91% 88% 90% 90% 90% 92% 91%

h = 4 70% 74% 70% 76% 76% 77% 79% 79%

h = 5 54% 66% 64% 73% 73% 73% 72% 72%

h = 6 52% 63% 62% 70% 70% 70% 70% 66%

Now the results of every experiment are analyzed. Table 2 shows the results
obtained for the Scenario A where the wind speed of the previous 4 hours are
used as input, p̂(t+h) = f(v(t), v(t−1), v(t−2), v(t−3)). In this scenario the MLP
model performance is lower than the reference model for all the configurations.
Analyzing the effect of the cluster stage in the performance of the estimator it
can be observed that the performance increases for almost all the horizons with
a maximum in k = 7 . With more clusters the performance decreases because
the obtained MLP are overspecialized and the generalization capability of the
estimator is worse.

Results for Scenario B are shown in Table 3 where the 4 previous hourly mean
wind farm power values are used as predictor variables, p̂(t + h) = f(p(t), p(t−
1), p(t− 2), p(t− 3)). Unlike Scenario A, in this scenario the estimator surpasses
the reference model giving better accuracy for all the horizons and number of
clusters. The splitting of the input space gives better performance because for
all the columns the results are higher than those of the column labeled as k = 1.

Tables 4 and 5 show the results considering an ideal turbine. When the power
is estimated from previous wind speed (Table 4), the splitting of the input space
with clustering analysis improves slightly the results obtained with the initial
training dataset (column k = 1). On the other hand, the use of cluster analysis for
the Scenario D makes slightly worse the results. However in these two scenarios
where the output of an ideal turbine was used, the difference between the best
and worst estimation is not so noticeable as in scenarios where actual data are
used.
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Table 4. ImpRMSE for different number of clusters and horizons (in hours) for the
Scenario C

Prediction horizon k = 1 k = 2 k = 3 k = 4 k = 5 k = 6 k = 7 k = 8

h = 1 -8% -7% -10% -8% -11% -11% -10% -15%

h = 2 -6% -6% -7% -7% -4% -4% -3% -4%

h = 3 1% 0% 0% -1% -1% -1% -1% -2%

h = 4 -1% -2% -1% -3% -3% -2% -3% -3%

h = 5 -2% -1% -2% -2% -2% -2% -3% -2%

h = 6 -2% -3% -1% -1% -1% -3% -2% -2%

Table 5. ImpRMSE for different number of clusters and horizons (in hours) for the
Scenario D

Prediction horizon k = 1 k = 2 k = 3 k = 4 k = 5 k = 6 k = 7 k = 8

h = 1 1% 0% 0% 0% 0% 0% -1% -2%

h = 2 4% 4% 4% 4% 4% 3% 3% 1%

h = 3 7% 6% 5% 6% 6% 5% 5% 4%

h = 4 8% 7% 6% 7% 6% 7% 6% 6%

h = 5 9% 8% 8% 8% 7% 8% 7% 7%

h = 6 10% 9% 8% 9% 9% 8% 8% 8%

4 Conclusions

This paper proposes a hybrid estimator for power prediction. The estimator is
composed of a Linear Machine and a set of customized MLP. The Linear Ma-
chine classifies the samples into one of several subsets which has been previously
obtained with a clustering analysis. The proposal has been tested on actual
data from a wind farm and data from an ideal wind turbine, both for different
prediction horizons.

From the obtained results it can be concluded that for the actual data, which
are of interest to industry, the proposed estimator increases the estimation ac-
curacy compared to a single MLP. On the other hand, for the data of an ideal
wind turbine the proposed estimator performance is similar to a single MLP.
An interesting conclusion is that the wind farm power prediction is better done
when power is used as predicting variable instead of wind speed. Another fact
that the experiments has brought up and that it is in consonance with the na-
ture of the persistence model, it is that as the horizon goes farther the proposed
estimator yields better performance.
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Abstract. The class imbalance problem has been considered a critical factor
for designing and constructing the supervised classifiers. In the case of artificial
neural networks, this complexity negatively affects the generalization process on
under-represented classes. However, it has also been observed that the decrease in
the performance attainable of standard learners is not directly caused by the class
imbalance, but is also related with other difficulties, such as overlapping. In this
work, a new empirical study for handling class overlap and class imbalance on
multi-class problem is described. In order to solve this problem, we propose the
joint use of editing techniques and a modified MSE cost function for MLP. This
analysis was made on a remote sensing data . The experimental results demon-
strate the consistency and validity of the combined strategy here proposed.

Keywords: Multi-class imbalance, Overlapping, backpropagation, cost function,
editing techniques.

1 Introduction

Class imbalance constitutes one of the problems that has recently received most atten-
tion in research areas such as Machine Learning, Pattern Recognition and Data Mining.
The class imbalance occurs when some classes heavily outnumber other classes. In
the area of the artificial neural networks (NN) has been observed that the class imbal-
ance problem causes important losses in the generalization capacity when the minority
classes [1,2] are learned, because these are often biased towards the majority class. This
issue can be found in real–world applications from Government, Industry and Academic
or Scientific Area [3,4,5,6].
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Research on this topic can be roughly classified into three categories: assigning dif-
ferent classification error costs [7], resampling the original training set, either by over-
sampling the minority class and/or under-sampling the majority class until the classes
are approximately equally represented [8,9], and internally biasing the discrimination-
based process so as to compensate for the class imbalance [10,11].

Recently, several works have pointed out that there does not exist a direct correlation
between class imbalance and the loss of performance. These studies suggest that the
class imbalance is not a problem by itself, but the degradation of performance is also
related to other factors, such as the degree of overlapping between classes [12,13,14].

In this paper, we propose to combine two strategies for addressing the class overlap
and the class imbalance for the classification of remote sensing data. The problem is of
great relevance since very few approaches to deal with this challenge. In order to face
such a problem, this work focus on the joint use of editing techniques and a modification
in the Mean Square Error (MSE) cost function for a Multilayer Perceptron (MLP). This
approach can be considered a two–stage method. Firstly, we remove noisy and border-
line samples of the majority classes by application of editing techniques. Secondly, the
edited data set is used for training a MLP with a modified MSE cost function, which
overcomes the class imbalance problem.

2 Methodology

2.1 A Balanced MSE Cost Function for Backpropagation Algorithm

In the multilayer perceptron neural network (MLP) the training by Backpropagation
algorithm is based on minimization of a cost function. One of the most popular used
cost functions is the mean-square error (MSE) between the desired dzi and the actual
yzi outputs for each class i = 1, 2 . . . J ,

Ei(U) =
1
N

ni∑
z=1

(dzi − yzi)2 , (1)

where N =
∑J

i ni is the total training samples and ni is the size of class i.
For a two-class problem (J = 2) the mean square error function can be expressed

as,

E(U) =
J∑

i=1

Ei = E1(U) + E2(U) . (2)

If n1 << n2 then E1(U) << E2(U) and ‖∇E1(U)‖ << ‖∇E2(U)‖, conse-
quently∇E(U) ≈ ∇E2(U), which means that −∇E(U).

To obtain a balanced MSE cost function, we introduce a parameter (γ) that balance
the contributions of the MSE,

E(U) =
∑J

i=1 γ(i)Ei = γ(1)E1(U) + γ(2)E2(U) (3)
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where γ(1)‖∇E1(U)‖ ≈ γ(2)‖∇E2(U)‖ avoiding that the minority class be ignored
in the learning process. In this work, the parameter γ is defined as

γ(i) = ‖∇Emax(U)‖/‖∇Ei(U)‖, (4)

where ‖∇Emax(U)‖ corresponds to the largest majority class. When γ is included
in the training process, the data probability distribution is altered [11]. However, this
parameter (Eq. 4) reduces the impact in the data distribution probability because the
cost function value is diminished gradually. In this way, the class imbalance problem
is reduced in early iterations, and later γ(J) reduces its effect on the data distribution
probability.

2.2 Editing Techniques

The editing techniques have been proposed to remove noise prototypes and possible
overlap among classes from the training set. The aim is improve the classifier accuracy
by producing smooth decision boundaries. One the most popular editing schemes is
based on the well-know k-NN rule, which is mainly used for classification. However,
this rule only take into account the distances to a number of close neighbors. Alternative
concepts of neighborhood have been proposed to consider the neighbors of a sample in
terms of proximity and spatial distribution (Surrounding Neighborhood).

The editing techniques was used to remove noisy samples of the majority classes but
keeping all the positive examples. This task allows to improve the learning mechan-
ics of the MLP. In next paragraphs we describe briefly basic concepts about editing
algorithms.

Wilson Editing. Wilson [15] developed the Edited Nearest Neighbor (ENN) algorithm
in which S starts out the same as Training Set (TS), and then each instance in S is re-
moved if it does not agree with the majority of its k nearest neighbors (with k=3, typi-
cally). This eliminates noisy instances as well as close border cases producing smoother
decision boundaries. Algorithmically, the ENN scheme can be expressed as follows:

1. Let S = X .
2. For each xi in X do:

– Discard xi from S if it is misclassified using the k-NN rule with prototypes in
X− {xi}.

Editing Via Surrounding Approaches. The Nearest Centroid Neighborhood (NCN)
[16] refers to a concept in which neighborhood is defined taking into account the prox-
imity of prototypes to a given input sample and maintaining their symmetrical distri-
bution around it. The k-Nearest Centroid Neighborhood rule(k-NCN) [17] has been
proved to overcome the traditional k-NN classifier in many practical situations. The
NCN Editing (NCNE) approach corresponds to slight modification of the original work
of Wilson and basically consists of using the error estimated by the k-NCN classifica-
tion rule.
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Proximity graph editing scheme is based on the concepts of Gabriel Graph (GG)
and Relative Neighborhood Graph (RNG) [18]. The method applies Wilson’s editing
algorithm [15] using proximity graphs (GG or RNG) for each sample instead of the
Euclidean distance.

The Gabriel Graph Editing (GGE) and Relative Neighborhood Graph Editing
(RNGE) can be summarized as follows: after computing the graph neighborhood of
every sample in the original training set, discard those samples that are misclassified by
their graph neighbors (instead of their k nearest neighbors).

These editing techniques provide some advantages in comparation to conventional
methods. GGE and RNGE get some kind of information about prototypes close enough
but homogeneously distributed around a given sample, which can be specially interest-
ing to detect outliers close to the inter-class or decision boundaries. A more detailed
description of GGE and RNGE can be found in [19].

2.3 Random Under-Sampling

Random under-sampling aims at balancing the data set through the random removal of
negative examples. Despite its simplicity, it has empirically been shown to be one of
the most effective resampling methods.

In this work, the random under-sampling is used to compare with the editing tech-
niques, also, it was not hired to balance the training set.

3 Experimental Set–Up

In this part, a comparative was carried out among the strategies previously described
to validate the methodology exposed in Section 2. The database used corresponds to
remote-sensing task which is basically a multi-classification problem.

Experiments were conducted as follows:

Data set: A large data set, the Cayo data (4 bands, 11 classes) which corresponds to a
spectral image with reference to a particular region in the Gulf of Mexico was em-
ployed in the experiments. The data set was transformed into five-class problems
(MCayo) by joining the samples of several classes. The fourth column in Table 1
indicates the original classes that have been joined to shape the new classes. For
instance, the samples of classes 1, 3, 6, 7, and 10 were combined to form the class
C–01 and the original classes 2, 4 and 5 were left as C–02, C–04 and C–05, respec-
tively.

Partitions: A stratified 10–fold cross–validation was employed.
Under–sampling strategies: random under–sampling (RUS), nearest centroid neigh-

borhood editing (NCNE), Wilson’s editing (ENN), relative neighborhood graph
editing (RNGE) and Grabiel graph editing (GGE) were employed. All these tech-
niques were applied over the majority classes. In the case of ENN and NCNE, the
value of k has been set to 15 and 13, respectively.

Classifiers: We use a MLP with and without balanced cost function (Cost-MLP). Each
one was trained with the back–propagation algorithm in batch mode. The following
parameter settings were used: a learning rate η = 0.1 and one hidden layer with
seven neurons.
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Performance metrics: Overall accuracy, accuracy by class and the geometric mean
of accuracies measured separately on each class were used. These measures can be
easily derived from a m×m matrix confusion as that given in Table 2. Thus overall
accuracy is computed as Accuracy =

∑m
i=1 nii/N , where N is the total number

of samples, Accuracy by class = nii/ni+ and the geometric mean as g-mean =
(
∏m

i=1 nii/ni+)
1
m .

Table 1. Number of training and testing samples in each class

New Classes Training Test Original Classes %

C-01 2689 299 1,3,6,7,10 49.64
C-02 264 29 2 4.87
C-03 2055 228 8,9,11 37.93
C-04 290 32 4 5.35
C-05 120 13 5 2.21

Both MLP as Cost-MLP classifiers were trained using each original and prepro-
cessed training data set by different editing techniques.

Table 2. Confusion matrix for a multi-class problem

Real Classes
Predicted Classes 1 2 · · · m total (ni+)

1 n11 n12 · · · n1m n1+

2 n21 n22 · · · n2m n2+

...
...

...
...

...
m nm1 nm2 · · · nmm nm+

total (n+j) n+1 n+2 · · · n+m N

4 Results and Discussion

Several experiments with MCayo database were developed in the experimental process.
’Cost-MLP’ denotes the balanced MSE cost function with MLP and ’TS edited’ is the
training set edited.

Table 3 shows the overall accuracy and the g-mean obtained with the approaches
previously described. We can observe that the classification accuracy is high and the
g-mean is low. So, the minority samples are misclassified while the samples of majority
classes are well identified. When the original data set is classified with Cost-MLP both
performance measures are improved.

On other hand, when the editing techniques are employed, the g-mean is improved
than the original training data set (without preprocessing). The classification results
obtained from the joint application of editing techniques and Cost-MLP outperform the
g-mean with respect to apply the two techniques separately.
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We observe that the RUS algorithm, although shows a slightly improvement, the
editing techniques appears as the best strategies. Analyzing the percentage of reduction,
higher values are obtained for the editing techniques that obtain better g-mean.

Table 3. Experimental results by editing the majority classes

MLP Original ENN NCNE RNGE GGE RUS
Accuracy 83.27(1.20) 85.50(1.43) 84.65(2.00) 84.96(1.29) 85.55(1.34) 84.95(1.46)
g-mean 00.00(0.00) 43.18(27.27) 65.19(12.15) 22.85(26.84) 47.06(25.94) 37.43(26.01)

Cost-MLP Original ENN NCNE RNGE GGE RUS
Accuracy 86.40(1.06) 83.37(2.32) 82.60(2.57) 84.64(1.84) 83.59(2.27) 86.25(1.21)
g-mean 69.80(3.14) 81.14(4.26) 82.26(3.73) 77.10(5.51) 82.05(4.42) 71.97(3.90)

% reduction 00.00(0.00) 25.00(0.46) 33.00(0.55) 19.00(0.19) 28.00(0.33) 33.00(0.08)

In Table 4 we can see the results of editing techniques and Cost-MLP for each class.
The two first columns indicate the strategy applied and the number class. The third
column we show the proportion of class elements in relation with the total samples
(ratio = ni/N , where ni is the elements number of class i and N the total samples
in the TS). The fourth column is the classification accuracy and the last one shows
the classes with the level of confusion which is greater than 10% (the percentage of
confusion appears in brackets).

Table 4. Performance on each class with the Cost-MLP

Class Ratio Accuracy % confusion ( > 10 %)
C-01 0.49 88.32
C-02 0.05 51.67 C-01 (48.26)

Original C-03 0.38 93.69
C-04 0.06 61.76 C-01 (34.25)
C-05 0.02 63.91 C-01 (34.14)
C-01 0.49 76.50
C-02 0.05 88.50 C-01 (11.16)

ENN C-03 0.38 93.37
C-04 0.06 74.61 C-01 (15.91)
C-05 0.02 76.62 C-01 (21.73)
C-01 0.49 74.87
C-02 0.05 91.40

NCNE C-03 0.38 92.53
C-04 0.06 76.91 C-01 (15.85)
C-05 0.02 79.25 C-01 (19.17)
C-01 0.49 81.53
C-02 0.05 75.39 C-01 (24.37)

RNGE C-03 0.38 93.23
C-04 0.06 67.86 C-01 (24.61)
C-05 0.02 72.93 C-01 (25.26)
C-01 0.49 76.59
C-02 0.05 91.60

GGE C-03 0.38 93.34
C-04 0.06 74.88 C-01 (17.53)
C-05 0.02 77.59 C-01 (20.30)
C-01 0.49 87.35
C-02 0.05 55.02 C-01 (44.98)

RUS C-03 0.38 93.57
C-04 0.06 62.68 C-01 (33.39)
C-05 0.02 70.08 C-01 (28.27)
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In table 4, we can observe that the editing techniques reduce the confusion level
among classes. For example, Class 2 is overlapped with the class 1. When it is applied
the editing techniques, the confusion level is diminished. In this case, the NCNE obtains
a better performance.

5 Conclusion

In this paper, we analyze how to deal the class overlap and class imbalance in a multi–
classification problem. The goal was study the performance of these two techniques
combined: editing techniques joint balanced MSE cost function with MLP.

The experiments show that the benefits associated to inclusion a balanced MSE cost
function in the training process. However, this is not enough for reducing the overlap-
ping among classes. For that, using the edition strategies, we can reduce the overlapping
problem increasing the prediction of the minority classes. In this paper, the use of both
techniques is the best option to reduce the classification error and solve these kind of
problems.

Future works will be addressed to investigate the potential of these editing methods
applied in the hidden space of the neural network. This involves working in the space
of the hidden layer and not in the feature space, such as commonly happens with the
Wilson’s editing and its variants.
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Abstract. In this paper, a combination of artificial neural network (ANN)and 
genetic algorithm(GA) has been proposed as a method to obtain a high accuracy in 
classification of polarimetric SAR data. First we extracted 57 features based on 
decomposition algorithms and thenthe best features among inputted features by use 
of GA-ANN wereselected.The classification results of a data set, composed of 
different land cover elements, exhibited higher accuracy than maximum likelihood 
and Wishart classifier; moreover the input features were decreased to small 
numbers which contain sufficient information for classification of data set. 

Keywords: Land covers classification, POLSAR data, genetic algorithm, neural 
network, decomposition algorithm. 

1   Introduction 

One of the remote sensing analyses is land cover classification and producing 
thematic map.This map is more useful for many applications like monitoring of 
environmental issue, change detection etc.[1]. Most of the remote sensing data 
appropriate to land coverproduction, but POLSAR data due to the possess of SAR 
sensor benefits, such as cloud penetration independence of sun light against of visible 
data and contain more information in regard to the conventional SAR sensors, are 
more suitable for the land cover classification [2]. 

In order to analyze and classify the POLSAR data, many methods are used in both 
supervised and unsupervised algorithms. Supervisedalgorithms in contrast to 
unsupervised algorithms need training data set [1], [3]; moreover different decomposition 
algorithms have been proposed for interpretationand feature production of classification 
algorithms [2]. Beside decomposition algorithms, some of the researchers proposed 
parameters that may contain information which are useful to analysis of POLSAR data 
[4], [5]. All kinds of these features and parameters can be used as input of classification 
algorithms; howevergenerally none of algorithmsare able to make use of all the 
information available from POLSAR data;furthermore, there are some assumptions in all 
of the decomposition algorithms which limit the technique to specific targets detection or 
applications. In turn, each algorithm may represent certain specific features. For instance, 
circular and various linear polarimetric features are used in the self-organizing map 
algorithm [6], while entropy, anisotropy and alpha angle are applied in the unsupervised 
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algorithm based on dominant scattering in different zones of H/A/Alpha space [3],[7], 
[8].And the degree of polarization and co-polarization phase difference was used in 
unsupervised algorithms based on defined thresholds applied for class separation [9]. 

Statistical algorithms like maximum likelihood are not suitable for classification of 
POLSAR data too, because they depend on a-priority assumption, distance measure in 
the multidimensional space, unless the features would be separable by the algorithm 
[10], on the contrary there is no assumption and probability density function of the 
data in ANN as well there is no restriction to the dimension of the input features [11]. 
Due to these advantageous, many researches applied ANN extensively in the various 
filed of remote sensing particularly in image classification [12], [13], [14]. 

In this paper, we focus on finding the best features among the input features of 
POLSAR data to achieve the most accurate classified image. The combination of 
genetic algorithm and artificial neural network in other applications such as feature 
selection of IKONOS images were applied [15], but there is no research activity in 
feature selection of polarimetric SAR data. 

2   Features 

Classification of derived features from POLSAR data can be obtained by two 
different procedures: a) directly extracted features from the scattering matrix and b) 
extracted features from decomposed or analyzed polarimetric data. In this paper, we 
extracted certain features, in both categories, because there is no accurate information 
about the targets. Therefore, many features are extracted, and then the most suitable 
ones are considered as input features ofclassification algorithm, while all others are 
neglected. We found the most important decomposition algorithms which researchers 
had reported valid results of POLSAR classification data based on them. Table 1 
illustrates the extracted features in different category. Eager researchers can find more 
information about these features in related paper mainly at [2]. 

Table 1. Extracted feature based on decomposition algorithm 

Feature category Object feature Number 
of feature 

Coherency matrix Element of coherency matrix 9 
Covariance matrix Element of covariance matrix 9 
Circular covariance matrix Element of circular covariance matrix 9 
Total scatter power TP  1 

Polarization Ratio 
co-polarization ratio (r_co) 
cross-polarization ratio (r_cross) 

2 

eigenvalues and 
eigenvectors 

Entropy 
Anisotropy23 
Lambda  
The biggest value of eigenvalue (Lambda) 
Alpha angle 
Beta angle 
Delta angle 
Gamma angle 

8 
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Table 1. (continued) 
 

Feature category Object feature Number 
of feature 

Polarization Phase 
Difference(PPD) 

co-polarized phase difference (φhh – φvv) 
cross-polarized phase difference (φhh – φhv) 
cross-polarized phase difference (φvv – φhv) 

3 

Correlation coefficient 

correlation coefficient of two co-polarization 
signals (Chh_vv) 
cross correlations with the cross polarization 
signal (Chh_hv) 
cross correlations with the cross polarization 
signal (Cvv_hv) 
circularcorrelation coefficient RR-LL (CCC) 

4 

Krogager decomposition 
Deplane component: Kd 
Helix component: Kh 
Sphere component: Ks 

3 

Freeman and Durdan 
decomposition 

Power scatter of Double bounce scattering: Pd 
Power scatter Single bounce scattering: Ps 
Power scatter Volume scattering: Pv 

3 

Other feature from 
decomposition 
algorithm 

Polarization Asymmetry (PA) 
single bounce eignvalues relative difference 
(SERD)  
double bounce eignvalues relative difference 
(DERD) 
Anisotropy12 
Radar vegetation index: RVI 
Pedestal height: Ph 

6 

 Total number of features 57 

 
All mentioned parameters are not necessarily independent; but some of them will 

enhance the different targets and should be considered in the classification algorithms. 
For this purpose the input dimension has to be decreased, ignore some features that do 
not contribute significantly in the classification accuracy, so that the remain features 
have as much information as possible. In addition, minimum numbers of features do 
not need more training data and training process to run the algorithm. 

3   Combination of ANN and Genetic Algorithm 

Neural networks are made up of organized nodes in the different layers with full 
connections between successive layers, called input, hidden and output layers, which 
receive process and present the final result [16]. 

In this paper the weight vectors weremodified using the training set by back-
propagationalgorithm.In this algorithm the error function is estimated by equation (1). 
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Where P
od and P

oy  are desired output and current response of neurons o respectively 

andNo is the number of neurons in the output layer. After that the weight vectors were 
updated by the following equation: 
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Where t indicates the presentation number and αis a constant which determines the 
effect of previous weight change andγis learning rate which is between zero to one [16]. 

Neural network by itself cannot determine the best feature; however it can classify 
the data at any features as input of ANN. Genetic algorithm can supply neural 
network to find the best features. We use a simple binary chain, chromosome include 
57 genes, each gene equivalent to each feature. The value of gens is one or zero, 
which one means the feature is selected in ANN. 50 initial population were procreated 
randomly in the beginning. The fitness function in genetic algorithm is a function to 
assess of chromosome performance.We defined it as the classification accuracy in 
terms of Kappa index, equation (3). 
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Figure 1 illustrates the different steps of proposed algorithm. Firstly a generated 
chromosome transfer to selected features as input of ANN, and then ANN classify the 
data andthe accuracy of classified image as kappa index is calculated. 

 

 

Fig. 1. The different steps of proposed algorithm include genetic algorithm and neural network 

After assessment of initial population, half of the chromosomes with lower fitness 
values perish, and new generation is reproduced by use of remaining chromosomes. 
Reproduction includes crossover and mutation to evolve GA. In crossover two parents 
are randomly selected from the survived chromosomes and the offsprings are 
generated by the crossover operation and in mutation small number of all genes in the 
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Fig. 3. Result of the proposed algorithm based on the best extracted features 

Table 2. Confusion matrix of the proposed algorithm 

 Urban Forest Vegetation Ocean Produce Acc. User Acc. 
Urban 251 65 0 0 79.4 83.7 
Forest 49 214 0 0 81.14 76.7 
Vegetation 0 0 296 13 95.8 98.7 
Ocean 0 0 4 287 98.6 95.7 
Overall accuracy: 88.90 

Kappa coefficient: 0.8519 

 
The value of 0.8519 for Kappa index shows the high performance of the proposed 

algorithm andboth user and produce accuracy of all classes are high. It is noticeable 
that some pixels are remained unlabeled due to existing noise in the 
image.Additionally, because of existence of forest pixels in urban area, the user and 
produce accuracy of forest and urban classes are slightly lower than other classes.  

4.1  Discussion and Comparisons 

We compare the result of proposed algorithm with maximum likelihood classifier 
(Richard and Jia, 2006) and Wishart algorithm (lee et al., 1994). The covariance 
elements were considered as input features of these algorithms. Table 3 shows the 
result of maximum likelihood classifier and Wishart algorithm along with the result of 
proposed algorithm. 

Table 3. The result of maximum likelihood, wishart classifier, and the proposed algorithm 

algorithm Overall Acc. (%) Kappa index 
Wishart algorithm 73.18 66.31 
Maximum likelihood classifier 68.62 58.13 
Proposed algorithm 88.90 85.19 
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According to the table 3 the accuracy of Wishart algorithm is higher than maximum 
likelihood classifier. Moreover, the overall accuracy of the proposed algorithm is higher 
than both Wishart and maximum likelihood algorithm. 

5   Conclusions 

We presented an algorithm to find the best features of POLSAR data as input of the 
classification algorithm. The proposed algorithm was consisted of genetic algorithm and 
artificial neural network. At first features extracted by use of various decomposition 
algorithms and then the most sensitive polarimetric features were determined and the 
image classified.It is concluded that the large amount of information does not necessarily 
produce better results. Additionally the result of proposed algorithm was higher than 
maximum likelihood and Wishartclassifier. 
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Abstract. The design and development of interconnection networks is a critical 
issue in the field of communication switches, routers and multiprocessors. Here 
we consider the problem of routing in multistage interconnection networks 
(MIN). In our previously reported research we proposed a method to find the 
best path in a graph. In this paper, we use our algorithm which is based on 
neural network for routing in MINs. In this algorithm, we define a suitable 
energy function; the minimum of this function correspond to a valid route. By 
using gradient descent method, the energy is minimized at the convergence of 
neural network. Simulation results show that this method finds a valid path 
between source and destination and because neurons act in parallel, the 
performance is comparable with other approaches.  

Keywords: Neural Network, Multistage Interconnection Networks, Learning 
Rate, Upper Trigger Point. 

1   Introduction 

One of the important applications of neural network is to solve optimization 
problems. Optimization problems are usually computationally expensive if an 
exhaustive search is to be performed comparing all possible solutions to find the best 
one. Therefore, it is important to find an acceptable solution more quickly. In many 
cases, a good solution found quickly is better than the best solution found too late to 
be of use. A model that is commonly used to solve optimization problems is called 
Hopfield network, introduced by J. Hopfield [1, 2]. One of the most important 
features of this model is that Hopfield network can be easily implemented in 
hardware, therefore neuron computations is done in parallel and the solution is found 
more quickly.  

In this paper, we consider the problem of routing in multistage interconnection 
networks (MIN). MIN is a network of switches organized in multi levels; each switch 
in a level could have connections to the switches in the next level. MIN should 
connect the inputs of the network to the desired outputs. The design and development 
of interconnection networks is a critical issue in the field of communication switches, 
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routers and multiprocessors. You can find a comprehensive text of interconnection 
networks in [3]. In order for routing in a MIN, we use our method introduced to find 
an optimum path in a graph [4]. A neural network to solve the problem is introduced. 
Usually parameters of a learning algorithm are achieved by trial and error but here we 
analyze the behavior of neural network to suggest appropriate values for parameters. 
Designing neural network based on trigger points improves the behavior of the 
network [5]. So in the early algorithm we developed, upper trigger point (UTP) and 
lower trigger point (LTP) for neurons being on and off were suggested. I mean by 
UTP a point that if neuron's value is equal or greater than it, that neuron is considered 
to be on. And LTP a point that if neuron's value is equal or lower than it, that neuron 
is considered to be off. Simulation results show that running our network based on 
UTP and LTP gives ambiguity in the convergence of the algorithm, for example it 
was possible the a neuron reaches LTP but in the rest of the iterations it's value is 
added until reaching UTP. Therefore, we revised our method only based on UTP. 

We have simulated this approach to see the number of iterations in which the 
network will converge to a reasonable state, because the neural network acts like a 
parallel computer, we can use this method to speed up routing. Our method is 
compared to other approaches for routing in MINs, and simulation results show that 
based on some standard measures our solution acts better and the performance is 
comparable with other methods. 

2   Basic Concepts 

In this section, we will briefly describe the gradient descent method that is used to 
minimize energy in neural networks, and then the basic structure of a multistage 
interconnection network will be discussed. In [6] different methods of learning 
algorithms and in [3] interconnection networks have been described widely. 

2.1   Gradient Descent Method 

In order to solve an optimization problem an energy function based on the constraints 
of a problem is defined. After the definition, gradient descent method can be used to 
minimize the energy. Assume the energy is a function of n variables u1 to un: 

.),,,()( 21 nuuuEE …=u  (1) 

In which E is energy function. The gradient vector of E is as follows: 
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In order to converge to minimum of E, if each component of gradient vector is 
positive, the variable of that component is decreased. Moreover, if each component of 
gradient vector is negative the variable of that component is increased.  
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It means that we should decrease a variable in which the gradient component of 
that variable is positive. Alternatively, we should increase a variable in which the 
gradient component of that variable is negative. Using this method the following 
recursive equation, to change the variables is created: 
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In the above equation α is a positive parameter that is called the learning rate. ui 
shows the value of variables in the ith iteration of executing the algorithm. The 
algorithm is started using some initial value, u0, and will continue step by step; using 
the values in step i, the values in step i+1 is found. The algorithm will be continued 
until desired constrains are met. 

2.2   Multistage Interconnection Networks 

A multistage interconnection network is composed of some a×b switches. Each a×b 
switch has a input lines, (the number of inputs to the switch equals to a) and b output 
lines. In a MIN these switches are organized in different levels, a switch in a level 
could (but not necessarily) have a connection link to each of the switches in the next 
level. The inputs of the network are the inputs of the first stage, and the outputs of the 
network are the outputs of the last stage. 

The switch can connect each of its inputs to the desired outputs as long as there is 
no conflict in using the links that connect switches together. In Fig. 1, you can see a 
four stage MIN with nine inputs and nine outputs in which the inputs and outputs are 
numbered from zero to eight. In this figure the input 0, is connected to the output 8. 
Routing in a MIN should be in a way that no conflict occurs in the links between 
switches. For example, two input-output pairs should not use the same link. 

 

 

Fig. 1. A four stage MIN 
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3   Introducing the Solution 

The structure of a MIN is closely related to neural networks. We consider a neuron 
for each switch in a MIN. In addition, the connections between neurons are the links 
of the MIN. 

3.1   The Energy Function of Neural Network 

To define an energy function in a K stage network the stages are numbered from zero 
to K-1. We have one neuron for each of the nodes in our multistage network, and in 
each stage neurons are numbered from zero to nk-1 in which nk is the number of 
neurons in kth stage. Using these definitions, the jth neuron in kth stage is named ukj. 
u(k-1)i is connected to ukj and the weight of this connection is wkij. 

Now we should take suitable values for wkij, if a route in the network uses a 
connection, or the connection does not exist in the structure of the MIN, we will set 
the value of one as the weight of that link. Nevertheless, if a connection is ready to be 
use of, we will set a small value lower than 0.5 as the weight of that link. The 
following formula satisfies the above constraints for the connection weights:   

⎪
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Each path in neural network uses K-1 links and in each of the stages, one neuron is 
selected for routing. If the value of a neuron, ukj, is always a real number between zero 
and one, when the value of a neuron is zero it is off, and when the value of a neuron is 
one that neuron is on. At the convergence of neural network, at most, one neuron 
should be on in each stage of the network that shows the node to be used for routing 
in that stage. When no path exists from starting to ending nodes all neurons in a stage 
that cannot find a node for routing should be off. 

A valid path should satisfy the following constrains: 

1. There is no conflict in using connection links. 
2. In each stage, at most one neuron is on. 

Consider the following energy in which β is a positive parameter: 
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The minimum of the first term in equation (5) occurs when the connection link 
between neurons u(k-1)i and ukj, is free for use, or one of the neurons is off. The latter 
scenario is when the link is occupied and should not be used for the route. Therefore, 
if a route is valid the first term in equation (5) will be very close to zero, In other 
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words wkiju(k-1)iukj shows the cost of using the neurons for a route and the summation 
of all of theses combinations corresponds to the first constraint of the problem. 

The contribution of the second term in equation (5) is zero when the sum of 
neurons in each stage is one. If in each layer one neuron is on, this term will be zero. 
Therefore, second term in equation (5) corresponds to the second constraint of the 
problem. By the above discussion, a valid path results a minimum energy. 

4   Analyzing the Behavior of Network to Find Proper Parameters 

The neural network will start its evolution with each neuron having an initial value, 
and a pair of input-output is given to the network to find a path for that pair. The input 
of the pair is the input of a switch in the first stage, the neuron corresponds to this 
switch should be included in the final route. The value of this neuron is one at start of 
the evolution, and all other neurons in the first stage are zero. These values do not 
change in different steps of the algorithm. The same scenario is true for the neuron 
corresponds to the output of the given pair. All other neurons that are not in the first 
or last stage are given the value of 1/nk. This value would suggest that initially the 
probability of choosing each neuron is equal, and sum of neurons in each stage is one. 
In the first part of Table 1 typical initial values for the network in Fig. 1 are shown.  

It is clear that the maximum weight of a connection is equal to one. We can 
analyze the evolution of network using the method in [4] to find proper values for 
learning parameters. Note that the equations in [4] are based on the maximum weight 
of connections; so the notation M, used for maximum weight, here should be replaced 
by one: 

.
2

and
2

1 kj

k

u

n
≤≤ α

β
α  (6) 

.121 << β  
(7) 

In order to have quicker convergence α should be chosen as large as possible. 
Equation (6), propose limits for α, naturally the minimum of these limits should be  
as a learning rate in each iteration. By choosing α in this way, the value of neurons 
remain positive and the sum of neurons in a layer remain less than one, therefore the 
value of a neuron is always between zero and one. 

4.1   Upper Trigger Point of a Neuron 

Let a+ be the upper trigger point of a neuron. If the value of a neuron is greater than 
a+ it is assumed to be on. a+ is found based on the maximum weight of a connection 
ready to be used for a route, according to equation (4) this weight is equal to the 
following formula in which N is the maximum number of neurons in a layer: 

.121)( ≥−= NNNwMax kij  (8) 
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The following equation can be used for the trigger point [4]: 

.
2

)1(2

β
β NN

a
−−=+  (9) 

The value in the above equation can be used as a down limit for upper trigger point. 

5   Simulation Results 

In part (a) of Table 1 initial values for the network in Fig. 1 are shown, in which we 
have to go from the first input to the 8th output. Network evolution after 50 and 100 
iterations are shown in Table 1. If β is equal to 0.9 According to equation (9) upper 
trigger point of a neuron is 0.63. The first switches in the second and third stages have 
reached the desired values and would be selected for the route. After the routing is 
done the corresponding weights are changed. Now consider we want to find a route 
from the first input to the last output, network evolution is shown in Table 2, this time 
the second switch in the second stage is included in the path.   

In order to speed up the convergence, if only one neuron in a layer is greater than 
or equal to upper trigger point that neuron is more likely to be the desired node and is 
chosen for the path. When in all layers a node is selected, the algorithm will stop.  
If the algorithm does not finish in reasonable iterations we assume there is no route 
from input to output, the maximum number of iterations we agreed in our simulations 
is 100. 

Consider a message set of M input-output pairs is given to the network for routing. 
One of the measures to evaluate the performance of a method is that how many pairs 
could be routed without conflict and how many should be queued. In order to route 
maximum pairs we have to use an exhaustive search. If all the pairs can not go 
through the network, a subset of the messages with maximum length will be selected 
for routing. It is clear that implementing exhaustive search to find the best way is very 
expensive but it is a measure to evaluate other methods [7, 8]. 

Table 1. Neuron changes 

Stage 0 Stage 1 Stage 2 Stage 3 
1.00 0.33 0.33 0.00 
0.00 0.33 0.33 0.00 
0.00 0.33 0.33 1.00 

a. Initial values 
k=3 k=2 k=1 k=0 k=3 k=2 k=1 k=0 
0.00 0.81 1.00 1.00 0.00 0.79 0.97 1.00 
0.00 0.00 0.00 0.00 0.00 0.02 0.02 0.00 
1.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 

c. Neuron values after 100 iterations b. Neuron values after 50 iterations 
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Table 2. Neuron changes to go from the first input to the first output 

Stage 3 Stage 2 Stage 1 Stage 0 
1.00 1.00 0.00 1.00 
0.00 0.00 0.91 0.00 
0.00 0.00 0.00 0.00 

Neuron values after 100 iterations 

 
The first column of Table 3 shows the message set length, and the second column 

shows the average number of messages that can be routed in the random multistage 
interconnection network used in [7]. I mean by random that there is no special pattern 
to connect switches in different stages of the network. These numbers are found by 
generating all possible sets of length M. Message sets with two common inputs or two 
common outputs are not included [7]. 

The third column of Table 3 shows the average number of messages that is routed 
by the method in [7]. To find these numbers 1000 random pairs are generated for each 
row of the table. The forth column of Table 3 shows our method, and in Fig. 2 these 
numbers are compared. As can be seen in this figure our method acts better when we 
increase the length of a message set. We enhanced our method to work only based on 
UTP, so the results are found faster but there is no considerable change in the average 
number of routed messages. 

Table 3. The average number of routed messages 

E Enn Ees M 
1.00 1.00 1.00 1 
1.81 1.87 1.86 2 
2.41 2.51 2.52 3 
2.95 2.98 3.08 4 
3.30 3.24 3.53 5 
3.62 3.45 3.89 6 
3.86 3.66 4.16 7 
4.06 3.78 4.33 8 

EEes

Enn

 

Fig. 2. Comparing the average number of routed messages  
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6   Conclusion 

Multi stage interconnection networks are common structures used to act as a 
connecting interface between off-the-shelf components, so the design of high 
performance MINs is a critical design issue. To address this application we proposed 
a neural network method for routing in a multistage interconnection network. 
Different parameters of the algorithm were analyzed, and simulation results show that 
this method can find a valid route for an input-output pair. This kind of approach is 
flexible and can be utilized and enhanced used to solve other optimization problems.  

In order to speed up the simulation and eliminating the ambiguity to end up the 
run, we only use the value of UTP to find the selected neuron, because neuron 
computations can be done in parallel the neural network is useful to speed up finding 
the solution, moreover using Hopfield model hardware implementation of the network 
is possible. 
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Abstract. In this paper, the functional commands based on hand gesture are 
designed by the method of moment, which is invariant to the translation, 
rotation and scale of a hand gesture. After the transform of the original image 
with a hand gesture into the YCrCb coordinate, the segmentation of the skin-
like object is obtained by the thresholds of Cr and Cb. Then the dilation and 
median filtering and the area constraint are employed to obtain an acceptable 
binary image. Various feature vectors corresponding to different processed 
hand gestures are applied to train the input weight matrix and layer weight 
matrix of a probability neural network for classification. Furthermore different 
lighting conditions verify the robustness of the image processing and 
classification. Finally, eight hand gestures are designed as the commands for  
the motion control of a 2 DOFs platform. The experiment confirms the 
effectiveness of the proposed method. 

Keywords: Hand gesture, Image processing, Moment invariant, Probability 
neural network, Classification, Motion control. 

1   Introduction 

According to the survey of the database of IEEE/IET Electronic Library (IEL), there 
have 21 journal papers and 320 conference papers related with the keyword “hand 
gesture” from January 2009 to January 2011. Most of these papers (e.g., about 150 
papers) discussed the recognition of hand gesture through skin color segmentation and 
different hand shapes including finger tips and finger roots. Parts of them investigated 
the dynamic trajectory tracking and recognition in 2D or 3D coordinate. Some papers 
were the application to human- computer interface (HCI), e.g., electronics consumer, 
game, intelligent space, the control interface of mobile robot. HCI is emerged as a 
new field with the motivation to bridge the communication gaps among the humans 
(or hand gestures) and computers (or embedded vision system). 

There was a survey paper about the visual interpretation and recognition of hand 
gesture [1]. 3D hand models offered a way of more elaborate modeling of hand 
gestures but lead to computational hurdles that had not been overcome given the real-
time requirements of HCI. Appearance-based models leaded to computationally 
efficient approaches that worked well under constrained situations but seemed to lack 
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the generality desirable for HCI. Besides the above survey paper, the relative papers 
about the recognition of hand gesture were introduced as follows. The paper 
developed by Rashid et al. [2] provided interaction through gesture and posture 
recognition for alphabets and numbers. The two-layered Bayesian network developed 
by Roh et al. [3] provided robust recognition of hand gestures, as it compensated for 
an incorrectly recognized hand posture and its location via the preceding and 
following information. To recognize hand postures, an algorithm based on skin color 
segmentation and geometric invariant feature had been used. The optical flow 
tracking approach and direction encoding were adopted to identify dynamic gestures. 
The implementation of high reliable algorithm on DSP board kept the system robust 
and efficient [4]. In addition, a YCrCb active model for the hand segmentation and 
then hand feature extracted by calculating the seven moments were accomplished by 
Tan et al. [5]. In [6], a skin-color model to adapt different users' skin color was used. 
Then the use of density distribution feature and the shape features with respect to 
different distance were employed to recognize hand gestures. A six degree-of-
freedom virtual mouse based on hand gesture was presented by an inexpensive USB 
webcam. The hand tracking and gesture recognition framework included the motion, 
skin color and finger information of the hand [7]. According to the temporal 
characteristic and the spatial characteristic of video sequence, a recognition method of 
sign language spatio-temporal appearance modeling was introduced for the vision-
based multi-features classifier of Chinese sign language recognition [8]. 

In this paper, the functional commands based on hand gesture are designed by the 
moment method, possessing the invariants of translation, rotation and scale. At 
beginning, the original image with a hand gesture is transformed into the color space 
of YCrCb. The skin-like segmentation is obtained by the thresholds of Cr and Cb in a 
specific region; then the dilation and median filtering and the shape selection are 
applied to obtain an acceptable binary image. After that various feature vectors related 
to processed hand gestures are used to train the input weight matrix and layer weight 
matrix of a probability neural network for classification. Moreover different lighting 
conditions are applied to verify the robustness of image processing and classification. 
Finally, eight hand gestures are designed as the commands for the motion control of a 
2 DOFs platform. 

2   Experimental Setup and Task Description 

Two important parts constitute the overall system: (i) an embedded vision system 
(EVS) for the capture of an image, the image processing and classification of a hand 
gesture, (ii) an embedded system for the execution of assigned command and the 
feedback of the complete execution of the assigned command. The EVS includes an 
embedded system of PICO820 of 1.6 GHz and a webcam of VX5000. Another 
embedded system RB-100 of 1GHz. The 2 DOFs platform driven by two servo 
motors is applied for the motion control of the pitch and yaw directions of the head of 
a humanoid robot.  

In this paper, the following tasks are designed and accomplished: (i) the image of a 
hand gesture, which is in the distance between 80 and 160 cm from a webcam, is first 
captured by the embedded vision system; (ii) the image processing based on skin 
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color segmentation and connected component labeling are obtained; (iii) a method of 
moment invariant is employed to calculate the feature vectors of various hand 
gestures; (iv) after the achievement of these feature vectors, the training of probability 
neural network is applied to classify 8 hand gestures; (v) then, the design of various 
commands for different classes of hand gesture is considered; (vi) finally, the 
experiment for the motion control of a 2 DOFs platform is executed to confirm the 
usefulness of the proposed control system. 

3   Eight Hand Gestures and Their Possible Position  

At beginning, 8 hand gestures in Fig. 1 are selected for the design of various 
commands. According to their specific feature vectors, they must be easily separated 
in different lighting conditions or in the presence of noise to obtain a robust 
recognition of hand gesture. Based on our test of the webcam, the recognizable 
distance for the resolution 1024x768 is about 3 meters. However, for the reduction of 
the image processing time the resolution of 320x240 is suggested to capture a hand 
gesture in the range of 80~160 cm from the webcam. In addition, the areas and 
perimeters for 8 hand gestures in this range are investigated. Then according to the 
lower and upper bounds of these areas or perimeters, i.e., 370 and 2800 pixels or 70 
and 300 pixels, the miss-recognition of a hand gesture can be avoided or the noise 
removal can be fast. 

 

Class 1 Class 2 Class 3 Class 4 

 
Class 5 Class 6 Class 7 Class 8 

 
Fig. 1. The 8 hand gestures are chosen for the design of various commands 

4   Image Processing for Classification 

In the beginning, the flow chart of the image processing is addressed in Fig. 2, 
containing the following six parts: (i) image inquiry, (ii) the coordinate transform of 
RGB into YCrCb, (iii) the separation of YCrCb into three components, (iv) the 
thresholds of Cr and Cb for the skin color segmentation, (v) merging the above three 
components and then obtaining the binary image, (vi) the noise removal including 
dilation, median filtering and shape selection. 

According to our test of skin color and previous studies [5], [6], the segmentation 
of skin color using YCrCb color space is better than that of HSV. Because Y 
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component is affected by the illumination, it is discarded. On other hand, the Cr and 
Cb components of skin color are segmented by the following threshold:  

{1,  if  [133,147] and [122,137]
0,      others

r bC CF ∈ ∈=                              (1) 

where F denotes a binary pixel. Based the above threshold (1), the original image 
with skin color in Fig. 3(a) becomes a binary image as shown in Fig. 3(b). Because 
the result of Fig. 3(b) is still not satisfactory for the extraction of feature of hand 
gesture, a dilation and then median filtering are employed to obtain an acceptable 
binary image for the calculation of moment (see Fig. 3(c)). The reason to first use a 
dilation operation is that the segmentation of skin color in a far distance is often small 
and therefore it is not suitable for the use of an erosion operation. 
 

 

  

           Fig. 2. The flowchart of image processing 

 
Then after using the improved recognition of a hand gesture by area constraint, the 

moment of order (p+q) for the processed image (i.e., a pure binary image of a hand 
gesture) is calculated as follows: 

1 1
( , )

M N p q
pq i j

m i j f i j
= =

= ∑ ∑ .                (2)  

Then the central moment of order (p+q) is given as follows: 

1 1
( ) ( ) ( , )

M N p q
pq i j

U i i j j f i j
= =

= − −∑ ∑                       (3) 

 
(a) Original image. 

 
(b) Binary image. 

 
(c) Dilation& median filtering. 
 

Fig. 3. Image processing 
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where 10 00 01 00, .i m m j m m= = The normalization of central moment is defined 

as follows: 

00pq pqU U λη =                 (4) 

where 0.5( ) 1p qλ = + + . Then 7 moment characteristics are calculated as follows: 
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        (5) 

5   Probability Neural Network for the Classification 

It is first assumed that a classification problem possesses K classes, e. g., 

1 2, ,..., .KC C C  The related rule for the classification is determined by m-dimensional 

feature vectors: 1 2( , ,..., ).mX X X X= That is, in these m-dimensional samples space, 
the probability density function of each class, i.e., 1 2( ), ( ),..., ( )Kf X f X f X , is 

function of these feature vectors. The decision formulation of Bayesian classification 
is then expressed as follows: 

( ) ( ),i i i j j jh c f X h c f X>   j i∀ ≠                                  (6) 

where if denotes the ith probability density function, ic  is the value of cost function 

for misclassification of the ith class, ih denotes the prior probability of the ith class. 

Theoretically, we can use the formula (6) to deal with the problem of classification. 
However, it is difficult to obtain the probability density function (PDF) of trained data 
in advance. Therefore, we must assume that the trained data satisfy the specific 
condition of PDF (e.g., normal distribution); then the collected data is employed to 
train the parameters of these PDFs. In summary, the architecture of PNN is depicted 

in Fig. 4, where 1 2 3 4

T NP ϕ ϕ ϕ ϕ= ∈ℜ⎡ ⎤⎣ ⎦ is the normalized feature vector (i.e., 

( ),max ,min , 1, 2,3,4i i i i iϕ ϕ ϕ ϕ= − = ) the output [ ]2
1 2 8 ,

T
a C C C= the number of 

hidden layer weights, i.e., Q=30, 1,1 1,2 and IW LW  respectively denote the input 

weight matrix and layer weight matrix; dist denotes the Euclidean norm distance,
 

,in  

1,2,i = is the activation signal of the ith layer, and ( )21
1 n

a e
−= is the Gaussian distribution 

function.
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Fig. 4. Architecture of PNN 

 
Table 1. Recognition rate in the turn-on of 8 lamps 

Class 
Result C1 C2 C3 C4 C5 C6 C7 C8 

C1 100 0 0 0 0 0 0 0 
C2 0 100 0 0 0 0 0 0 
C3 0 0 100 0 0 0 0 0 
C4 0 0 0 100 0 0 0 0 
C5 0 0 0 0 100 0 0 0 
C6 0 0 0 0 0 100 0 0 
C7 0 0 0 0 0 0 100 0 
C8 0 0 0 0 0 0 0 100 

Accuracy(%) 100 100 100 100 100 100 100 100 

 
Table 2. Recognition rate in the turn-on of 4 lamps 

Class 
Result C1 C2 C3 C4 C5 C6 C7 C8 

C1 93 0 0 0 0 0 0 0 
C2 7 100 0 0 0 0 0 0 
C3 0 0 100 0 0 0 0 0 
C4 0 0 0 97 0 0 0 0 
C5 0 0 0 2 100 0 0 0 
C6 0 0 0 1 0 100 0 0 
C7 0 0 0 0 0 0 100 0 
C8 0 0 0 0 0 0 0 100 

Accuracy(%) 93 100 100 97 100 100 100 100 

Table 3. Recognition rate in the turn-on of 2 lamps 

Class 
Result C1 C2 C3 C4 C5 C6 C7 C8 

C1 58 0 0 0 0 0 0 0 
C2 20 47 0 0 0 0 0 0 
C3 0 0 83 0 0 0 0 0 
C4 0 0 2 95 0 0 0 0 
C5 0 0 1 5 100 0 0 0 
C6 0 0 0 0 0 100 0 0 
C7 0 0 14 0 0 0 100 0 
C8 22 53 0 0 0 0 0 100 

Accuracy(%) 58 47 83 95 100 100 100 100 
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From the result of Tables 1, 2 and 3, the following results are concluded. (i) classes 
5, 6, 7 and 8 are absolutely acceptable for different lighting conditions because the 
moment characteristics of these four classes separate enough, (ii) classes 3 and 4 are 
acceptable for different lighting conditions, and (iii) classes 1 and 2 are poor for weak 
lighting condition because the moment characteristics of three classes 1, 2 and 8 do 
not separate enough, (iv) in fact, the recognition rate is acceptable until only 2 lamps 
are lighted.   

 

 
(a) (b) (c) (d) 

(e) (f) (g) (h) 

 
(i) (j) (k) (l) 

 
(m) (n) (o) (p) 

 
(q) (r) (s) (t) 

  
(u) (v)  (w) (x) 

Fig. 5. Experimental results for various gesture commands: (a)~(e): the 1st command and then 
the 8th command; (f)~(h): twice the 2nd commands and then the 8th command; (i)~(l) twice the 
3rd commands and then the 8th command; (m)~(o): twice the 4th commands; (p)~(r) : twice the 
5th commands; (s)~(u) : twice the 6th commands; and (v)~(x): twice the 7th commands. 
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6   Experiment Results and Discussions 

The design of 8 commands for a 2 DOFs platform is described as follows: (1) C1: 
Start search in the yaw and pitch directions, (2) C2: Increase 30 degree of motor 2 in 
the yaw direction (turn right), (3) C3: Decrease 30 degree of motor 2 in the yaw 
direction (turn left), (4) C4: Increase 40 degree of motor 1 in the pitch direction (tilt 
down), (5) C5: Decrease 40 degree of motor 1 in the pitch direction (tilt up), (6) C6: 
Increase 50 degree of motor 2 in the yaw direction (turn right), (7) C7: Increase 50 
degree of motor 1 in the pitch direction (tilt down), (8) C8: Let the motor back to the 
center and then stop. 

The corresponding experimental results using the designed commands are shown 
in Fig. 5, which is satisfactory as expected. In addition, the total process time for 
image processing, classification, motion control of 2 DOFs platform, and a feedback 
command for the next image inquiry, is about 160ms (or between 105 and 215ms). 

7   Conclusions 

Because the moment method possesses the invariants of translation, rotation and 
scale, it is suitable for the recognition of a hand gesture. However, the value of 
moment invariant is sensitive to noise; it must be eliminated before the calculation of 
its moment. In this paper, the shape selection based on the area and perimeter of ROI 
(region of interest), which is function of distance, is not exact to remove the 
unnecessary skin-like objects. Because the relative magnitudes of four components of 
feature vector for these 8 hand gesture are very large, the normalization of the input 
for the PNN must be employed to improve the successful recognition rate. According 
to the experimental motion control of a 2 DOFs platform, a PNN for the classification 
of the planned hand gestures is indeed successful.  

Our further researches include (i) the recognition of hand gesture in the incandescent 
lighting condition to improve the generalization or robustness, (ii) the extra consideration 
of feature vector (e.g., circularity, rectangularity) to improve the successful recognition 
rate in a poor lighting condition, (iii) the recognition of the dynamic trajectory of a hand 
gesture, (iv) the application to the obstacle avoidance of a humanoid robot. 
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Abstract. Nowadays, the growth of the computer networks and the expansion 
of the Internet have made the security to be a critical issue. In fact, many 
proposals for Intrusion Detection/Prevention Systems (IDS/IPS) have been 
proposed. These proposals try to avoid that corrupt or anomalous traffic reaches 
the user application or the operating system. Nevertheless, most of the IDS/IPS 
proposals only distinguish between normal traffic and anomalous traffic that 
can be suspected to be a potential attack. In this paper, we present a IDS/IPS 
approach based on Growing Hierarchical Self-Organizing Maps (GHSOM) 
which can not only differentiate between normal and anomalous traffic but also 
identify different known attacks. The proposed system has been trained and 
tested using the well-known DARPA/NSL-KDD datasets and the results 
obtained are promising since we can detect over 99,4% of the normal traffic and 
over 99,2 % of attacker traffic. Moreover, the system can be trained on-line by 
using the probability labeling method presented on this paper.   

Keywords: IDS, IPS, Attack Classification, Self-Organizing Maps, Growing 
Self-Organizing Maps, SOM relabeling, clustering.  

1   Introduction 

The interest in computer network security has increased in recent years, as the trend to 
on-line services available through the Internet have exposed a lot of sensitive 
information to intruders and attackers [1]. Although there are several methods to 
protect the information, there is not any infallible encryption method and the 
encryption/decryption process can impose a high overhead in high speed networks 
that use the TCP/IP protocol stack. On the other hand, the complexity of the newer 
attacks make necessary the use of elaborate techniques such as pattern classification 
or artificial intelligence techniques for successfully detecting an attack or just to 
differentiate among normal and abnormal traffic. IDS and IPS systems are active 
systems which implement a protection by continuously monitoring the network. They 
calculate some traffic features to be able to classify it, to detect abnormal behaviors 
and to react according to some predefined rules. There are two design approaches to 
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IDS/IPS systems [2]. The first one consists on looking for patterns corresponding with 
known signatures of intrusions. The second one searches for abnormal patterns by 
more complex features, to discover not only intrusions but also potential intrusions.  

Several neural and machine learning techniques have been used for implementing 
IDS/IPS systems [2-6]. In [2], perceptron-like neural networks are used for traffic 
classification as well as fuzzy classifiers to improve the decision step. In [3, 4], Self-
Organizing Maps (SOMs) [5] are applied to implement unsupervised clustering of the 
data instances in order to classify the traffic anomalies according to several known 
attack. In order to improve the classification task either by distinguishing the normal 
traffic from anomalies or by classifying the different attacks with high accuracy, 
hierarchical SOM have been used in works. Although the proposal on [3] tries to 
overcome some of the difficulties on the static structure of classic SOMs splitting the 
SOM into three smaller SOMs, the size of these maps is still static.  

An alternative to avoid the limitations of the classical SOM is the Growing 
Hierarchical SOM (GHSOM) [9]. It presents a dynamic hierarchical structure 
composed of several layers, with several SOMs in each layer. The number of SOMs 
in each layer and their respective sizes are determined in the GHSOM training 
process. In this paper, GHSOM is used for both, anomaly detection and attack 
classification. Moreover, a probability-based mechanism applied to the previously 
trained structure is used to label the units when the GHSOM is applied to new data 
instances. 

After this introduction, the remainder of this paper is organized as follows. Section 
2 shows the features of the NSL-KDD dataset that, as in most of the IDS/IPS works, 
has been used to evaluate our system. Section 3 describes our proposals for data 
preprocessing and for applying GHSOM to attack classification. In Section 4, the 
results obtained are shown, and finally, Section 5 provides the conclusions of the 
paper and our future work. 

2   Attack Classification with GHSOM   

The first step in IDS and IPS implementation is the extraction of some significant 
features from the captured traffic. The features on the NSL-KDD dataset [12] (the 
benchmark set we have used in this work) are split into three classes: basic features, 
content-based features, and traffic features. The main reason for having these three 
groups of features is that detecting and identifying some attacks requires the use of 
more than just one feature class. For instance, time-based features are necessary to 
detect some attacks, as some statistics should be calculated over a certain time period. 
Thus, the first step we perform consists of parsing the dataset in order to extract the 
features from the text files and to build the vectors which comprise the feature space. 

This feature space is composed of vectors belonging to 41 which contains the 
connection traffic features. Examples of these features are the duration of the 
connection, the protocol type, or the number of user-to-root attempts.  Nevertheless, 
the feature selection for network-based IDS is not straightforward. This way, there are  
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works [14, 15, 16] which use multivariate techniques such as PCA [14] or LDA [15]. 
The use of multivariate techniques try to obtain the components with the highest 
variability, supposing the rest are unimportant or just noise. Although good results are 
given in [14, 15, 16] other works have shown that the full set of features outperforms 
feature selection with PCA/LDA [17]. Moreover, feature reduction has to be applied 
to each input vector since the most discriminant component depends on the specific 
attack. Thus, in [12] a SOM classifier for attack detection is presented without 
reducing the feature space. However, the authors only use a selection of 28 features 
from the 41 available in the NSL-KDD dataset, and the influence of each feature is 
figured out through the U-Matrix of each component belonging to the input (feature) 
space. Instead, in this paper we propose the use of a dynamic structure such as 
GHSOM and the full set of features. 

2.1   SOMs and GHSOMs 

SOM is a very useful tool for discovering structures and similarities in high 
dimensional data, organizing the information and visualizing it in a 2D or 3D way. 
Detailed descriptions of SOM can be found elsewhere [5]. Nevertheless, SOM is not 
able to figure out the inherent hierarchical structure of data [9], and, at the same time, 
the performance of SOM depends on the size of the map which has to be set in 
advance. Thus, GHSOM [9] is a hierarchical and non-fixed structure developed to 
overcome the main limitations of classical SOM. The structure of GHSOM consists of 
multiple layers composed by several independent SOMs. Hence, during the learning 
process, the number of the SOMs on each layer and the size of each SOM are 
determined by minimizing the quantization error. Thus an adaptive growing process is 
accomplished by using two parameters τ1 and τ2 that respectively control the breadth 
of each map (horizontal direction) and the growing of the hierarchy (vertical 
direction). Therefore, these two parameters are the only parameters that have to be set 
in advance.  

In order to determine how far the GHSOM grows [9], the quantization error of 
each unit is calculated according to the Equation 1, where Ci is the set of input vectors 
mapped to the i-th unit, xj is the j-th input vector belonging to Ci, and ωi is the weight 
associated to the i-th unit. 

∈

= ∑ i jw x-
j i

i
x C

qe  (1) 

Initially, all the input vectors belong to C0 . This means all the inputs are used to 
compute the initial quantization error, qe0. Then, the quantization errors qei for each 
neuron are calculated. Thus, whenever qei<τ2< qe0, the i-th neuron is expanded in a 
new map on the next level of the hierarchy. Each new map is trained as an 
independent SOM, and the calculation of its BMU (Best Matching Unit) is done by 
using the Euclidean distance. Once the new map is trained, the quantization error of 
each neuron on this map is computed. Then, the mean quantization error MQEm of the  
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new map can be determined. Whenever MQEm<τ1·qeu (qeu is the quantization error of 
the unit u on the upper layer), the map stops growing. The process has been 
schematized in Figure 1 and it is explained with detail in [9]. 

To apply GHSOM to IDS/IPS, it is necessary to encode some qualitative features 
included in the NSL-KDD dataset due to the numeric nature of the GHSOM input 
vectors. For example, this is the case of protocol, service and flag features. The 
encoding of these features is performed by assigning numeric values in order to keep 
a high enough distance among them for the effectiveness of the SOM classifier. 
Specifically, the number 1 and other prime numbers with distances higher than 6 
among them have been chosen. This coding has been chosen in order to increase the 
distance among different features. For example, in the component protocol in the 
input vectors, TCP is encoded as 1, UDP as 7, and ICMP as 17. In order to avoid that 
some features have more influence than others, the input vectors have been 
normalized by subtracting the mean and dividing by the standard deviation (zero 
mean and unity variance). Thus, each dimension takes a value between 0 and 1, and 

the feature space belongs to 41 .  

 

Fig. 1. BMU calculation on the GHSOM hierarchy 

2.2   BMU Calculation for GHSOM 

In order to calculate the BMU in the GHSOM, we have to go through all the hierarchy 
to determine the winning unit and the map to which it belongs. Thus, an iterative 
algorithm has been developed as shown in Figure 1, where an example of BMU 
calculation on a three-level GHSOM hierarchy is considered. After computing the 
distances between an input pattern and the weight vectors of the map in layer 0, the 
minimum of these distances is determined. Once, the winning neuron on map 1 is 
found, since other map could be grown from this winning neuron, we have to check 
whether the wining neuron is a parent unit. This can be accomplished with the parent 
vectors resulting from the GHSOM training process. If a new map arose from the 
wining neuron, the BMU on this new map is calculated. This process is repated until a 
BMU with no growing map is found. Thus, the BMU in the GHSOM is identified 
inside a map in a layer of the hierarchy (for example, map 5 and unit 4). 

2.3   GHSOM Training and Relabeling  

The GHSOM structure has been trained by using  10% of the training samples 
provided by the NSL-KDD dataset. Then, the system has been tested by using the rest 
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of the training patterns. As it is commented in Section 2.2, we have used the full set of 
features. After several tests using different values for τ1 (to control the breadth of the 
map) and τ1 (to control the depth), we have selected τ1=0.6 and τ1=10-5. This could 
make the GHSOM to grow more than necessary, leaving some of the units unlabeled. 
Thus, the number of neurons on the output map surrounding the winning neuron for 
training data is increased. When an input pattern similar to one of the training patterns 
is presented to the GHSOM, the wining neuron can be labeled or unlabeled. If the 
wining neuron is unlabeled, a probability-based scheme is used in order to determine 
the label of that neuron. More specifically, the wining neuron is labeled (or relabeled) 
with the more repeated label in its neighborhood by using a probability calculated 
according to (7).  

( , ) ( )u
u

M u
P

n
σ ε=  (2) 

In this expression, Pu is the probability for the winning unit u to be successfully 
relabeled, where Mσ(u,ε)(u) is the label that appears more frequently in the Gaussian 
neighborhood σ(u,ε), of the winning neuron, u , and n is the number of neurons 
belonging to the neighborhood of u, σ(u,ε). In this equation, parameter ε  noted the 
width of the neighborhood of the winning neuron. 

 

Fig. 2. Example of the relabeling process (white units are unlabeled) 

In Figure 2, an example of the relabeling process is shown. In this Figure, the 
BMU that has not been initially labeled, is labeled by using ε=1 to establish its 
neighborhood. In this neighborhood, we found four units labeled as L1, one unit 
labeled as L2 and one unit labeled as L3. Then, Pu, the probability for successful 
relabeling  for this BMU is 4/6=0.66 (66%) (Mσ(u,ε)(u)) =4, n=6). 

0

10

20

30

40

50

60

70

80

90

100

Attack name

no
rm

al

ne
pt

un
e

te
ar

dr
op

ba
ck

bu
ffe

r_
ov

er
flo

w

ftp
_w

rit
e

gu
es

s_
pa

ss
wd

im
ap

ips
wee

p

m
ult

iho
p

nm
ap ph

f
po

d

po
rts

wee
p

ro
ot

kit

sa
ta

n
sm

ur
f

sp
y

war
ez

cli
en

t

war
ez

m
as

te
r

D
et

ec
tio

n 
su

cc
es

s 
(%

)

 

 
No Relabeling
Relabeling

  

Fig. 3. Detection success with (black bar) and without (white bar) unit relabeling 
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3   Experimental Results 

In this section, we present the experimental results obtained with the NSL-KDD 
dataset [13] and the GHSOM classifier described in Section 2. In Figure 3, the 
detection success for each  type of attack included in the NSL-KDD dataset is shown. 
As this figure shows, the probability-based labeling process performed with new data 
(black bar in Figure 2) increases the detection success for most attacks. Moreover 
some attacks such as multihop, are not detected before the unit relabeling process.  

In order to show the effectiveness of the relabeling process due to the associated 
probability, the ROC (receiver operating characteristic) curves are shown in Figure 4. 
They constitute an effective alternative to evaluate the performance of a classifier. 
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Fig. 4. ROC curves for the relabeling process 

Figure 4.a shows the ROC curve (false positive rate) and Figure 4.b the mirrored 
ROC curve (true negative rate). Regarding a measure of performance derived from 
these curves, we computed the Area Under ROC Curve (AUC). The use of AUC 
makes the interpretation of the results from the ROC curve easier. Thus, a perfect 
classifier will provide an AUC=1.0 whereas in a random classifier AUC=0.5. In the 
graphs of Figure 4, the cut point determines the best performance the classifier can 
provide. The AUC computed from our ROC curves is 0.71. Hence, the AUC is 
statistically grater than 0.5 which denotes a fair behavior of the relabeling process. 

In Figure 5.a, we present the detection success rate per attack type. As can be seen, 
in all cases, the relabeling method increases the classification performance as well as 
the detection success rate. Regarding to User to Root (U2R) attacks, the performance 
is worse than that obtained for other attacks. Nevertheless, the number of U2R 
training patterns on the NSL-KDD is significantly less than for other attacks [14]. 

Moreover, Figure 5.b summarizes the performance of our proposal when detecting 
normal/abnormal traffic. As shown in this figure, 99.6% of normal traffic patterns and 
99.2% of the attack patterns have been correctly classified. 
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Fig. 5. (a) Detection Success rate for (a) different types of attacks and (b) for normal/attack 
traffic. Detection success with unit relabeling (black bar) and without unit relabeling (white 
bar). 

In Table 1, testing results for previous proposed IDSs based on SOM and GHSOM 
are extracted from [18]. As it is shown in this table, our GHSOM with relabeling 
probabilies (RL-GHSOM in Table 1) reaches a high rate of detected attacks and 
clearly outperforms the false positive rate provided by other similar proposals. 

Table 1. Basic features of individual TCP connections 

IDS implementation Detected attacks (%) False Positive (%) 
RL-GHSOM 99.68 0.02 
GHSOM 99.99 3.72 
K-Map 99.63 0.34 
SOM 97.31 0.04 

4   Conclusions and Future Directions 

In this paper we present a network intrusion prevention approach that takes advantage 
of the discriminating properties of the GHSOM. Moreover, instead of applying any 
feature selection technique over the dataset, the full set of data features has been used. 
This circumstance has required to let the GHSOM grow more than it should be 
necessary and to devise a labeling (or relabeling) process for the BMUs that uses a 
probability for relabeling success. Acceptable results have been obtained from an 
analysis of the effectiveness of the relabeling process which has been done by using 
the ROC curves. The results obtained for the proposed IPS are promising, since it can 
detect 99.6% of the normal traffic patterns and 99.2% of the abnormal ones.  

As future work, we will consider a real-time implementation of the IPS. This could 
be feasible as we avoid the need for principal component analysis. With such kind of 
implementation, as normal and abnormal behaviors could be accurately detected on line, 
it would be possible to perform some complementary activities, such as IP blocking, in 
real time in order to improve the quality of the network intrusion prevention.  
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Abstract. Speech is the most natural way of human communication.
If the interaction between humans an machines is accomplished through
voice, humans will feel more comfortable. Thus, this paper presents a
Human/Robot Interface to teleoperate a robot by means of voice com-
mands. To that purpose, an acoustic model in Spanish have been de-
veloped to recognize voice commands with Julius. The model is user
dependent and has been suited to the proposed set of commands to
achieve a better recognition rate. One of the advantages of the proposed
speech recognition mechanism is that it can be easily adapted to a new
list of commands. A robot has been successfully teleoperated with voice.
Results about the recognition rate are promising in using the proposed
Human/Robot Interface for voice teleoperation.

1 Introduction

Remote interaction with mobile robots is often referred to as teleoperation. It
implies that the human and the robot are separated spatially, requiring commu-
nication between the robot and the human. This communication is commonly
achieved through a Human-Robot Interface (HRI).

The human operator can communicate with the robot through conventional
control inputs, such as a mouse [2], a keyboard [19] or joysticks [11]. There
are HRI for teleoperation that use more sophisticated devices, such gloves [8]
or muscular activity sensors [6]. However, verbal communication is the primary
and most natural way of human communication [5]. Nowadays it is possible
to interact with robots via speech, which is a communication mechanism for
humans. Voice has been previously used to interact with a tour-guide robot [3], to
control an intelligent wheelchair [15,7] and to interact in a rehabilitation system
[1]. Examples of teleoperation of a robotic platform can also be reported [13]. It
must be pointed out that the integration of voice-control into HRI would make
humans more comfortable during the interaction. Thus, in this work, speech is
the primary form of interaction between the human and the machine.

A HRI for teleoperation of a robotic platform is presented in this paper.
The interaction between the user and the robot can be achieved via a mouse,
a keyboard and the user’s voice. Nevertheless, the main form of interaction will
be the user’s voice, since natural spoken is the most user-friendly means of

J. Cabestany, I. Rojas, and G. Joya (Eds.): IWANN 2011, Part I, LNCS 6691, pp. 240–247, 2011.
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interacting with machines and from the human standpoint, spoken interactions
are easier than others, relying on natural ways of communication [3].

The interface as a whole is one of the contributions, as well as the speech recog-
nition mechanism, which has been designed to teleoperate the robot through a
set of commands in Spanish. The HRI is integrated into a robot teleoperation
system. Thus, this system if firstly presented in Section 2. Then, the interface
is analyzed in Section 3, paying special attention to the design of the speech
recognition. Results are described in Section 4. Finally, conclusions and future
work are presented in Section 5.

2 System Architecture

The proposed HRI has been integrated into a robot system to effectively achieve
its teleoperation. The structure of the system is presented in Fig. 1. The style of
the Distributed and Layered Architecture (DLA) is used to support this structure
[18].

Fig. 1. System architecture for robot teleoperation

The system works under Linux. It is made up of two different modules which
allow the robot to be teleoperated:

1. IntefaceRobot. It is described in detail in Section 3. It is the HRI to tele-
operate the robot. The interface receives the user’s input in the form of a
voice command, mouse command or keyboard command, being the voice
command the principal. In response to these commands, the interface in-
teracts with the robot to apply its motion commands and capture its state.
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It also shows the geometrical representation of the environment, which it is
built in the module MapMetric. As illustrated in Fig. 1, InterafaceRobot is
composed of several interconnected submodules:
– State. It captures odometrical data and sonar readings from the robotic

platform. These data are made available to build the geometrical model
of the environment with the module MapMetric.

– Speech Recognition. It involves the user’s voice processing entity. Its
output is the command to be sent to the robotic platform. It is further
described in Section 3.2.

– Command Generation. It can receive orders from three different sources:
keyboard, mouse and the most important, voice saved through a mi-
crophone. Its output is the command to be sent to the robot mobile
platform.

2. MapMetric. It builds a geometrical map of the environment using occupancy
grids [4]. The metric map will allow the user of the HRI to progressively
increase the knowledge of the robot environment while teleoperating.

3 Description of the Interface

3.1 Characteristics

Three aspects must be considered when designing a HRI: i) effectiveness; ii)
usability; and iii) aesthetics. These three aspects have been made concrete in
a set of criteria, which have been applied to the proposed HRI [14,16,17]: i)
consistency; ii) effective use of colour; iii) Fitt’s law; iv) state visibility; v) known
language; vi) recognize instead of remember; and vii) minimalistic and aesthetic
design.

The interface consists of a form where all the components are arranged, as it
is shown in Fig. 2. These elements are found in the proposed HRI:

– Menu bar. It holds an ordered list of all the actions which can be run.
– Toolbar. It gives a rapid access to the set of commands which can be sent

to teleoperate the robot.
– State area. It shows information about the robot state (sonar readings and

odometrical data), the geometrical representation of the environment and
the state of the speech engine.

– Control area. Components related to commands sending and voice control
are located in this area.

3.2 Speech Recognition

Since the proposed HRI is run under Linux, a speech recognition software for
Linux is needed. In this work, Julius was used to develop a voice control mech-
anism to teleoperate the robot [10]. Julius is an open-source large vocabulary
continuous speech recognition (LVCSR) engine. It combines high recognition



Human/Robot Interface for Voice Teleoperation of a Robotic Platform 243

Fig. 2. Human/Robot interface for voice teleoperation

rate coupled with high speed speech recognition, working at almost real time.
Thus, it becomes suitable for human-robot tasks.

Julius needs an acoustic model and a language model (or grammar) to be
run. It can only be found, for free, acoustic models for Japanese and English.
Although Julius was originally developed for Japanese, it has been successfully
applied for several languages, such as English, French, Mandarin Chinese, Thai,
Estonian, Slovenian and Korean [9]. However, since Julius computes the most
likely sentence for a given input, the recognition accuracy largely depends on
the model. Thus, it would be desirable to have an specific model for a particular
language, Spanish in this work.

The acoustic model which has been developed for the proposed HRI is: i)
valid for Spanish users from Spain, since people from Latin America speak with
distinct accent to people from Spain [12]; ii) specific for the proposed set of
commands; and iii) particular for each different user. The acoustic model has
been developed with the standard Hidden Markov Model Toolkit (HTK).

The grammar consists of a set of selected commands which can be said, in
Spanish, to teleoperate the robot. They are presented in Table 1. There are four
types of commands: i) connection, to connect or disconnect from the robot; ii)
movement, to move or to stop the robot; iii) state, to receive information about
robot sensors; and iv) parameter, to shape the robot navigation. Furthermore,
from a speech recognition point of view, commands are divided in two groups:
short commands and long commands. Short commands are composed of one and
unique word. Long commands, however, consist of a sentence, a list of ordered
words. For these commands, one, two of three words are needed to identify the
command. The command identifier is followed by a Spanish spoken number. The
last part of each sentence is the unit of the spoken number.
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Table 1. Spanish voice commands

Short Commands (Command)

Name Type Description

Conectar Connection Connect to the robot

Desconectar Connection Disconnect from the robot

Parar Movement Stop the robot

Estado State
Read the robot state (sensors, position and
orientation)

Long Commands (Command + Number + Unit)

Name Type Description

Mover Movement Move linearly a distance

Girar Movement Rotate a number of degrees

Velocidad Movement Move linearly at a specified velocity

Velocidad angular Movement Rotate at a specified angular velocity

Máxima velocidad Parameter Maximum translational velocity

Máxima velocidad angular Parameter Maximum rotational velocity

Máxima aceleración Parameter Maximum translational acceleration

Máxima aceleración angular Parameter Maximum rotational acceleration

Recognition is based on the generated acoustic model, which is obtained after
a training stage. To achieve a better recognition rate than in the case of using
a generic Spanish acoustic model, each user employs a particular one. To that
purpose, the HRI provides a Training Assistant to generate the user dependent
acoustic model. For each speaker, the training phase starts saving 72 sentences
(802 words), where most of the words appear in the grammar. Then, the HTK
tool generates the user dependent acoustic model. Mel frequency cepstral coef-
ficients (MFCC) have been chosen as the feature vector since they are usually
used in speech recognition applications.

It is necessary to point out that there have not been formulated any explicit
consideration about the quality of the microphone used to perform both the
training and recognition. If a good recognition rate is wanted, it is just mandatory
to use the same microphone for training and for recognition, independently of
its quality. It must also be realized that when an user has not generated his/her
acoustic model, the HRI will not allow that user to teleoperate the robot with
his/her voice. Therefore, the robot could only be teleoperated with the mouse
and the keyboard in such a case.

4 Results

The system has been tested in a Pioneer P2AT equipped with eight frontal sonar
sensors. Linux Ubuntu 9.10 has been used as the operating system. The robot has
been simulated with MobileSim. Furthermore, due to the features of the DLA ar-
chitecture, the system can be easily adapted to another platform (real or simu-
lated), e.g., a wheelchair, even with new sensors as a laser range finder. This section
presents the results after voice teleoperating the robotic platform with success.
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Tests have been performed by two users, one female and one male. Each user
trained the system to generate their personal acoustic model. Then, they sent,
with their voice, 100 sentences with 678 words. These sentences included the
12 possible commands to be sent to the robot (Table 1). Long commands were
purposefully made up with different numeric values and different units.

The designed speech recognition has been evaluated with the most commonly
measure, the Word Recognition Rate (WRR). Let N be the number of total
words. Let S, D and I also be, respectively, the number of substituted words,
the number of deleted words and the number of inserted words. Then, the WRR
is defined as:

WRR = 1− S + D + I

N
(1)

Although the WRR represents the recognition rate of the system at word level,
sentences can be formed of several words. Thus, for the proposed command-based
system, it is necessary to measure the correct number of sentences. Therefore, a
new metric has been evaluated, the Command Success Rate (CSR), that is, the
number of correct recognized sentences among the total number of sentences. Let
TS be the total number of sentences. Let RS also be the number of recognized
sentences. The CSR is given by:

CSR =
RS

TS
(2)

WRR and CSR have been calculated for both users in four different cases.
Each case corresponds with various groups of considered MFCC’s features when
obtaining the acoustic model of an user:
Case 1. MFCC 0 D A 39. It is a 39-dimensional vector: static MFCC coefficients
(13), delta coefficients (13) and acceleration coefficients (13).
Case 2. MFCC 0 D N Z 25. The vector is 25-dimensional: static MFCC coef-
ficients (13), delta coefficients without their absolute energy (12) and cepstral
mean normalization.
Case 3. MFCC 0 D Z 26. The feature vector is 26-dimensional: static MFCC
coefficients (13), delta coefficients (13) and cepstral mean normalization.
Case 4. MFCC 0 D 26. As in the previous case the vector is 26-dimensional:
static MFCC coefficients (13) and delta coefficients (13).

Results in these four cases for both users are presented in Table 2. The WRR
is above the 98,8% in all cases and the CSR is above the 95% in all cases. These
rates are much better than others obtained in command-based speech recognition
systems applied to Robotics, as in [7], where the authors report a CSR of only
a 83,4% with a commercial software. It is believed that such successful results
are obtained due to the user dependent acoustic model for a determined set of
commands. A huge effort has been applied in designing the speech recognition
through the calculation of particular acoustic models, resulting in a very high
WRR, near the 99%. It must be realized that the CSR is very high as well, even
when many of the sentences the robot must recognize are a combination of the
command identifier, any possible numeric value and different units.
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Table 2. Results: WRR and CSR

User 1: female

Test MFCC 0 D A 39 MFCC 0 D N Z 25 MFCC 0 D Z 26 MFCC 0 D 26

WRR 98,97% 100% 99,71% 98,97%

CSR 97% 100% 98% 95%

User 2: male

Test MFCC 0 D A 39 MFCC 0 D N Z 25 MFCC 0 D Z 26 MFCC 0 D 26

WRR 98,82% 99,7% 99,7% 99,11%

CSR 96% 98% 98% 96%

5 Conclusions and Future Work

This paper has presented a Human/Robot Interface for command-based voice
teleoperation of a robotic platform. The HRI is a contribution of the paper,
as well as the designed speech recognition mechanism. An user and command
dependent acoustic model in Spanish have been developed to recognize voice
commands with Julius. The HRI has been integrated into a robot teleoperation
system. Tests have been carried out with a Pioneer P2AT, which has been suc-
cessfully teleoperated with the proposed voice commands. They have yielded a
very high WRR and CSR, above 98,8% and 95%, respectively. The proposed set
of commands to teleoperate the robot is fixed. However, one of the advantages of
the proposed speech recognition is its easy adaptation to new grammars. Future
work will focus on introducing new grammars and teleoperating new platforms
as a wheelchair. Also, the combination of speech recognition and text-to-speech
will be explored to achieve a most natural human/robot interaction.
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Abstract. Feature selection is fundamental in many data mining or
machine learning applications. Most of the algorithms proposed for this
task make the assumption that the data are either supervised or un-
supervised, while in practice supervised and unsupervised samples are
often simultaneously available. Semi-supervised feature selection is thus
needed, and has been studied quite intensively these past few years al-
most exclusively for classification problems. In this paper, a supervised
then a semi-supervised feature selection algorithms specially designed
for regression problems are presented. Both are based on the Laplacian
Score, a quantity recently introduced in the unsupervised framework.
Experimental evidences show the efficiency of the two algorithms.

Keywords: Feature selection, semi-supervised learning, Graph Lapla-
cian.

1 Introduction

Feature selection is an important task for many applications involving the mining
of high dimensionnal datasets. Indeed, many features are often either redundant
or totally uninformative and can harm learning algorithms, making them prone
to overfitting [1]. Moreover, the elimination of such useless features is generally
benefical both for the learning time and the interpretation of models.

Traditionally, feature selection algorithms are said to be supervised, in the
sense that they assume the knowledge of the output (a class label for classifica-
tion problems and a continuous value for regression ones) associated with each
training sample [2]. On the other hand, unsupervised feature selection methods
have also been developped, whose most obvious example is simply the evalu-
ation of each feature variance. More complex unsupervised algorithms include
for example an approach using feature similarity [3] or a graph Laplacian based
ranking [4] which will be desribed later as it is the base of this paper.

Halfway between those two situations, a more realistic assumption is that, in
many real-world problems, unsupervised samples are often easy to obtain and
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thus numerous, while only a few labeled samples are typically available. This
limitation is mainly due to the cost associated to the obtention of the desired
outputs (human expertise, destructive test...). These considerations naturally
led to the development of semi-supervised learning, in which the few available
information about the output is used to improve learning algorithms based on
the unsupervised part only [5,6].

In this context, many feature selection algorithms have been proposed re-
cently. Among others, Zhao et Liu proposed an approach using spectral analysis
[7] while Quinzan et al. introduced an algorithm based on feature clustering,
conditional mutual information and conditional entropy [8]. These two workss
as well as the very large majority of semi-supervised feature selection algorithms
are basically designed to handle classification problems, while, to the best of
our knowledge, almost no work has been done to develop algorithms specific to
regression problems.

This paper first introduces a supervised feature selection algorithms, which is
then used to achieve semi-supervised feature selection. Both are specifically de-
signed to handle continuous outputs. They extend the unsupervised concepts in
[4]. Within the unsupervised framework, this algorithm scores features according
to their locality preserving power. Roughly speaking, good features have close
values for close samples and thus preserve the local structure. In this work, the
idea is extended by using distance information between the output of supervised
samples.

The rest of the paper is organized as follows. Section 2 briefly presents the
original unsupervised Laplacian Score. Section 3 presents the supervised feature
selection criterion. Section 4 introduces the semi-supervised algorithm which
combines in a simple way the information from supervised and unsupervised
samples. Experimental evidences of its efficiency are presented in Section 5.
Eventually, Section 6 gives some concluding remarks and directions for future
work.

2 Laplacian Score

This section briefly presents the Laplacian Score, as introduced by He et al.
[4] for unsupervised feature selection. As already discussed, the method selects
features according to their locality preserving power.

Consider a dataset X . Let fri denote the rth feature of the ith sample (i =
1 . . .m), xi the ith data point and fr the rth feature. A proximity graph with m
nodes is built, which contains an edge between node i and node j if the corre-
sponding points xi and xj are close, i.e. if xi is among the k nearest neighbors of
xj or conversely. Throughout this paper, the proximity measure used to compute
the nearest neighbors of a point is always the Euclidean distance.

From the proximity graph, a matrix Suns is built by setting

Suns
i,j =

⎧⎨
⎩e−

‖xi−xj‖2
t if xi and xj are close

0 otherwise
(1)



250 G. Doquire and M. Verleysen

where t is a suitable constant. Duns = diag(Suns1), with 1 = [1 . . . 1]T , is
defined, as well as the graph Laplacian Luns = Duns − Suns [9].

The mean (weighted by the local density of data points) of each feature fr is
then removed: the new features are called f̃r = fr − fTr Duns1

1TDuns11. This is done to
prevent a non-zero constant vector such as 1 to be assigned a zero Laplacian
score as such a feature obviously does not contain any information.

Eventually the Laplacian score of each feature fr is computed as

Lr =
f̃r

T
Lunsf̃r

f̃r
T
Dunsf̃r

(2)

and features are ranked according to this score, in increasing order.
As a convincing justification of this criterion for feature selection, one can

notice that

Lr =

∑
ij (fri − frj)2Suns

ij

V ar(fr)
. (3)

The numerator thus penalizes features belonging to close samples and however
having very different values. V ar(fr) can be seen as the estimated weighted
variance of feature r where the D matrix models the importance of the data
points. Features with a high variance are thus preferred, as they are expected to
have a higher discriminative power. More details can be found in [4].

3 Supervised Laplacian Score

3.1 Definitions

A formalism similar to the one described in the previous section can also be
derived for supervised feature selection.

Consider again the training set X containing m samples xi described by n
features. In case of a supervised regression problem, an output vector Y =
[y1 . . . ym] ∈ �m is also given. Under the assumption that the output Y is gener-
ated by a continuous and smooth enough function of X , it is natural to expect
close samples xi and xj to have close output values yi and yj . Consequently,
good features are expected to have close values for data points whose outputs
are close too.

Define the matrix Ssup as:

Ssup
i,j =

{
e−

(yi−yj )2

t if yi and yj are close
0 otherwise

(4)

and Dsup = diag(Ssup1), Lsup = Dsup − Ssup, f̃r = fr − fTr Dsup1
1TDsup11. Criterion

(2) can again be used to rank features by computing a so-called Supervised
Laplacian Score (SLS):

SLSr =
f̃r

T
Lsupf̃r

f̃r
T
Dsup f̃r

(5)
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Here again, in Equation (4), two points are considered to be close if one is among
the k nearest neighbors of the other while t is a suitable (positive) constant.

Expression (3) can of course be derived with Ssup
i,j and thus V ar(fr) adapted

to the supervised case.

3.2 Illustration

SLS is briefly compared with the correlation coefficient, a widely used crite-
rion for feature selection. The objective is to show the ability of the method to
achieve feature selection and its greater capability detect non linear relationships
between each feature and the output. Two artificial problems are considered.

The first one consists of 8 features X1 . . . X8 uniformly distributed on [0; 1].
The output is defined as:

Y1 = cos (2 π X1 X2) sin (2 π X3 X4). (6)

The second consists of 4 features X1 . . . X4 uniformly distributed on [0; 1]. The
output is defined as:

Y2 = X2
1 X−2

2 . (7)

The sample size is 1000 in both cases and 1000 datasets are randomly generated
for each problem. The comparison criterion is the percentage of cases for which
the 4 (2) informative features are the 4 (2) best rated.

For the first problem this percentage is 93% with SLS and 25% with the
correlation coefficient. For the second problem, the percentages are 100% and
32% respectively. The advantage of SLS in these two simple cases is thus obvious.

4 Semi-supervised Laplacian Score

First experiments showed promising results concerning the use of SLS for super-
vised regression problems with a large number of data points. When the number
of supervised samples is small, however, unsupervised samples have also to be
taken into account.

The semi-supervised feature selection algorithm proposed in this paper is
based on the developments in the two previous sections. More precisely, LS
and SLS are both based on the locality preserving power of the features. The
difference comes from the fact that locality (measured by the distance between
samples) is defined from the unsupervised part of data for LS and from the
output for SLS. A quite intuitive idea is thus to compute the distance between
two samples from their outputs if both are known, and from the unsupervised
part of the data otherwise.

Consider a semi-supervised regression problem consisting in the training set
X and an output vector Y = [y1 . . . ys] ∈ �s, s << m.

The first step is to define a matrix d of distances between each pair of data
points:

di,j =

{
(yi − yj)2 if yi and yj are known
1
n

∑n
k=1 (fk,i − fk,j)2 otherwise.

(8)
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In the second case, the distance is normalized by the number of features n in
order to keep it comparable to the distance computed from the output.

A matrix Ssemi is then built as follows:

Ssemi
i,j =

⎧⎪⎪⎨
⎪⎪⎩

e−
di,j

t if xi and xj are close and yi or yj is unknown,

C × e−
di,j

t if xi and xj are close and yi and yj are known,
0 otherwise.

(9)

Two points are considered as close if one is among the k nearest neighbors of
the other one.

The (positive) constant C allows us to give more weight to the information
coming from the supervised part of the data, as it is believed to be more impor-
tant than the unsupervised one for the feature selection problem.

One can then define Dsemi = diag(Ssemi1), Lsemi = Dsemi − Ssemi and
f̃r = fr − fTr Dsemi1

1TDsemi11.
The criterion for semi-supervised feature selection, called Semi-Supervised

Laplacian Score (SSLS), is eventually:

SSLSr =
f̃r

T
Lsemi f̃r

f̃r
T
Dsemi f̃r

× SLSr, (10)

where SLSr is the Supervised Laplacian Score (computed on the supervised
samples only). The criterion thus combines the influence of both the unsuper-
vised and the supervised part of the data, giving however this last part more
importance.

5 Experimental Results

In this section the interest of the proposed semi-supervised approach is illsutrated
on three real-world data sets.

The first one is the Juice dataset. The goal is to estimate the level of saccharose
of an orange juice from its observed near-infrared spectrum. 218 spectra samples
with 700 points are available. The dataset can be downloaded from the website
of the UCL’s Machince Learning Group 1 .

The second one is the Nitrogen dataset, containing originally 141 spectra
discretized at 1050 different wavelengths. The objective is the prediction of the
nitrogen content of a grass sample. The data can be obtained from the Analytical
Spectroscopy Research Group of the University of Kentucky2 . In order to reduce
the huge number of features, each spectrum is represented by its coordinates in
a B-splines base as a preprocessing [10]. 105 features are built this way.

The last one is the Delve-Census data set, for which only the 2048 fisrt samples
are considered. The data is available from the University of Toronto3 . Originally,
1 http://www.ucl.ac.be/mlg/
2 http://kerouac.pharm.uky.edu/asrg/cnirs/
3 http://www.cs.toronto.edu/ delve/data/census-house/desc.html
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each sample consists in 139 demographic features about a small region and the
objective is to predict the median price of houses in each region. However, only
104 features are considered here, since those which are too correlated with the
output have been removed for the experiments.

The performances of the feature selection algorithms are evaluated by the root
mean squared error (RMSE) of a 5 nearest neighbors prediction model.

First features are selected on the training set with only a few randomly se-
lected supervised samples. The model is then used to predict the output of the
points of an independent test set. For the prediction step, as a too small number
of labeled data would not allow the model to perform correctly, all the samples
in the training set are supposed to be labelled.

This procedure ensures that the performances reflect the quality of the feature
selection itself, and are not too much influenced by the prediction model. The
algorithms are tested with 7 and 10 supervised samples for the two first (smaller)
data sets, and with 70 and 100 supervised samples for the larger Delve Census
dataset. The RMSE is estimated through a 5-fold cross validation procedure
repeated 10 times.

Parameter t is set to 1, 5 neighbors are considered for computing the un-
supervised (1) and supervised (4) score, while 30 neighbors are considered for
the semi-supervised score (9). Indeed, the number of supervised samples being
small, increasing the number of neighbors considered in the analysis allows to
take such samples into account. The parameter C in (9) is set to 5. This mod-
erate value gives a large importance to the supervised samples, but still gives a
significant weight to the information coming from the unsupervised data points.
The maximum number of selected features is 100. Before any distance compu-
tation, features are normalized by removing their mean and dividing them by
their standard deviation.

Figure 1 first shows how the use of a few labeled data can improve the feature
selection procedure for regression purposes when compared with the unsuper-
vised approach. Indeed, as expected, the unsupervised approach (LS) is obviously
the one performing the worse on all three datasets and the prediction perfor-
mances are greatly improved by the use of only a small number of supervised
samples.

Moreover, the proposed SSLS also performs better than the correlation coef-
ficient for the three examples. This is particularly obvious for the Juice and the
Delve Census data sets where the RMSE obtained with the SSLS is never larger
than the one obtained with the correlation coefficient.

Eventually, results on the Juice data set underline the interest of the semi-
supervised SSLS approach over the supervised SLS method. This indicates that
the knowledge coming from the unsupervised samples is efficiently taken into
account in the feature selection procedure. Results on the Nitrogen data set are
also in favour of the SSLS, which leads in most of the cases to a smaller RMSE.
It also reaches the lowest global RMSE with both 7 and 10 supervised sam-
ples. Results on the Delve Census dataset are slightly better for the supervised
approach.
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Fig. 1. RMSE as a function of the number of selected features with 7 (left) and 10
(right) supervised samples. From top to bottom: Juice, Nitrogen and Delve Census
data set.
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6 Conclusions and Future Work

In this paper, two feature selection algorithms are introduced for regression
problems. Both are inspired by the Laplacian Score (LS), a recently introduced
unsupervised feature selection criterion and are based on the locality preserving
power of the features. In other words, the algorithms first select feature which
are coherent with a distance measure between samples.

In supervised learning, the distances are evaluated with the output only, lead-
ing to the Supervised Laplacian Score (SLS). In the case of semi-supervised
learning, distances are computed with the output if they are known or with
the data points otherwise. The semi-supervised score obtained this way is then
combined with the SLS to produce the semi-supervised Laplacian score (SSLS).

Experiments demonstrate the interest of the proposed approach, especially for
the semi-supervised feature selection problem. More precisely, for the problems
considered here, SSLS is shown to be superior to the correlation coefficient and to
the unsupervised approach. Moreover, it also outperforms its supervised version
on two datasets, showing the interest of considering unsupervised samples for
the feature selection when the number of supervised points is too low.

Further work could be focused on new ways to combine the information com-
ing from the supervised and unsupervised part of the data, as only the product
has been considered here.
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Abstract. The detection of transients in the practice of continuous cast-
ing within a steel–making industry is a key task for the prediction of final
product properties but currently a direct observation of this phenomenon
is not available. For this reason in this paper several standard and soft–
computing based methods for the detection of transients from plant data
will be tested and compared. From the obtained results it emerges that
the use of a fuzzy inference system based on experts knowledge achieves
very satisfactory results correctly identifying most of the transient events
present in the databases provided by different companies.

Keywords: transient detection, neuro-fuzzy systems, industrial prob-
lem.

1 Introduction

A transient in any signal can be roughly described as a sudden change of the
signal itself. In a more mathematical way a transient can be undirectly defined
as the phenomenon which, when present in a signal, makes the Fourier expansion
of the signal composed by an infinite number of sinusoids [1]. The problem of
transient detection is common to many fields. Transient detection is faced for
instance in industrial electronics where the detection of electrical transients is
performed in order to avoid circuits malfunctionings or damages [2]; a similar
problem is encountered and faced in the field of electrical engineering [3] and
in the design of audio filters [4] where the identification of transient is used for
signal preprocessing. The problem of transient detection has been faced by means
of different approches: standard techniques such as Fast Fourier Transform [5]
or artificial intelligence. For instance in [6] neural nets are used for acoustic
transients and in [7] a combination of Wavelet Transform and fuzzy logic is
adopted. This work proposes a comparison among traditional and AI based

J. Cabestany, I. Rojas, and G. Joya (Eds.): IWANN 2011, Part I, LNCS 6691, pp. 256–264, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



Detection of Transients in Steel Casting 257

methods for the detection of transient events within an industrial framework. In
the described application, related to steel casting, the detection of transients in
a weight signal, is fundamental for improving the steel products quality.

2 The Industrial Problem

Continuous casting is a sub-process where the liquid steel produced in the basic
oxygen furnace or in the electric arc furnace is cast into a container called ladle
which subsequently fills the tundish. Finally the liquid steel in the tundish passes
through a nozzle to the mould for the manufacturing of the final product. Dur-
ing the casting the ladle progressively transfers the liquid steel to the tundish
which in turn passes the material to the mould. When the level of the material
in the tundish lowers, further liquid steel is transferred to the tundish through
the ladle. Currently this latter operation takes places when the weight of the
tundish - which is constantly monitored - decreases under a fixed threshold. The
tundish can be refilled with a slightly different kind of steel with respect to the
previous material load and this fact can affect some properties (e.g. mechanical
properties) of the final product. To estimate the final product properties, the
percentages of the different steels in the mix must be known: they can be es-
timated from the different loads of liquid material transferred by the ladle to
the tundish. Unluckily on some plants, due to practical reasons related to the
industrial framework, the exact moment when the refill of the tundish takes
place (the so–called transient) is not tracked: the only way to establish the be-
ginning and the end of the transient is an a-posteriori analysis of the profile
of the tundish weight. The automatic detection of the transients is not trivial:
the signal measuring the tundish weight is extremely irregular and noisy, the
characteristics and shape of the transients themselves are very variable (see the
exemplar profiles depicted in Fig.1).
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Fig. 1. Typical profiles of the tundish weight through time

3 Automatic Transient Detection

In this section the various methods attempted for the automatic detection of
transient events are described; all these methods are based on the analysis of
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the tundish weight profiles since that is the only available information. These
methods have been based on the information provided by expert technicians
working on the continuous casting machine of several steel-making industries in
Europe. The support of experts for the identification of transient events in the
casting machine is needed due to the extremely manifold nature of transients:
the features of such events (e.g. profiles and shapes) are extremely variable and
can be easily confused with other operating conditions of the machine.

3.1 Crisp Rules Based Method

On the basis of the suggestions of expert personnel a set of common features
characterizing transients have been pointed out. These features mainly involve
the absolute value of the weight of the tundish and the value of the its first and
second derivative in each point of the signal as the combination of these factors
mainly determines the shape of the profile. These considerations have been put
up in order to create a set of rules for the identification of the points potentially
belonging to the transients within an examined profile. These identification is
singly applied to all the points of the profile so as to assign to each of them a
binary value expressing their belonging to a possible transient. The main draw-
back of this method is the difficulty of the implementation of the rules due to
the complex interactions of the various considered features which are hard to
express in crisp mathematical terms. Once the critical points have been identi-
fied, they are grouped into sets of contiguous points to form a set of potential
transients; each of these groups are further examined in order to evaluate if they
can correspond to real transients. This discrimination is made through simple
rules involving the length of the potential transients and the variability ranges
of the tundish weight in such intervals. According to the tests, this latter check
is extremely reliable as it correctly identifies the real transients among the po-
tential ones. As the filter used for picking out real transients shows extremely
good performance, it is used for the same purpose coupled to the other presented
methods.

3.2 Transient Detection through the Use of a Fuzzy Inference
System

The main criticality faced developing the crisp rules based method is the im-
plementation of the rules themselves as they involve many interacting variables
and quantities whose definition is not clear and univocal as they are derived
from the subjective suggestions and the experience of personnel working on the
steel plant. For overcoming these criticalities an alternative method exploiting
as the first one the knowledge provided by experts was developed on the basis of
a fuzzy inference system (FIS) [8]. The main advantage of this approach lies in
the possibility of easily formalizing all the knowledge provided by experts, im-
plementing in a natural and flexible way the desired relations between input and
output variables which were impossible or extremely hard to express through
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the crisp rules and which can lead to unsatisfactory results due to inaccura-
cies and rigidity of the inference system caused by the complexity of the rules.
The designed FIS takes as inputs three features extracted for each point of the
tundish weight profile and processes them through a set of rules expressed by
means of natural language which describe the human reasoning for the detection
of transients. The FIS returns as output for each point of the profile a numeric
value in the range [0;1] quantifying the probability for that point to belong to a
transient. The features used as input by the FIS are the following:

derivative quantifies the variation of the tundish weight for a specific point.
In this work the absolute value of the first derivative of the tundish weight is
taken into account as for the design of this specific FIS it is not necessary to
specify whether the weight variation is positive or negative. According to the
experts’ knowledge high variations can correspond to transient events.

derivative variability is used to measure the variability of the first deriva-
tive. The higher the value of this variable the more probably the examined point
belongs to a transient.

relative tundish weight is the ratio between the tundish weight in a point
and the average tundish weight. This variable is taken into account because
transients are characterized by a relative low tundish weight with respect to the
other normal casting situations

Each fuzzy variable is associated to its fuzzy sets which are used to define the
inference system be means of natural language:

– derivative (D) : low; high
– derivative variability (DV) : low; medium; high
– relative tundish weight (RTW): low; normal
– transient probability (TP): low; medium; high

Each fuzzy set is associated to a trapezoidal membership function whose shape
and position in the numeric domain of the corresponding variable has been deter-
mined on the basis of the experts’ knowledge. The FIS rules mimic the reasoning
described by the experts, such as in the following examples:

IF DV is high & RTW is low THEN TP is high

IF DV is NOT high & RTW is low & D is low THEN TP is low

IF RTW is normal THEN TP is low

The rules are managed by a Mamdani-type fuzzy inference system [9] which
uses the MIN function for the implementation of the AND operator and of the
implication method, the MAX function for the OR operator and the aggrega-
tion method while the defuzzification is implemented by means of the centroid
method.

The system returns for each point a value in the range [0;1] which represents
the degree of membership of the examined point to a transient event; this value
is subsequently compared to a threshold value equal to 0.5 to determine whether
the point belongs or not to a transient event. Once each point of the profile has
been classified through the FIS, the same points-grouping method and potential
transient filter described in section 3.1 is performed so as to point out the final
detected transients among the potential ones.
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3.3 Feed-Forward Neural Networks for the Identification of
Transients

A further approach based on the use of feed forward neural networks (FFNN) has
been attempted for the detection of transient events. This approach belongs to
the supervised learning methods family, thus it requires an a-priori classification
of the variable to predict (here the membership of a point to a transient event).
For this reason all the available tundish weight profiles have been processed by
human experts in order to assign to each point a binary class 0/1 denoting such
membership (1-valued points). The NN inputs are the same three variables used
by the FIS based method while the output of the network is a binary value
representing the membership of the examined point to a transient. The FFNN
was trained by exploiting the 75% of all the available observations while the
remaining 25% was used for testing the method and assessing its performance.

The adopted NN is a multi-layer perceptron feed forward neural network
(MLP-FFNN) [10] with one hidden layer layer, three inputs and one output. The
network was trained by means of a variation of the backpropagation algorithm
including Bayesian regularization [11] in order to improve its generalization ca-
pabilities. Within this work several configuration of this kind of network have
been tested varying the number of neurons included in the hidden layer.

When a tundish weight profile is processed, input variables are calculated and
passed to the NN, which provides as output the membership (0/1) of each point
to a transient. This information is used to form the set of potential transients
which are finally filtered as for the other methods in order to select the real ones.

3.4 Transient Detection through Wavelet Decomposition

The solution proposed in this section is based on Wavelet Transform (WT)
[12], a signal analysis method that consist in projecting a signal to a family of
basis functions generated by translating and dilating a single function which is
called mother wavelet. In literature there are many works exploiting WT for the
detection of transient disturbances [13]. One of the biggest advantages of this
technique lies in the ability of decomposing complex information into elementary
forms involving coarse approximation and different levels of details.

Here the WT based on Haar mother wavelet decomposes the original weight
profile and the reconstructed coefficients are extracted. The basic idea of this
heuristic approach is to take into account two (and eventually more) different
levels of decomposition of the original signal; in this case a level-6 (D6) and
level-5 (D5) are used. A lower level of decomposition follows better the original
data with respect to a higher level, as depicted in Fig. 2. Once the decomposition
has been done, the search of an eventual transient is pursued on the decomposed
signals (D5 and D6) which are noise and fluctuations free with respect to the
original one. An empirically determined parameter α called degree of sensitivity
has been introduced with the aim of indicating the depth of the transient to be
identified: a big value states the identification of a clear-cut transient.In order
to check the starting and the ending point of the transient a comparisons among
the coefficients of the two different levels is performed for each point i:
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Fig. 2. A sample of the results provided by the wavelet decomposition method: in the
picture the tundish weight and levels 5 (D5) and 6 (D6) of decomposition are shown

If ( D6(i) >= D6(i+1) + ALPHA ) then

while ( D5(i) + ALPHA <= D5(i-1) ) i = i - 1;

startTransient = i;

The first condition finds a possible start of the transient, while the internal
loop condition adjusts the point in more accurate way following back the co-
efficient of the considered level of decomposition which fits more faithfully the
initial data. A specular approach was used to find the end of the transient.

4 Numerical Results

For the testing (and the training in the case of MLP-FFNN) of the methods
described in section 3 a wide database containing about 60000 punctual observa-
tions recording the trend of tundish weight has been exploited. These records re-
fer to more than 30 different heats and include 50 transient events. The database
is composed by two datasets provided by two distinct steel-making companies:
the different origin of the datasets enhances reliability and efficiency of the de-
veloped detection system as is allows its tuning on a wider range of cases.

The systems based on crisp rules, FIS and WT exploit the whole available
dataset for the testing of the method. In particular each profile is processed in
order to find possible transient events. In the case of the MLP-FFNN method,
due to the necessity of training the system, the 75% of the casts (uniformly taken
from both the steel-making companies) have been used for the training of the
neural network while the remaining 25% for the test. The results obtained by
the tested methods are shown in Tab.1 for both the datasets in terms of detected
transients. Noticeably none of the proposed methods risen any false alarm. Some
qualitative results of the FIS-based method are shown in Fig.4.

The results achieved by the crisp rules-, FIS- and WT-based methods are
very satisfactory as these approaches can detect correctly most of the transient
events present in the dataset; in particular the best performing method among
those tested is the FIS based one whose performance is significantly better than
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Table 1. Results obtained by the tested methods on the two industrial databases

Method Dataset Detected transient

Rule base Company 1 77%
FIS 95%

MLP-FFNN 55%
Wavelet 85%

Rule base Company 2 85%
FIS 100%

MLP-FFNN 35%
Wavelet 95%

the one achieved by the crisp rules proving the efficiency of the fuzzy framework
with respect to the crisp one for this task. The performance of the MLP-FFNN
classifier are not satisfactory: in that case less than 50% of the transient are
spotted. This can be due to the absence of apriori knowledge of the problem
embedded into this approach. On the other hand the WT-based approach obtains
very satisfactory results detecting about 90% of the transient events.

Fig. 3. The ROC curve related to the choice of the FIS activation threshold within the
FIS-based method

The specificity of the FIS-based methods has been investigated for varying
values of the threshold applied to the output of the inference system which de-
termines whether a point belongs or not to a transient. This operation was done
in order to select the best performing threshold. For this purpose the calculation
of false alarms rate has been adjusted to meet the peculiarity of the proposed
application in facts in such framework there are not discrete observations to be
classified but, within a tundish weight profile, any couple of points could po-
tentially be classified as an alarm (false or not). In order to overcome this limit
the false alarms rate has been calculated on the basis of a set of critical parts
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Fig. 4. Two sample results obtained by the use of the FIS–based method

of the profiles which could be classified as belonging to a transient. The results
obtained by the FIS classifier have been calculated for different values of the FIS
activation threshold are shown in table 2 and by means of a ROC curve in figure
3. The results of this investigation justify the choice that has been made for the
threshold value.

Table 2. Results obtained by the FIS based method for different values of the FIS
activation threshold

Threshold Sensitivity Specificity

0.15 95% 78%
0.3 95% 78%
0.5 95% 100%
0.75 55% 100%
0.9 27% 100%

5 Conclusions and Future Work

The automatic detection of transient events in the framework of the continuous
casting process has been faced by means of different techniques. The experience
of plant expert workers has been exploited for the design of a crisp rule based
system and of a FIS reflecting the human reasoning for performing such task.
FFNN- and a WT-based approaches have been also tested on this problem. The
results obtained by the tested methods are generally satisfactory since most of
the transient events are correctly spotted with the exception of the FFNN-based
method. The goodness of the results achieved by the FIS proves the efficiency of
the integration of human knowledge into the model via a fuzzy reasoning. When
more plant data are available, the FIS-based system will be further tested and
the possibility of exploiting new data to tune its parameters will be investigated.
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Abstract. Oesophageal voice is characterized by its extremely low intelligibility. 
An algorithm based on Kalman Expectation Maximization (EM) has been 
developed. The noise presented in the model, state and measurement noise has 
been optimized in order to improve the algorithm results. The database consists of  
“a” phonemes of several patients having undergone a total laryngectomy. 
Additionally, the effect of the algorithm on the UMTS mobile communication 
context has been tested. The tests show that the algorithm gives the best results 
when it is used as state noise an oesophageal noise and brown noise as 
measurement noise. The global percentage enhancement is 75.78%. 

Keywords: Mobile communication, GPRS/UMTS networks, Speech 
enhancement, Kalman filters, Oesophageal Speech. 

1   Introduction 

Laryngectomy is the removal of the larynx and separation of the airway from the mouth, 
nose and oesophagus. The laryngectomee breathes through an opening in the neck: a 
stoma. The operation is carried out in cases of laryngeal cancer. However, many 
laryngeal cancer cases are only treated with radiation and chemotherapy or other laser 
procedures, and laryngectomy is performed when those treatments fail to conserve the 
larynx [1]. Consequently, complete recovery is not yet universal or common. 
Nevertheless, we can try to improve the way in which oesophageal speech is perceived 
and thus help oesophageal speaking people in the vital human need that communication 
is. Nowadays, technological development has led to a vast range of possibilities that 
would never have been possible two decades ago. This project may be included 
knowledge in three different fields: GPRS/UMTS networks, speech enhancement and 
oesophageal speech. The terms speech enhancement and speech cleaning properly refer 
to improvement in the quality or intelligibility of a speech signal and the reversal of 
degradations that have corrupted it respectively. In practice, however, the two terms are 
used interchangeably. In fact, oesophageal speakers even encounter speaking difficulties 
with direct speech, so we can imagine that it would not be easy for them to transmit 
easily understood information over the phone. 

The main concern of this project has been to try and meet this challenge by taking 
advantage of technological progress and merging knowledge in telecommunications 
networks, speech enhancement and oesophageal speech itself. We intend to participate 
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in enhancing oesophageal speech generally, and particularly using telecommunications 
networks. We tried to obtain sensitive improvement results regarding the HNR criteria 
for oesophageal sequences transmitted over GPRS/UMTS and filtered with a Kalman 
filter. 

The core objectives identified at the beginning of this project can be expressed as 
follows: 

1. Testing AMR-NB (Adaptive Multi-Rate Not Balanced) coding HNR improvement 
for oesophageal sequence. Considering the particular nature of oesophageal speech, 
the answer is not immediate and thus requires experimenting. 

2. Finding the noise colour producing the best HNR improvement. We know that 
oesophageal speech is incompatible with the white noise AR-model.   

3. Deciding on whether to filter oesophageal speech before or after AMR-NB coding. 
Since oesophageal speech will be transported over a GPRS/UMTS network, it is 
important to know whether the enhancement process will occur before or after 
AMR-NB coding. 

In order to achieve these aims, we had to find out which algorithm goes best with 
oesophageal speech: whether we should apply simple Kalman filtering or use 
Kalman-EM (Expectation Maximization) instead. 

2   Methodological Fundamentals 

Oesophageal speakers bring about speech by insufflating air into the oesophagus 
through the mouth or noise. The insufflated air produces a controlled belch that is 
shaped by the articulators and radiated from the lips. However, insufflations limit 
duration between air injection gestures and are associated with an undesired audible 
injection noise, referred to as “injection gulp”. The main idea is to integrate this noise 
into the modelling of oesophageal speech in Kalman Filtering and correlate it to the 
speech and not the measurements, which means that we need to modify the Kalman 
algorithm and add a coloured state noise. Furthermore, we would like to maintain 
coloured measurement noise. The solution proposed is that of pre-filtering the 
measurement of noise in order to “whiten” it; then apply the KEM (Kalman 
Expectation Maximization) algorithm and finally render the measurement noise. 

2.1   Kalman Filtering with Coloured Measurement Noise 

The state-space speech model can be written as follows [1]: 

Measurement: +  (1) 
State equation: ∑ , . +       (2) 

where    represent the measurements respectively and the state ,  are LPC coefficients for the speech over the analysis frame indexed by k. 

The state-space model is: x n + 1 A . x n + g. w n                                          (3) 
with:    + 1 … . 1  ,     1 0 … 0     and  
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, … ,10 0 00 00 0 1 0  

 y n h . x n + v n  (4) 
where 1 0 … 0   and  are samples at instant n of the measurement and state noise 
respectively. At this moment, we suppose that they are uncorrelated, centred, white 
and Gaussian. 

Introducing coloured noise, the system’s equations become [2], [3] and [4]: 

 y n h . x n   (5) 
 x n A . x n 1 + g. w n   (6) 

where,   
00 ,       ,     

00 ,    ,  

 v   1 … + 1  ,    1 0 . . . 0  (7) 
where  is a coloured noise. LPC modelling for the noise is: 

 v n ∑ b , . v n i + e n  (8) 

where ,  are LPC coefficients for speech over the analysis frame indexed by 

k and e(n)  is a White Gaussian centred noise. 
As described above, the Kalman filter addresses the general problem of trying to 

estimate the state of a discrete time-controlled process governed by a linear set of 
equations. However, this algorithm needs to be adapted to the specifics of our project, 
which is oesophageal speech processing. 

2.2   EM Concept 

Supposing we know   (7), we would not need the EM method because the optimal 
solution is given in the Minimum Mean Square Error sense with the Kalman filter. 
But oesophageal sequences are seldom clear and thus require optimal estimation of 
the state space parameters before applying the filter. The proposed solution is to 
estimate these parameters dynamically within the algorithm in an iterative way. This 
means estimating the same parameters as many times as necessary until we have a 
satisfactory estimation. 

Let θ a ,  g  b ,  g  be the parameter we try to estimate within every 
iteration of the EM method. This parameter should maximize the probability of 
obtaining the data we are trying to estimate.  x s v  is denoted as the “complete data” since each and every observation z n  
depends on these variables that constitute the system’s “unobserved state”. However, 
the choice of the complete data has to be exact, which means that it must include all 
the unobserved state, but no more, since it reflects directly on both the performance of 
the algorithm and the calculation. 
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The main idea behind the EM method is that, even though we do not know x ns n  v n , maximization of p x|θ  can lead to having an estimate of the parameter 
in the Maximum Likelihood sense: θ argmax p x|θ argmax ln p x|θ . 

Given the fact that we do not know the complete data, we will work on the 
expectation of p x|θ  given the knowledge of the observed data and the current 
value of θ called θ  with respect to the EM iterations, hence the name Expectation in 
the EM method. It consists of finding Q θ θ E ln p x|θ |z . 

The maximization step (M-step) consists of obtaining the estimate at the i + 1  
iteration given by θ argmax Q θ θ , as described in [5]. 

2.3   Database 

No commercial databases available including oesophageal voices. Thus, the whole 
used private database was recorded with the help of a local otolaryngologist and the 
local laryngectomee association, who kindly helped in this task. The final database 
was composed by 316 utterances: from these, 119 where of patients with slight 
pathologies (mostly nodules and polyps), 108 were oesophageal voices of 
larygectomized persons and 89 healthy voices. With all this information, different 
tests were performed along the entire research work, checking the accuracy of the 
algorithms and analyzing the results. From now onwards, a subset of 12 samples of 
oesophageal voice will be reflected in the rest of the results section in order to keep a 
balance between readability and richness of the details. 

3   Experiment Design 

Figure 1 is a block diagram containing the essential “units” or components showing 
the design flow adopted in the algorithm.  The codec and filtering process is like a 
kind of black box that takes the original oesophageal speech as input and renders the 
final enhanced sequence. 

 

Fig. 1. General block diagram 

HNR measurement is taken before coding/decoding the oesophageal sequence. We 
then filter the decoded sequence and measure the HNR value again. This design flow 
has been questioned and proved to give better results as regards the HNR criteria than 
using Kalman filtering followed by UMTS/GPRS coding. 
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3.1   UMTS/GPRS Channel 

This block represents the AMR-NB codec used over the GPRS/UMTS network and is 
described in Figure 2. This codec operates with eight bit rate modes ranging from 
4.75 kbps to 12.2 kbps. The channel used for this work is the 12.2 kbps channel, also 
called Enhanced Full rate (EFR). This block consists of two steps: encoding and 
decoding. It is mandatory to specify the channel. Channels are indexed from 0 to 7. 
We used the 12.5 kbps/s channel, which corresponds to channel 7. We chose this 
channel for several reasons: 

• Although EFR helps to improve sound quality over the phone, it consumes 
just 5% more energy than the GSM Full Rate coding standard. 

• In 1995, EFR was selected by ETSI as the standard industry codec for 
GSM/DCS networks. 

• Finally, technology is constantly progressing, so improving oesophageal 
sound quality over the actual best bite rate codec sets a solid ground and 
insurance for upcoming technologies that oesophageal speech quality can be 
even better enhanced over networks. 

 

Fig. 2. AMR-NB codec block diagram 

3.2   Kalman Filtering Block 

The Kalman filtering block has, in fact, been subjected to many changes, for many 
Kalman variations have been tested with the HNR criteria in four noise colours: 
white, pink, brown and oesophageal non-speech noise. Kalman-EM was chosen as 
regards the HNR criteria. The next step was to inject a specific oesophageal noise for 
the state equation instead of the white noise along with the brown noise in 
measurement equations [6] and [7]. 

3.3   Harmonic to Noise Ratio (HNR) 

HNR is a general evaluation of noise present in the analyzed signal. It is defined as 
(4), with rp(0) and rap(0) being the respective energies of the periodic and aperiodic 
components [8]: 
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  (9) 

The measurements were made with the help of MDVP from Kay Electronics [9], 
important software that provides good estimations of a signal’s parameters. 

4   Results 

This section presents a comparison between the HNR parameters of the processed and 
original signal from a private database consisting of “a” phonemes of several patients 
having undergone a total laryngectomy (no public databases available). Several 
performances were carried out, although only some of the obtained results will be 
described. 

Table 1. KEM algorithm with white, pink and brown noise 

Utterance Original 
HNR (dB) 

White 
HNR (dB) 

Pink 
HNR (dB) 

Brown 
HNR (dB) 

a1 -0,40 0,76 -0,07 2,56 
a2 -4,21 -2,07 -2,66 -0,95 
a3 -7,79 -5,85 -6,03 -4,41 
a4 -7,97 -5,69 -5,65 -5,43 
a5 0,13 0,86 1,29 2,01 
a6 -6,4 -5,32 -5,33 -3,30 
a7 -7,01 -6,37 -6,70 -5,06 
a8 -6,65 -4,92 -4,39 -4,08 
a9 -9,86 -8,28 -8,48 -5,90 
a10 -3,92 -2,92 -2,92 -2,32 
a11 -4,05 -2,25 -1,81 -1,35 
a12 -3,22 -2,24 -1,75 0,06 

The different algorithms tested are presented as follows: the effect of applying the 
UMTS coder, the effect of applying the Kalman-based enhancement algorithm 
(Kalman + EM concept), the effect of combining UMTS & KEM and the effect of 
combining UMTS & KEM with oesophageal state noise and one of the coloured noise 
(white, pink or brown) as measurement noise. 

• As mentioned above, we want to know whether HNR increases or decreases 
after applying the AMR-NB coder for “raw” oesophageal speech. In the results 
of this performance it can be notice that the AMR-NB coder brings about 
significant improvement compared to the original oesophageal signal. The 
percentage of enhancement according to the performance criteria is 35.98%. 

• Three different noises were used in order to research the proposed algorithms 
(the Kalman-EM and Kalman_block algorithm): white, pink and brown, which 
were injected as measurement noises; the state noise is white. Table 1 shows the 
differences between the KEM algorithms for oesophageal voice with white, pink 
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and brown noises respectively. A global performance enhancement can be 
appreciated in all the tests. The HNR percentage enhancement is 42.72% for the 
Kalman_block algorithm and 54.11% for the Kalman-EM for the best choice of 
measurement brown noise.  

• In this section we intend to discover whether it is better to apply KF before or 
after GPRS/UMTS coding. It was decided to use the KEM algorithm with a 
brown measurement noise. We notice that when the AMR-NB coder is applied 
after KEM, the results do not follow a fixed behaviour pattern. Although the 
enhancement is positive compared to the original sequences, it is not constantly 
positive compared to KEM-filtered sequences. When applying KEM filtering 
after AMR-NB codec, we detect a global enhancement. The improvement is 
slight but “stable”. 

• At this point, we know that the best design flow is to apply the AMR-NB coder 
and then filter the coded sequence with Kalman-EM with brown measurement 
noise. HNR variations after applying oesophageal noise will now be discussed. 
We applied this experience under the same circumstances, which means that we 
applied the KEM algorithm with colored state noise for AMR-NB coded 
sequences. First, we applied esophageal noise as a measurement noise and 
brown noise as state noise and then we changed the reference noises. The best 
choice, it seems, is to apply an oesophageal state noise and a brown 
measurement noise. The process chosen offers significant HNR improvement: 
the global percentage enhancement is 75.78% compared to the original ones. 

 

Fig. 3. HNR before (blue) and after (green) processing with oesophageal noise as state noise 
and brown noise as measurement noise 

5   Conclusions and Future Work 

As regards the first step, it can be concluded that HNR increases after we apply the 
GSM codec for oesophageal speech. The sensation of intelligibility is greater in 
oesophageal voices after having passed them through the coder. This is due to the fact 
that the GSM coder filters the oesophageal noise present in the voices, thus producing 
a greater final sensation. The second step is to deal with the coloured measurement 
noise, as well as trying to find which noise we should use. For this purpose we used 4 
noises, namely: pink, brown, white and oesophageal non-speech noise. The best 
results were obtained when applying oesophageal noise as state noise and brown 
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noise as measurement noise. The next step was to determine whether it is better to 
apply Kalman filtering before or after the GSM codec. We noticed that applying the 
coder after Kalman filtering not only decreases HNR but also “deteriorates” the 
oesophageal sequence. This means that oesophageal sequences may lose the smooth 
form they gain after applying the filter. The process chosen offers significant HNR 
improvement: global percentage enhancement is 75.78% compared to initial 
oesophageal sequences among the sequences tested. This has led us, however, to say 
that brown measurement noise and oesophageal state noise are the best choice. It is 
possible that the results of this project could have been further enhanced since we 
tried just three coloured noises among a vast range of possibilities. We could also 
have tried some different Kalman implementations. Another possibility is to use a 
voice activity detector so that we can estimate noise magnitude, for example,  and 
then perhaps obtain a better enhanced sequence. Moreover, we could extend this 
research work by working on different GPRS channels. Although working on the 
other AMR-NB channels would simply be a repetition of the same task 8 times, it 
would be a good chance to test different bite rate channels and thus learn more about 
oesophageal speech behaviour. 
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investigation. Special mention should also go to the Education, University and 
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Abstract. The detection of pulmonary nodules in CT images has been
extensively researched because it is a highly complicated and socially
interesting matter. The classical approach consists in the development
of a computer-aided diagnosis (CAD) system that indicates, in phases,
the presence or absence of nodules. A common phase of these systems
is the detection of regions of interest (ROIs), that may correspond to
nodules, in order to reduce the searching space. This paper evaluates
the use of various neural networks for the defuzzification of the output
of fuzzy clustering algorithms, in order to improve the detection of true
positives and the reduction of false positives. Also, they are compared to
the results from a support vector machine (SVM).

1 Introduction

The high complexity of the lung structure, with its large amount of branches,
and the difficulty in detecting among a great variety of lung diseases, have turned
the analysis of pulmonary images into one of the most studied areas of medical
image analysis.

Within this area, the lung carcinoma is particularly interesting, due to its
high incidence in modern society and its remarkably high mortality rate; early
detection remains essential and may in fact increase the survival rate in certain
cases up to 50% [1].

Even though the most commonly used image modality is low-cost thoracic
radiography, it has become more customary to use detailed definition images
obtained from high resolution CTs: these can be acquired in time intervals below
one respiration and reach resolutions below 1 mm.

The analysis and interpretation of these scans by radiologists is a difficult and
time-consuming task, due to the large amount of information provided and the
fact that nodules are hardly different from other non-pathological structures. To
overcome these difficulties, a wide variety of CAD systems has been developed
[2] [3]; our research group is developing a system of this kind.

Currently, our system focuses on the detection of ROIs. In previous works [4]
[5], we analysed several fuzzy clustering algorithms that provide good results for
the detection of ROIs in lung CTs, even though the number of false positives
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provided by those algorithms is not optimal. Traditionally, the output of the
algorithms is defuzzified by assigning the pixel to the cluster with the highest
membership value. Our objective is to analyse the use of different neural net-
works to improve defuzzification and to reduce false positives and increase true
positives, the inputs being the memberships calculated by the algorithms. Also,
we compare their results with those of an SVM.

2 Materials

For the purposes of our analysis, we used a training and testing set that consists
in several high-resolution CT lung images provided by the LIDC (Lung Image
Database Consortium) database [6]. The LIDC project was an initiative of the
NCI (National Cancer Institute) to create a reference repository of CT lung
images for the evaluation and implementation of CAD systems for the detection
of pulmonary nodules.

The repository provides a varied set of annotated lung images, especially low-
dose helical CT scans, in which each image has associated relevant data regarding
the presence or absence and the characteristics of any observed nodule(s). This
data is stored in an XML file that specifies the type and contour of the nodule
observed in the image.

The images are stored according to the DICOM standard in size 512x512,
with a pixel size that varies from 0.5 to 0.8 mm and a grayscale of 16 bits in
Hounsfiled Units (HU).

3 Fuzzy Algorithms Analysed

The detection task of the initial ROIs was carried out by three different fuzzy
clustering algorithms. We selected these algorithm types because they provide
the best results [4] and [5] with a similar dataset of CT images from LIDC.

3.1 SFCM (Spatial Fuzzy C-Means)

This algorithm [7] is a modified version of the standard FCM (Fuzzy C-Means):
it has increased robustness against noise and achieves more homogeneous regions
by using a spatial function.

During the first step, this algorithm obtains the initial memberships for each
pixel applying the traditional FCM algorithm, with omission of its iterative
process. The subsequent step calculates the spatial function value for each pixel
in the image with function hij =

∑
k∈NB(xj)

uik, where NB(xj) represents a
resizable square window, centered on each pixel xj under consideration.

The next step consists in calculating the spatial membership function with
the help of the previous information:

u′
ij =

up
ijh

q
ij∑C

k=1 up
kjh

q
kj

, (1)
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where p and q are control parameters for the importance of functions uij and
hij . Finally, the new centroids are obtained by the same FCM procedure:

cj =

∑N
i=1 u′m

ij xi∑N
i=1 u′m

ij

. (2)

The iteration process will stop when the maximal difference between two
centroids lies below a predetermined threshold. Otherwise, it will recalculate the
FCM in order to commence further iteration.

3.2 SKFCM (Spatial Kernelized Fuzzy C-Means)

This algorithm, proposed in [8], introduces a penalty factor with spatial neigh-
borhood information to the KFCM (Kernelized Fuzzy C-Means). The kernel
function allows us to transform the original low dimension space into a higher
space, where complex nonlinear problems can be treated more efficiently. The
present work only uses the Gaussian radial basis function kernel.

During the initialization of the algorithm, the number of clusters c, the ini-
tial class centroids v, the initial memberships u and the threshold ε must be
determined.

In the first step, the memberships factors are calculated with the function:

uik =

(
(1 −K(xk, vi)) + α

NR

∑
rεNk

(1− uir)m
) −1

(m−1)

∑c
j=1

(
(1−K(xk, vj)) + α

NR

∑
rεNk

(1− ujr)m
) −1

(m−1)

. (3)

Finally, the centroids are updated as follows:

vi =
∑n

k=1 um
ikK(xk, vi)xk∑n

k=1 um
ikK(xk, vi)

. (4)

As in the other algorithms, repeat these steps until condition maxi,k ‖ut
ik −

ut
ik‖ ≤ ε is satisfied, where epsilon is a determined threshold.

3.3 MKSFCM (Modified Kernelized Spatial Fuzzy C-Means)

This algorithm, proposed by Castro et Al. in [5], combines the algorithms SFCM
as introduced in Section 3.1 and the KFCM proposed in [9]. Its primary objective
is to combine the main advantages of both methods: homogeneity and robustness
against noise and outliers. This algorithm consists of the following steps:

1. Calculation of the membership function:

ujk =
(1/d2(xj , Vk))1/(q−1)∑C
j=1(1/d2(xj , Vk))1/(q−1)

, (5)

where d2(xj , Vk) = K(xj , xj) − 2K(xj , Vk) + K(Vk, Vk), q determines the
fuzziness of the clusters, C is the number of clusters, V are the centroids,
and K is the kernelized function.
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2. Introduce the spatial information as in the SFCM procedure, applying Eq.
1 to obtain the membership factors.

3. The new kernel matrix K(xj , V̂k) and K(V̂k, V̂k) is calculated as follows:

K(xj , V̂k) = φ(xj) · φ(V̂k) =
∑N

i=1(uik)qK(xi, xj)∑N
i=1(uik)q

. (6)

4 Neural Networks and SVM Analysed

Neural networks are widely applied in the field of pattern recognition and clas-
sification. Several network architectures can be applied to these fields, but we
have selected the approaches that are commonly used in medical imaging, such
as Backpropagation network and Radial basis network. [10]

The standard Support Vector Machines were designed specifically for binary
classification and regression estimation. However, they have also been extended
to multi-class problems. We selected the multi-class approach provided by We-
ston and Watkins [11] that tries to solve the problems in one single optimization.

4.1 Backpropagation Neural Network (BPNN)

This approach follows the architecture of the Feed-Forward networks, which
consists of a group of neurons arranged in multiple layers using unidirectional
connections, with weights, between nodes in the adjacent layers. It uses the
backpropagation supervised learning algorithm to dynamically alter the values
of weights and bias for each neuron in the network, so as to minimize the output
error.

In this analysis, we have selected a common three-layer structure with one
hidden layer, using the sigmoid and linear transfer functions in the hidden and
output nodes, respectively. The modification of the weights is carried out us-
ing different kinds of training algorithms in the categories of gradient descent,
conjugate gradient, and quasi-newton, which are derivations of the basic back-
propagation algorithm.

4.2 Radial Basis Function Neural Network (RBFNN)

The architecture of this network is composed by a three-layer feed-forward net-
work. The neurons of the hidden layer compute their output through a radial
basis function, i.e. the symmetric Gaussian function.

The RBFNN can be trained by different approaches, but this paper uses a
hybrid learning approach that can be divided into two stages, combining un-
supervised and supervised strategies. In the first step, the parameters of the
Gaussian function are obtained by using an unsupervised algorithm, i.e. a varia-
tion of the k-Means proposed in [12]. This allows us to reduce the computational
cost, which is very high for the original algorithm due to the use of a special,
tree-shaped data structure with additional data.

Finally, the output weight is calculated by a supervised method, i.e. the least
mean square.
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4.3 Multi-class SVM

This type of SVM was introduced by Weston and Watkins and proposes a method
to solve multi-class problems in a single optimization approach.

This approach constructs k two-class decision rules, where the mth function
wT

mφ(x) + bm separates training vectors of the m class from the other generated
vectors. These k decisions functions are obtained by solving a single optimization
problem.

The formulation of the optimization is as follows:

min

wij , bij , ξij 1
2

k∑
m=1

wT
mwm + C

l∑
i=1

∑
m �=yi

ξm
i wT

yiφ(xi)

+byi ≥ wT
mφ(xi) + bm + 2− ξm

i ,

ξij
t ≥ 0, i = 1, . . . , l, m ∈ {1, . . . , k} \yi , (7)

where the decision function is argmaxm=1,...,k(wT
mφ(x) + bm) .

5 Evaluation Metrics

For the purposes of this paper, we selected 23 preprocessed CT images that
contain a representation of the different types of lung nodules that might appear,
i.e initial phase, juxtapleural, isolated, etc., and that are acquired from different
thoracic zones.

We began by applying the fuzzy algorithms to the training set and using the
obtained memberships as input to the neural networks and SVM. This training
set is constructed according to the following steps:

1. Select a set of pixels from each cluster, proportional to the percentage of each
cluster in the segmented image. For example, if one cluster represents 20%
of a segmented image, select only 20% of pixels from this cluster. Thereby,
not only the training set is reduced in size, but the original characteristics
of the input space are maintained as well. We observed that better results
were obtained by separating the ROI marked as nodule into two sets: one set
with the true nodule pixels, another set with the remaining marked pixels,
representing the false positives. Note that the results of this analysis follow
this approach.

2. Obtain the membership factors for the previously selected pixels, using the
non-defuzzified output of the fuzzy algorithms. These factors for each pixel
are disposed as a row in the training set and represent one input for the
networks and SVM.

3. Repeat steps 1 and 2 for each image that serves as an input for the training
set.

The quality of the obtained results is quantified by means of true positives
(TP) and false positives (FP), because the mask images only have information
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about the nodule region, omitting the information referring to the other elements
of the CT image.

The results are represented in the form of charts and tables that summarize
the best results obtained with different selections of parameters. The main aim
is to observe the enhancement of ROI detection of the fuzzy algorithms and its
stability, when they are combined with the neural networks and SVM.

6 Results

Space limitations oblige us to present only the results obtained for the different
combinations of fuzzy algorithms with networks and SVM using their optimal
parameters, and to omit the results obtained with other selections of parameters.
In the case of network architecture, we varied the number of neurons of the
hidden layer in the [5, 60] range, and used 3 different training functions and
various weights initializations. For the case of SVM, we tested three kernel types,
varying their gamma parameter and regularization cost C in the [0.05, 2] and
[10, 600] ranges, respectively.

The results obtained by combining the SFCM algorithm with both networks
maintain the true positives rates of the fuzzy algorithms (Fig.1a), providing
values above 80% for most images, even though this percentage decreases by
25%-30% for Images 7 and 13. RBFNN presents slightly higher true positives
rates than BPNN, the greater oscillation being of 8% for Image 7. In terms of
false positives (Fig. 1b), the network approaches yield good results, achieving a
reduction above 10% for various images and showing an overall 3% decrease for
the rest, the BPNN obtaining the lowest rates.

In comparison with the SVM technique, these results are similar; the main
difference lies in the improvement of the true positives rate of Image 5 by 18%
and the slight general worsening of around 1% with regard to false positives.

In essence, the networks provide good results in maintaining the true positives
rates of the fuzzy segmentation and significantly reducing the false positive rates.

(a) True positives rates. (b) False positives rates.

Fig. 1. Rates for the SFCM and its combinations
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Tests for the SKFCM algorithm with its combinations (Fig.2a, Fig.2b) ob-
tained very different results for each network. We therefore analysed each net-
work combination separately. The BPNN approach reveals a misclassification
problem in several cases, e.g. Images 7 and 21, with success rates below 26%,
and Images 4 and 20, with false positives reaching 37% and 41%, respectively.
RBFNN obtains a high true positives ratio of up to 75% for most images, but
this result is nevertheless negative due to the increase in false positives rates
in some images and mainly by serious classification errors. Moreover, the SVM
combination shows a strong decrease in false positives rates, reaching 23% in the
case of Image 22, and 5%-15% for the remaining images. Nevertheless, as in the
BPNN case, the rate of true positives drops to 45% for several images.

(a) True positives rates. (b) False positives rates.

Fig. 2. Rates for the SKFCM and its combinations

Finally, Fig.3a and Fig.3b, indicate the results obtained by the MKSFCM al-
gorithm and its combinations. The BPNN combination shows a stable behaviour,
maintaining the success rate for most images in concordance with the fuzzy seg-
mentation, although there exist some noteworthy variations, such as a worsening
of 15% for Images 7 and 13 and an increase above 8% for Images 1,2, and 8. In
Fig.3b, the false positives rate decreases for most cases an average of 2%, except
for Images 2 and 8, where the rate of increase is the same. This fact is offset by
the improvement of the true positives rate for these images.

The RBFNN combination obtains a general decrease of the false positives rate
for all dataset, Fig.3b, but this result is not good because the success rate drops
by 30% for several cases (i.e 2,5,7,18), which reveals a classification problem,
since the pixels are assigned to another cluster.

The SVM technique, in combination with this algorithm, provides a similar
result than the BPNN with regard to true positives, since it maintains its rates
except for slight variations in some images. The false positives rate decreases for
the major part of the dataset in terms of a stable 2% without any remarkable
increase.
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(a) True positives rates. (b) False positives rates.

Fig. 3. Rates for the MKSFCM and its combinations

The BPNN and SVM combinations present a stable behaviour, obtaining good
rates in both true positives and false positives. Even so, the decrease of the false
positives rates is not too high, due mainly to the very good results obtained by
the MKSFCM algorithm in the initial segmentation of ROIs.

7 Conclusions

This paper has analysed the combination of various fuzzy clustering algorithms
and two types of network architectures, as well as an approach of the SVM
technique. Our main purpose was to achieve a good method to improve the
defuzzification phase of the fuzzy analysed algorithms in order to obtain better
segmentation of the ROIs, reducing the false positives rates without losing true
nodule pixels.

The combination of SFCM algorithms with networks obtains good results, re-
ducing the false positives rate for all images in a significant percentage, reaching
up to 10% and maintaining the true positives rate of the initial segmentation
for most images at over 80%. In comparison with the SVM approach, the results
are quite similar, but with a slight but irrelevant percentage of false positives by
the SVM.

The SKFCM combinations present variable results, all with classification
problems. It should be noted that even though the RBFNN combination ob-
tains good values for both rates, it has serious problems with the classification
of some images that may affect the subsequent stages of CAD implementation,
nullifying our goals. These combinations do not provide good results in data
sets with high variability, principally due to the difficulty in differentiating the
nodules from the other lung structures.

In the case of combinations with the MKSFCM algorithm, the BPNN and
SVM approaches obtain the better results, preserving the true positives rate of
the initial segmentation in most images and even increasing it for some. More-
over, both methods provide a general reduction of the false positives rate of 2%,
remaining below 15% for the major part of the dataset.
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Therefore, and according to this analysis, the SFCM combinations with net-
works and SVM and those with MKSFCM, with the exception of RBFNN, obtain
valuable improvements in the defuzzification phase, that in our opinion can be
incorporated into the nodule detection CAD system.
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Abstract. The Topological Active Volumes is an active model focused
on 3D segmentation tasks. It provides information about the surfaces and
the inside of the detected objects in the scene. The segmentation pro-
cess turns into a minimization task of the energy functions which control
the model deformation. We used Differential Evolution as an alterna-
tive evolutionary method that minimizes the decisions of the designer
with respect to other evolutionary methods such as genetic algorithms.
Moreover, we hybridized Differential Evolution with a greedy search to
integrate the advantages of global and local searches at the same time
that the segmentation speed is improved. Moreover, we included in the
local search the possibility of topological changes to perform a better
adjustment in complex surfaces.

Keywords: Deformable contours, Genetic algorithms, Differential evo-
lution, Image segmentation.

1 Introduction and Previous Work

The active nets model [1] was proposed as a variant of the deformable models
[2] that integrates features of region–based and boundary–based segmentation
techniques. To this end, active nets distinguish two kinds of nodes: internal
nodes, related to the region–based information, and external nodes, related to
the boundary–based information. The former model the inner topology of the
objects whereas the latter fit the edges of the objects.

The Topological Active Net model and its extension to 3D, that is, the Topo-
logical Active Volume (TAV) model [3], were developed as an extension of the
original active net model. The model deformation is controlled by energy func-
tions in such a way that the mesh energy has a minimum when the model is
over the objects of the scene. The TAV model is an active model focused on
segmentation tasks that makes use of a volumetric distribution of the nodes.
It integrates information of edges and regions in the adjustment process and
allows to obtain topological information inside the objects found. This way, the
model, not only detects surfaces as any other active contour model, but also
segments the inside of the objects. The model has a dynamic behavior by means
of topological changes in its structure, that enables accurate adjustments and
the detection of several objects in the scene.

J. Cabestany, I. Rojas, and G. Joya (Eds.): IWANN 2011, Part I, LNCS 6691, pp. 282–290, 2011.
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There is very little work in the optimization of active models with genetic
algorithms (GA), mainly in edge or surface extraction [4,5] in 2D tasks. For
instance, in [4] the author developed the “genetic snakes”, this is, snakes that
minimize their energy by means of genetic algorithms. In [6] the authors proved
the superiority of a global search method by means of a GA in the optimization
of the Topological Active Nets model in 2D images. The results showed that the
GA is less sensitive to noise than the usual greedy optimizations and does not
depend on the parameter set or the mesh size.

Regarding 3D images, the author in [7] used 3D “active cubes” to segment
medical images, where the automatic net division was a key issue. Since the
greedy energy-minimization algorithm proposed was sensitive to noise, an im-
proved greedy algorithm inspired by a simulated annealing procedure was also
incorporated. To our knowledge, there are not works using evolutionary algo-
rithms for the optimization of 3D deformable models, except our previous work
[8], where we extended the GA with new defined operators for the segmentation
process using TAV structures. The genetic approach overcame some drawbacks,
basically in images with different types of noise, with regard to the work pro-
posed in [3].

In this paper, we used Differential Evolution (DE) [9][10] as an alternative
evolutionary method. Moreover, we hybridized DE with a greedy method, so we
can join the advantages of the global and local search methods. This paper is
organized as follows: Section 2 introduces the basis of the TAV model. Section 3
briefly explains the DE used in the model optimization. In Section 4 representa-
tive examples are included to show the capabilities of the different approaches.
Finally, Section 5 expounds the conclusions.

2 Brief Description of Topological Active Nets

A Topological Active Volume (TAV) is a discrete implementation of an elastic
n−dimensional mesh with interrelated nodes [3]. The model has two kinds of
nodes, internal and external, which represents different object features: the ex-
ternal nodes fit the edges whereas the internal nodes model the internal topology.

As in other deformable models, the state of the model is governed by an
energy function, composed of internal and external energy terms. The internal
energy controls the shape and the structure of the net whereas the external one
represents the external forces which govern the adjustment process. The energies
are composed of several terms and in all the cases the aim is their minimization.
Internal energy terms. The internal energy depends on first and second order
derivatives which control the contraction and bending of the mesh, respectively:

Eint(v(r, s, t)) = α(|vr(r, s, t)|2 + |vs(r, s, t)|2 + |vt(r, s, t)|2) +
β(|vrr(r, s, t)|2 + |vss(r, s, t)|2 + |vtt(r, s, t)|2)+
2γ(|vrs(r, s, t)|2 + |vrt(r, s, t)|2 + |vst(r, s, t)|2)

(1)

where the subscripts represents partial derivatives and α, β and γ are coefficients
controlling the first and second order smoothness of the net.
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External energy terms. The external energy represents the features of the
scene that guide the adjustment process:

Eext(v(r, s, t)) = ωf [I(v(r, s, t))] + ρ
ℵ(r,s,t)

∑
n∈ℵ(r,s,t)

1
||v(r,s,t)−v(n)|| f [I(v(n))] (2)

where ω and ρ are weights, I(v(r, s, t)) is the intensity value of the original image
in the position v(r, s, t), ℵ(r, s, t) is the neighborhood of the node (r, s, t) and f is
a function of the image intensity, which is different for both types of nodes. If the
objects to detect are bright and the background is dark, the energy of an internal
node will be minimum when it is on a position with a high grey level. Also, the
energy of an external node will be minimum when it is on a discontinuity and
on a dark point outside the object. So, the function f is defined as:

f [I(v(r, s, t))] =

⎧⎪⎨
⎪⎩

IOi(v(r, s, t)) + τIODi(v(r, s, t)) internal nodes
IOe(v(r, s, t)) + τIODe(v(r, s, t))
+ ξ(Gmax − G(v(r, s, t)))
+ δGD(v(r, s, t)) external nodes

(3)

where τ , ξ and δ are weights, Gmax and G(v(r, s, t)) are the maximum gradient
of the image and the gradient of the input image in node position v(r, s, t), IO
is a term we called “In-Out” and IOD a term called “distance In-Out”, and
GD(v(r, s, t)) is a gradient distance term. The IO terms minimize the energy
of those individuals with the external nodes in background intensity values and
the internal nodes in object intensity values meanwhile the terms IOD act as
a gradient: for the internal nodes (IODi) its value minimizes towards brighter
values of the image, whereas for the external nodes its value (IODe) is minimized
towards low values (the background).

The optimizations with a greedy algorithm [3] and with a genetic algorithm
[8] consider a global energy as the sum of the different terms, weighted with
the exposed parameters. The adjustment process consists in minimizing these
energy functions. In the case of the greedy algorithm, the mesh is placed over
the whole image and, in each step, the energy of each node is computed in its
current position and in its nearest neighborhood. The position with the lowest
energy value is selected as the new position of the node. The algorithm stops
when there is no node in the mesh that can move to a position with lower energy.

3 Differential Evolution

Differential Evolution (DE) [9][10] is a population-based search method. DE cre-
ates new candidate solutions by combining existing ones according to a simple
formulae of vector crossover and mutation, and then keeping whichever candi-
date solution has the best score or fitness on the optimization problem at hand.
The central idea of the algorithm is the use of difference vectors for generat-
ing perturbations in a population of vectors. This algorithm is specially suited
for optimization problems where possible solutions are defined by a real-valued
vector. The basic DE algorithm is summarized in the pseudo-code of Figure 1.

One of the reasons why Differential Evolution is an interesting method in
many optimization or search problems is the reduced number of parameters that
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1. Initialize all individuals x with random positions in the space.

2. Until a termination criterion is met, repeat the following:

For each individual x in the population do:

2.1 Pick three random individuals x1,x2,x3 from the population

they must be distinct from each other and from individual x.
2.2 Pick a random index Rε1, ..., n, where the highest possible

value n is the dimensionality of the problem to be optimized.

2.3 Compute the individual’s potentially new position

y = [y1, ..., yn] by iterating over each iε1, ..., n as follows:

2.3.1 Pick riεU(0, 1) uniformly from the open range (0,1).

2.3.2 If (i = R) or (ri < CR) let yi = x1 + F (x2 − x3),
otherwise let yi = xi.

2.4 If (f(y) < f(x)) then replace the individual x in the

population with the improved candidate solution, that is,

set x = y in the population.

3. Pick the agent from the population that has the lowest fitness and

return it as the best found candidate solution.

Fig. 1. Differential Evolution Algorithm

are needed to define its implementation. The parameters are F or differential
weight and CR or crossover probability. The weight factor F (usually in [0, 2])
is applied over the vector resulting from the difference between pairs of vectors
(x2 and x3). CR is the probability of crossing over a given vector (individual) of
the population (x) and the candidate vector y. Finally, the index R guarantees
that at least one of the parameters (genes) will be changed in such generation
of the candidate solution.

As Feoktistov [11] indicates, the fundamental idea of the algorithm is to adapt
the step length (F (x2 − x3)) intrinsically along the evolutionary process. At the
beginning of generations the step length is large, because individuals are far
away from each other. As the evolution goes on, the population converges and
the step length becomes smaller and smaller.

In our application each individual encodes a TAV. The genotypes code the
Cartesian coordinates of the TAV nodes. If a component of a mutant vector
(candidate solution) goes off its limits, then the component is set to the bound
limit. In this application it means that, in order to avoid crossings in the net
structure, each node coordinate cannot overcome the limits established by its
neighbors.

Moreover, the usual implementation of DE chooses the base vector x1 ran-
domly or as the individual with the best fitness found up to the moment (xbest).
To avoid the high selective pressure of the latter, the usual strategy is to in-
terchange the two possibilities across generations. Instead of this, we used a
tournament to pick the vector x1, which allows us to easily establish the selec-
tive pressure by means of the tournament size.
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4 Results

We selected representative artificial and real CT images to show the capabilities
and advantages of the DE approach and its hybridization with a greedy local
search. All the processes used a population of 1000 individuals. The tournament
size to select the base individual x1 in the DE runs was 3% of the population.

We used a fixed value for the CR parameter (1.0) whereas we used a maximum
value of 0.6 for the F parameter. In the different applications of the equation
which determines a candidate solution (step 2.3.2 in Figure 1), we used a random
value for F between 0.2 and such maximum value (for each node), parameters
that were experimentally tuned to provide the best results in most of the images.
This allows that each node can move its position in a different intensity, although
in the direction imposed by the difference vector (x2−x3), which facilitates that
each node can independently fall in its best location, as the object boundaries
in the case of the external nodes. This strategy provided us with the best results
in all the images.

First, we performed a comparison with a GA. Figure 2 compares the evolution
of the energy (fitness) of the best individual and the average energy of the
population over the generations, using DE, a GA with only one evolutionary
phase and a GA with two phases. The two phases are: a first one, whose aim is
to produce a population of individuals that cover the object in the image, and a
second one, with a different set of energy parameters, to refine the adjustment, as
detailed in [8]. So, the first phase provides a rough boundary detection meanwhile
the second phase provides a better boundary segmentation and distribution of
nodes. In this last case, the graph shows only the evolution of the second phase,
from generation 200, as the energy of the first phase is not comparable because
of the different energy parameters. Moreover, these fitness evolutions were the
result of an average of 20 different evolutionary processes with different initial
populations. This comparison was made testing the different approaches in the
object of Figure 3, using the same energy parameter set in all cases.

Fig. 2. Best individual fitness (energy) and average fitness of
the population with the different evolutionary processes. The
curves are an average of 20 different runs with different initial
populations.

As it can be
seen, the conver-
gence of the GA
process with one
phase (dashed lines)
is the worst. This
is because this strat-
egy requires large
initial individuals
that cover the ob-
ject to segment,
and this large nets
have to be pro-
gressively approxi-
mated to the boundary of the object. This is solved with the definition of the
two different evolutionary phases in the GA process with different tasks (dotted
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lines) but these phases require different tuned energy parameters. However, with
the DE process, with only one phase and initial large individuals we obtain a
significant faster convergence (solid lines).

In Figure 3 the best individual at different generations is shown with all the
mentioned processes. We can see the best individual in intermediate generations
(50 and 200, 1st and 2nd columns) and the final result (3rd column) in generations
500 (DE) and 1000 (GA versions). The small inset shows a 2D slice of the 3D
object. The GA with only one phase and large initial individuals (2nd row) moves
slowly the external nodes to the object boundary (basically through mutations
in individual nodes), situation that is overcome with the GA with 2 phases (1st

row). In this case, the first phase is focused in surrounding the contour of the
object so we obtain the external nodes well placed in less generations. However,
the DE approach, with only one phase and large initial individuals, thanks to
the way that it produces new individuals (a simultaneous perturbation in the
location of all the nodes) can quickly obtain a population surrounding the object,
producing a faster correct segmentation with a correct distribution of nodes.

4.1 Hybridization of Differential Evolution and Greedy Search

Fig. 3. Best individual across generations in dif-
ferent evolutionary processes. Inset: slice of the
original image. 1st row, classic GA process, two
evolutionary phases. 2nd row, classic GA process,
one evolutionary phase. 3rdrow, differential evo-
lution process.

We combined DE with the
greedy local search with two
aims: to integrate the ad-
vantages of global and local
searches, and to obtain faster
segmentations. A number of
greedy steps was applied in all
the genotypes of the popula-
tion used by the DE process. A
greedy step implies the applica-
tion of the greedy movements
in all the nodes of the codified
TAV. The number of steps was
a small number (randomly be-
tween 0 and 4) to minimize the
falling in local minima. More-
over, the greedy algorithm was
applied only in particular gen-
erations of the DE process.

Figure 4, upper graph, shows
different evolutions of the best
individual over the generations
using different configurations of
the hybrid approach and com-
pared with the DE and the greedy approach. In this case, the greedy steps
were applied to the individuals each 10 generations. The graphs of fitness evolu-
tion are an average of 20 evolutionary runs of the corresponding algorithm with
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(a) (b) (c) (d)

Fig. 4. Upper graph, best individual evolution comparing the DE approach with differ-
ent hybrid approaches and the greedy method. Bottom part, (a) CT slice of the object,
(b) final result with the greedy method, (c) final result with DE, (d) final result with
hybridized DE, greedy steps between 0 and 4.

different initial populations. As the graphic shows, the more greedy steps are
used, the faster the energy minimization is, but the higher is the predominance
of the greedy minimization with respect to the DE minimization. So, we can use
a hybrid combination that uses a relative small number of greedy steps to speed
up the process without penalizing the robustness of the DE methodology.

(a) (b) (c)

Fig. 5. Best final results obtained using the hy-
bridized DE. (a) Original image. (b) Final results
without topological changes. (c) Final results with
topological changes.

The example corresponds to
a 3D image of a humerus
composed by CT slices, where
the nodes have to overcome
the flesh surrounding the bone.
The greedy approach provided
a poor segmentation with all
nodes stuck in the flesh contour
(Figure 4(b)). Meanwhile, the
hybrid approach (with greedy
steps between 0 and 4 in this
case) was able to overcome
these difficulties (Figure 4(d))
obtaining even a better segmen-
tation than a single DE (Figure
4(c)). The greedy method also
helps to obtain a more homo-
geneous internodal distribution
and even to find a better adjustment with the external nodes with respect to a
single DE method. This can be seen in Figure 4, upper part, where the hybrid
combinations reached a lower energy value.
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Regarding computing times, in an Intel Core 2 at 2.83 GHz, the evolution
of the DE approach across the 600 generations (1000 individuals used in this
example) required an average of 95 minutes, whereas the hybrid combination
(steps between 0 and 4) required an average time of 8 minutes to obtain the
same fitness as the best value of the DE alternative (in generation 50).

Finally, we included the possibility of topological changes provided by the
greedy method, as proposed and detailed in [3]. Thus, the 3D mesh presents the
possibility of a better adjustment to complex objects with holes or concavities.
Figure 5 shows different representative segmentation examples with objects that
require topological changes. In this case we used the depicted hybrid method,
applying again a random greedy number of steps between 0 and 4 to all the
individuals each 10 generations. In both cases, we present the final result with the
hybrid method, including topological changes (Figure 5(c)) or not (Figure 5(b)).
As it can be seen, the region with a hole can be detected, but with topological
changes it can be also segmented.

5 Conclusions

In this paper, it was proposed a new evolutionary methodology for the opti-
mization of the TAV model. The implemented DE approach introduced some
important advantages with respect to the classic GA algorithm. In particular,
the previous set of genetic operators was substituted by a single one, which im-
plied more simplicity in order to minimize the decisions that have to be made
by the designer. The alternative GA method required different phases that were
integrated by a single one using DE. The proposed method also provided a faster
convergence and better results, as it was shown in the graphics. Moreover, it was
developed a hybrid combination of the DE with the greedy local search, integrat-
ing the advantages of both strategies: the global search overcame the possible
presence of noise in the image whereas the greedy search helped to speed up
the segmentation, which also introduced the possibility of topological changes
to perform better adjustments and segmentations in complex surfaces.

Acknowledgments. This paper was funded by the Ministry of Science and In-
novation of Spain (project TIN2007-64330) and by the Conselleŕıa de Industria,
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5. Séguier, R., Cladel, N.: Genetic snakes: Application on lipreading. In: International
Conference on Artificial Neural Networks and Genetic Algorithms (2003)
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Abstract. We aim at determining the optimal configuration of photonic crystal 
structures capable of carrying out a certain optical task. An exhaustive search 
would require a high computational cost, in this work we show how genetic 
algorithms can be applied to reliably find an optimal topology of three-
dimensional photonic crystals. The fitness, representing the performance of 
each potential configuration, is calculated by means of finite element analysis. 
Different experiments are presented in order to illustrate the potential of this 3D 
design approach. 

1   Introduction 

Photonic Crystals (PCs) [8], [14] are periodic dielectric structures that have a band 
gap that forbids the propagation of a certain frequency range of light. In much the 
same way that the atomic lattice of a semiconductor establishes an electronic bandgap 
between conduction and valence bands, a periodic distribution of materials of 
disparate optical properties can create a photonic bandgap [12]. 

The distribution of those scattering elements allows for the design of PCs with 
different photonic band gaps. Dielectric structures act as scattering elements which 
prevent light propagation in a specific frequencies band, what marks its importance. 
To prevent the propagation of light, the periodicity of dielectric structures has to be, at 
least, a half of the wavelength of light. This property enables to control light more 
effortlessly, producing effects that are impossible to achieve with conventional optics, 
as for instance waveguides that permits 90 degree bends with a 100% rate of 
transmission. 

By varying certain parameters of the photonic crystals, such as its geometry or the 
relative sizes of scattering elements, the reflective properties of PCs can be altered. 
The idea of controlling light by means of photonic crystals has led to many proposals 
for the creation of novel devices [3], [7], [9], including different types of focusing 
elements [1], [5].  
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There exist three types of photonic crystals depending on whether the dielectric 
spatial distribution is in one (one-dimensional photonic crystals), two (two-
dimensional photonic crystals) or three (three-dimensional photonic crystals) 
directions.  

A one-dimensional photonic crystal is made of slabs with alternating dielectric 
constants, as shown in Fig. 1 (1D). It is the simplest possible structure and its 
distribution has to be perpendicular to the direction of propagation of light. This type 
of photonic crystal can act, for example, as a Bragg mirror [7]. 

 

Fig. 1. Examples of one- (1D), two- (2D), and three-dimensional (3D) photonic crystals. The 
main feature of a photonic crystal is the periodicity of dielectric materials along different axes.  

When the dielectric function varies along two of its axes and homogeneously along 
the third direction, the result is a two-dimensional photonic crystal. The most 
common distribution of this type of material consists of a square lattice of infinite 
dielectric columns on a XY plane, as shown in Fig. 1 (2D). Unlike the first, two-
dimensional photonic crystals can prevent light from propagating in any direction 
within the plane. Among its usual applications excels their use in photonic-crystal 
fibers.  

The last type of photonic structure is the three-dimensional photonic crystal [13]. It 
is usually presented as spheres (Fig. 1 (3D)) separated periodically along three 
directions, which can also be distributed by a woodpile. Practical realizations of these 
devices should be fast, simple and accurate as well as meet certain requirements such 
as low price and good performance. Thus previous computer-based simulations 
become crucial in order to measure the suitability of 3D PCs’ design before 
fabrication. 

We consider how to determine the optimal configuration of 3D PC structures 
capable of carrying out a specific optical task. From an initial configuration formed 
by a certain number of scattering elements, the goal is to find the optimal number and 
position of these scattering elements which provides maximum performance.  

Since direct solvers involve a very significant time-consuming direct search in a 
large parameter space, several inverse design techniques have been devised, among 
which Genetic Algorithms (GAs) have been successfully applied to 2D PCs [4]. 

In this work we extent this 2D approach to the design of 3D PC structures, in 
particular the proposed methodology is illustrated for 3D PC lenses whose specific 
task consists in focusing light at a prefixed spot, named focal point.  
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For 3D PC structures the determination of the performance involves more complex 
and time-consuming calculations of the electric and magnetic fields than 2D PCs. 
There exist different numerical methods to calculate the performance of PC structures 
such as MST (Multiple Scattering Theory) [6], [11], FDTD (Finite Difference Time 
Domain) [5], [10], [12], [15] or FEM (Finite Elements Method) [2], which has been 
chosen in this work to calculate electromagnetic fields. 

The remainder of the paper is organized as follows. Section 2 describes the 
particular GAs implementation, showing the encoding of the 3D PC lenses and the 
different genetic operators applied in this work. Section 3 shows two different 
simulations in order to illustrate the application of the whole methodology. Finally, 
conclusions and future work are presented in section 4. 

2   Genetic Algorithms 

GAs are meta-heuristic methods based on biological principles to find the optimal 
solution. This method starts with an initial set of random solutions called population 
and applies genetic operators such as mutation and crossover to evolve these potential 
solutions to find the best one. To evaluate each individual a fitness function is used.  

The fitness function of a PC lens is defined as the capacity to guide the light bundle 
to a set point (focus). In this work is calculated by means of FEM (Fig. 2). This 
simulation method divides the problem into smaller parts, known as finite elements. 
From the finite elements a system of linear equations is solved and, finally, smoothing 
conditions and partial derivatives are applied to obtain the final solution. This solution 
is the value of the electric and the magnetic fields of a complete photonic crystal 
structure. 

Consequently, we define the problem as the intensity of the magnetic field at a 
specific focal point must be maximized, but the optimal arrangement of scattering 
elements which can do this, is not known. The goal is to find the optimal topology 
that will produce that specific magnetic field objective.  

 

 

Fig. 2. (a) 3D PC Model formed by 12 scattering elements. (b) Finite Element Mesh.  
(c) Magnetic field norm determined by FEM, representing the fitness function of the problem.  

 

(a) (b) (c) 
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2.1   Encoding 

The photonic crystal model considered is a slab with square lattice of cylindrical holes 
which act as scattering elements. The tunable parameter in the problem is defined as 
the presence or absence of each cylindrical hole.  

Fig. 3a shows the XY plane of a PC model. The scattering elements are distributed 
symmetrically (Fig. 3b) and perpendicularly to the direction of wave propagation. For 
this reason, the search space is restricted to symmetrical configurations, this 
effectively reduces the problem size by 50%, i.e. the distribution of half of the 
cylinders is considered and the search space is composed of all the lenses formed by 
combinations of the N/2 scattering elements. Then the search space size is reduced 
from 2N to 2N/2  (Fig. 3c). 

 
(a)  (b) 

 

(c)  

 

(d) Binary encoding 
11000 01110 00000 

Fig. 3. Encoding example of a photonic crystal evolved from an initial configuration of 10x3 
scattering elements. (a) PC configuration showing the position of the 10 scattering elements 
which form the evolved model. (b) Distribution of these scattering elements, showing the 
original position of each scattering element, in blue the presence of a cylinder and in white the 
absence of a scattering element. (c) Arrangement of half of the cylinders considered in the 
optimization problem due to the symmetrical property of these structures. (d) Binary string that 
encodes this PC model. 

A binary string is used to encode the photonic crystal according to the symmetrical 
distribution of its scattering elements (Fig. 3d). Digits 1s of this string represent the 
existence of cylindrical air holes and digits 0s represent the absence of these 
scattering elements. 

2.2   Selection, Recombination and Mutation 

The lenses will be selected by applying the roulette method, which is based on 
assigning a probability value to every candidate solution. In our case, this selection 
will depend of the accumulated relative intensity of the magnetic field norm. Two 
individuals are chosen randomly based on these probabilities to produce an offspring. 
The PCs with higher fitness will have more probability to be selected than PCs with 
lower fitness.  

The offspring, named crossing solution, is generated by a recombination operator 
applying a random binary string, where digits 1s indicate that genes from first parent 
must be taken and digits 0s that genes from second parent must be used (Fig. 4a). 
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Fig. 4. Application of recombination and mutation operators. (a) The first step is a genetic 
recombination of two selected parents to obtain a crossing solution, then (b) this solution will 
mutate to a final child. 

In order to guarantee diversity and to avoid reaching a local maximum, a mutation 
operator is used. Mutation prevents inbreeding and it is based on a probability, which 
depends on the nature of the problem. If the problem is discrete, a high mutation 
probability will help us to find the optimal solution, but if the problem is continuous, 
as in our case, we will need a low mutation probability because small changes in the 
topology of cylinders might yield better performance. 

Based on the mutation probability a random binary string is generated (Fig. 4b). 
Digits 1s represent the genes that will mutate and digits 0s represent the genes that 
will not change. All individuals in the subset may mutate or not, and the output of this 
stage is an individual child. 

As many children as the size of the subset must be generated, their performance is 
calculated and then the best individuals from the parents and the children will be 
selected to form the new generation of candidate solutions. 

The iterative execution of these genetic operators leads the PC’s topologies 
increasingly towards the optimum. This process is continued until there is no 
improvement of the best fitness value after a certain number of iterations.  

3   Experimental Results 

The first experiment is the design of a 3D photonic crystal consisting of three layers, 
which dimensions are x = 3.4E-6m, y = 2.3808E-6m and z = 1.0E-6m. The dielectric 
component is a Gallium Arsenide (GaAs) slab surrounded by air.  

The thickness of GaAs slab is 1.5E-7m with a 6x3 square lattice of cylindrical air 
holes with a lattice constant of 3.968E-7m. The radius of these cavities is 8.2E-8m.  
The source is a sinusoidal plane wave of 327.64 THz, which is propagated along the 
x-axis. The goal of the optimization process involves maximizing intensity at prefixed 
focal point, (xf, yf, zf) = (0, 0, 0).  

Due to the symmetry of the structure, the search space size is formed by 2N/2 = 29 
possible PCs configurations. The population of GAs is composed of 25 individuals 
and each individual takes around ten minutes to be calculated in an Intel Xenon with 8 
cores and 16GB RAM. The crossing probability is 50% and the mutation probability 
is 10%. This process continues until there is no improvement of the best fitness value 
after 4 iterations or when a maximum number of generations, set to 100, is reached. 

Child 

(b) Mutation String 
0 1 0 1 0 1 0 0 0 0 1 0 

(a) Crossing
Solution

Cross String 
1 1 1 0 1 0 1 0 1 0 0 1 

Parent 2 Parent 1 
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Fig. 5a shows magnetic field norm intensity profiles along the x-axis from the best 
individuals of certain generations and Fig. 5b shows the position in the model of this 
profile. In each generation intensity at the focal point (x=0) is increasing, and the 
process converges after fourth generation. The best individual of the last generation is 
the optimal solution.  

 
  

Fig. 5. (a) Magnetic field norm profiles along x-axis of the best individuals in generations 0, 2 
and 4 when considering an initial lens configuration of 6x3 cylindrical holes. (b) Black line 
over the PC model showing the line profile of the magnetic field norm along the x-axis that has 
been taken to compare the performance of the best PC lens after three different generations. 

Fig 6 represents the optimal solution, which is formed by 4 cylindrical holes, and 
the corresponding magnetic field norm. The intensity value achieved at the focal point 
is 0.0193 A/m. 

(a) (b) 
  

Fig. 6. (a) Optimal solution formed by 2 pairs of cylinders (the non-optimized arrangement is 
formed by 6x3 cylindrical holes). (b) 2D Magnetic field norm 

Second experiment involves the design of a lens formed by 10x3 cylindrical holes in 
the slab of GaAs. The dimensions of this model are x=3.4E-6m, y= 3.9680E-6m and 
z=1.0E-6m. Slab thickness, cylinders radius, lattice spacing, source, focal distance and 
probabilities of crossing and mutation are the same as previous experiment. 

(a) (b) 
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Fig. 7a shows the evolution on performance for the best individuals of generations 
0, 4 and 9 and Fig. 7b shows a schema of one profile. After 9 generations the process 
converges towards an intensity value of 0.0306 A/m. Fig. 8 shows the optimal 
arrangement of scattering elements, formed by 10 cylindrical holes over a map of the 
intensity of the magnetic field norm. 

     

Fig. 7. (a) Magnetic field norm profiles along x-axis of the best individuals of generations 0, 4 
and 9 when considering an initial lens configuration of 10x3 cylindrical holes. (b) Black line 
over the PC model showing the line profile along the x-axis that has been taken to compare the 
performance of the best PC lens after three different generations. 

Second model takes more time in the convergence process since a more complex 
model has been considered in this experiment, therefore the search space size and the 
fitness computation time have been increased, but better results have been obtained in 
terms of performance. 

 

Fig. 8. (a) Optimal PC lens formed by 7 pairs of scattering elements. (b) Magnetic field 
intensity map. Maximum intensity is achieved at focus with a value of 0.0306 A/m. 

4   Conclusions and Future Works 

We have presented a methodology based on inverse design to model three-
dimensional photonic crystal structures. GAs have been applied in order to find the 

(a) (b) 

(a) (b) 
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optimal configuration and performance is evaluated by FEM. This methodology has 
been implemented for the design of two three-dimensional PC lenses with different 
complexity. More complex lenses are more efficient but the computation time to 
converge is higher. 

Now we are addressing the goal of adding other tunable parameters to the 
optimization process, namely, taking into account different values of radius and 
relative position of the cylindrical holes.  

Future work will be addressed to parallelize this method and execute it in the 
cluster of the University of Cádiz to reduce computing time. Other numerical methods 
to calculate electric and magnetic fields are also being studied. 
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Abstract. Biomedical signals are in general non-linear and non-stationary.
Empirical Mode Decomposition in conjunction with Hilbert-Huang Transform
provides a fully adaptive and data-driven technique to extract Intrinsic Mode
Functions (IMFs). The latter represent a complete set of orthogonal basis
functions to represent non-linear and non-stationary time series. Large scale
biomedical time series necessitate an on-line analysis which is presented in this
contribution. It shortly reviews the technique of EMD and related algorithms,
discusses the newly proposed slidingEMD algorithm and presents some applica-
tions to biomedical time series from neuromonitoring.

1 Introduction

Recently an empirical nonlinear analysis tool for complex, non-stationary time series has
been pioneered by N. E. Huang et al. [2]. It is commonly referred to as Empirical Mode
Decomposition (EMD) and if combined with Hilbert spectral analysis it is called Hilbert
- Huang Transform (HHT). It adaptively and locally decomposes any non-stationary
time series in a sum of Intrinsic Mode Functions (IMF) which represent zero-mean am-
plitude and frequency modulated oscillatory components. The EMD represents a fully
data-driven, unsupervised signal decomposition technique and does not need any a pri-
ori defined basis system. The empirical nature of EMD offers the advantage over other
empirical signal decomposition techniques like empirical matrix factorization (EMF) of
not being constrained by conditions which often only apply approximately. Especially
with biomedical signals one often has only a rough idea about the underlying modes
and mostly their number is unknown. Furthermore, large scale biomedical time series
recorded over days necessitate an on-line analysis while EMD can analyze data only
globally so far. This contribution will review the technique of empirical mode decom-
position and its recent extensions, propose an on-line EMD variant called slidingEMD
and discuss some biomedical applications related to neuromonitoring.

J. Cabestany, I. Rojas, and G. Joya (Eds.): IWANN 2011, Part I, LNCS 6691, pp. 299–306, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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2 Empirical Mode Decomposition

The EMD method was developed from the assumption that any non-stationary and non-
linear time series consists of different simple intrinsic modes of oscillation. The essence
of the method is to empirically identify these intrinsic oscillatory modes by their char-
acteristic time scales in the data, and then decompose the data accordingly. Through a
process called sifting, most of the riding waves, i.e. oscillations with no zero crossing
between extrema, can be eliminated. The EMD algorithm thus considers signal oscil-
lations at a very local level and separates the data into locally non-overlapping time
scale components. It breaks down a signal x(t) into its component IMFs obeying two
properties:

1. An IMF has only one extremum between zero crossings, i.e. the number of local
minima and maxima differs at most by one.

2. An IMF has a mean value of zero.

Note that the second condition implies that an IMF is stationary which simplifies its
analysis. But an IMF may have amplitude modulation and also changing frequency.

The Standard EMD Algorithm. The sifting process can be summarized in the fol-
lowing algorithm. Decompose a data set x(t) into IMFs xn(t) and a residuum r(t) such
that the signal can be represented as

x(t) =
∑

n

xn(t) + r(t) (1)

Note that a residuum is a non-oscillatory signal which does not fulfill the conditions
for an IMF. Sifting then means the following steps:

– Step 0: Initialize: n := 1, r0(t) = x(t)
– Step 1: Extract the n-th IMF as follows:

a) Set h0(t) := rn−1(t) and k := 1
b) Identify all local maxima and minima of hk−1(t)
c) Construct, by cubic splines interpolation, for hk−1(t) the envelope Uk−1(t)

defined by the maxima and the envelope Lk−1(t)(t) defined by the minima
d) Determine the mean mk−1(t) = 1

2 (Uk−1(t)− Lk−1(t)) of both envelopes
of hk−1(t). This running mean is called the low frequency local trend. The
corresponding high-frequency local detail is determined via a process called
sifting.

e) Form the (k)− th component hk(t) := hk−1(t)−mk−1(t)
1) if hk(t) is not in accord with all IMF criteria as given above, increase

k → k + 1 and repeat the Sifting process starting at step [b]
2) if hk(t) satisfies the IMF criteria then set xn(t) := hk(t) and rn(t) :=

rn−1(t)− xn(t)
– Step 3: If rn(t) represents a residuum, stop the sifting process; if not, increase

n→ n + 1 and start at step 1 again.
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The sifting process separates the non-stationary time series data into locally non-
overlapping intrinsic mode functions (IMFs) which are locally orthogonal. Global or-
thogonality is not guaranteed as neighboring IMFs might have identical frequencies at
different time points (typically in < 1% of the cases). After having extracted all IMFs,
they can be analyzed further by applying the Hilbert transform or processing them in
any other suitable way [3], [4].

3 Sliding EMD

The application of EMD to biomedical time series is limited by the size of the work-
ing memory of the computer. Hence in practical applications only relatively short time
series can be studied. However, many practical situations like continuous patient neu-
romonitoring ask for an on-line processing of the recorded data. Recently, a blockwise
processing, called on-line EMD, has been proposed [5]. The method is still in its infancy
and needs yet to be developed to a robust and efficient on-line technique. Following we
will propose an efficient and robust online EMD algorithm which we call slidingEMD.

3.1 The Principle

In a first step, the recorded time series, encompassing N samples, is split into segments,
each encompassing m samples, which can be analyzed with EMD. Simply adding the
IMFs extracted from the different segments together would induce boundary artifacts,
however. This is illustrated in a simple example in Fig. 1.

Such strong boundary artifacts can be avoided when a sliding window, encompassing
m samples, is shifted over the time series with a step size of k samples. Choosing this
step size such that n = m

k ∈ �, neighboring windows can be joined without having
discontinuities or gaps at the boundary. With this choice, every sample is represented n
- times in overlapping windows corresponding to consecutive shifts of the time series
and a mean sample value can easily be estimated. If the conditions n ∈ � and N

m ∈ �
hold with N the number of samples, the total number M of windows, generated through
shifting the time series n times, is given by M = (N −m)/k + 1. The time series in
every window is decomposed by EMD into j IMFs cmij (t) and a local residuum rmi(t)
according to

xmi(t) =
∑

j

cmij(t) + rmi(t) (2)

whereby the number of sifting steps is kept equal in all segments. Resulting IMFs are
collected in a matrix with corresponding sample points forming a column of the matrix
with n = m

k entries. Columns corresponding to the beginning or end of the time series
are deficient, hence are omitted from further processing. This assures that all columns
contain the same amount of information to estimate average IMF amplitudes at every
time point in each segment. This finally yields average IMFs according to (n - size of
the ensemble)

cj(tτ ) =
1
n

i+n∑
i

cmij(tτ ) (3)
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a) Original Signal

b) EMD of segmented signal

Fig. 1. a) Toy signal (top trace) and underlying signal components: sin(7t) (second trace),
sin(4t) (third trace) and the trend 0, 1 · t − 1 (bottom trace). b) EMD decomposition of the toy
signal. The time series has been segmented into 4 segments and decomposed with EMD. After
joining the resulting IMFs together, boundary effects become clearly visible at t = 1000, 2000
and t = 3000.

3.2 Properties of slidingEMD

Contrary to global EMD, the local residues estimated with slidingEMD for every seg-
ment may turn into low frequency oscillations when joined together into an average
global residuum. By choosing the segment size properly it may be determined which
oscillations should appear as distinct IMFs and which should be absorbed as appar-
ent local trends into the respective residues. These apparent local trends which com-
bine to low frequency oscillations in the final average global residue may be down-
sampled and subsequently analyzed with slidingEMD as well. This process can be re-
peated until finally a truly monotonous trend remains. Hence, this cascaded application
of slidingEMD acts as a low frequency filter for long-term oscillations and trends in
biomedical time series.

Similar to Ensemble Empirical Mode Decomposition (EEMD), also with slidingEMD
an averaging over differently decomposed data sets is achieved. While due to added
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noise, with EEMD a given sample is associated with different amplitudes, with
slidingEMD the same amplitude is associated with different samples in different shifted
segments. This latter behavior alleviates effects related with a non-unique data decom-
position via EMD. Furthermore, artifacts resulting from end effects loose their impact
via averaging. Finally, segmentation with proper window size and step size does not re-
sult in boundary artifacts after combination of the local IMFs. SlidingEMD is further
similar to local EMD in that the stopping criterion needs to be valid only locally, i.e.
within the window considered. This substantially reduces oversifting and also reduces
the number of necessary sifting steps until the stopping criterion is met locally. Finally
note that while local IMFs fulfill all defining conditions, this is not necessarily true for
the resulting average IMFs though the related deviations should be small always.

3.3 Application of slidingEMD to Brain Status Data

In this section the potential of slidingEMD to analyze and decompose real brain sta-
tus data will be explored. The time series concern arterial blood pressure (ABP), in-
tracranial brain pressure (ICP) and partial oxygen pressure (POP) recordings extending
over many days and have been sampled with a sampling rate of τ−1 = 0.2Hz or
τ−1 = 1Hz, respectively. First the dependence of the decomposition onto segment size
and step size will be investigated. Next it will be studied how low frequency oscilla-
tions can be separated into the residuum via slidingEMD. The latter often correspond
to non-stationary signal components which are hard to deal with using classical signal
processing paradigms. This detrending has been discussed in the literature already by
[6] and [1] applying EMD. However, if not only a monotonous residuum but also certain
low frequency oscillations need to be separated out, a subsequent sophisticated analysis
of the estimated IMFs is necessary. To the contrary, slidingEMD provides a very simple
and efficient way to achieve this goal by simply varying the segment size accordingly.

Optimizing step size and segment size. Analyzing biomedical signals, their com-
ponent signals are usually not known with sufficient precision. Yet the quality of any
decomposition needs to be assessed to identify an optimal step size and window size,
respectively. The goal of any decomposition is to extract all stationary IMFs as well
as the non-stationary residuum or trend. Following, residua will be estimated with
slidingEMD varying the step size but keeping the segment size fixed. Next residues
corresponding to subsequent step sizes will be subtracted point-wise and the squared
differences summed and divided by the number of samples, i.e.

Q =
1
N

N∑
t=1

(
ri(t)− rj(t)

)2

(4)

Here N designates the number of samples, ri(t) represents the residue for step size i
and rj(t) the corresponding residue for the subsequent step size j. The segment sizes
m = 2q, q = 8−11 always formed integer multiples of the step sizes. Fig. 2) illustrates
the extracted residua obtained with a segment size m = 2048 and a step size Δt = 8.

The estimated mean square difference Q for two corresponding residues i, j of the
ABP, ICP and POP time series quickly declines to very small values for i ≤ 128, j ≤ 64
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a) ABP

b) ICP

c) POP

Fig. 2. a) Arterial blood pressure (ABP) time series, b) intracranial brain pressure (ICP) time
series, c) Partial oxygen pressure (POP) time series and corresponding residua estimated with
slidingEMD using a window size m = 2048 and a step size Δt = 8

and all segment sizes investigated. This also means that under all conditions investigated
the reconstruction quality quickly saturates as function of the step size. Hence, the es-
timated residues are very similar under such conditions. The size n of the ensemble
thus is the determining quantity concerning the reconstruction quality. An ensemble
size 24 ≤ n ≤ 26 provides a good trade-off between reconstruction quality and com-
putational load in good correspondence with results obtained with artificial toy signal
time series.

Comparative analysis of brain status data with EMD and slidingEMD. The fol-
lowing study compares the residua estimated with slidingEMD with the residua plus
the sum of low frequency IMFs estimated with EMD. First the mean square difference
between the residua estimated with either slidingEMD (rs(t)) or EMD (re(t)) is calcu-
lated. Next, the residuum re(t) and the lowest frequency IMF is added and the sum is
subtracted from the residuum rs(t). Next, the residuum re(t) and the two lowest fre-
quency IMFs are added and the sum is subtracted from the residuum rs(t). This process
is iterated until the difference is negligible.
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a) window size m = 2048

b) window size m = 1024

c) window size m = 512

Fig. 3. Residuum rs(t) (full line) estimated with slidingEMD using a window size of a) m =
2048, b) m = 1024 and c) m = 512 samples and the sum of the respective residuum plus low
frequency IMFs, i.e. re(t)+ IMFi+ . . .+ IMF14 where a)i = 10, b)i = 9, c)i = 8, estimated
with EMD (broken line)
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Qn+2 =
1
N

N∑
t=1

(
rs(t)−

(
re(t) +

n∑
i=0

c14−n(t)

))2

(5)

The result of this iteration (n = {0, 1, ..., 13}) yields minima of Qn+2(n) for n =
4, 5, 6 using segment sizes m = 2q, q = 9 − 11 and a step size k = 2. It becomes
obvious that the residuum estimated with slidingEMD using a segment size m = 2048
and the residuum plus IMFs 10 to 14, all estimated from applying EMD, are very similar
(see Fig. 3). Much the same holds true in the following constellations: segment size
m = 1024 and re(t) + IMF9 + ... + IMF14 and segment size m = 512 and re(t) +
IMF8 + ... + IMF14.

The results prove that slidingEMD yields a decomposition well in accord with stan-
dard EMD. However, slidingEMD offers the additional advantage of being a true on-
line algorithm which, furthermore, is based on an ensemble of estimates. It thus pro-
vides a robust estimate of underlying intrinsic mode functions. It is also as flexible as
standard EMD in detrending applications and allows to extract the stationary part of
originally non-stationary biomedical time series data. For practical applications, hence,
slidingEMD should be preferred.
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Abstract. The simulation of complex LoC (Lab-on-a-Chip) devices is a
process that requires solving computationally expensive partial differen-
tial equations. An interesting alternative uses artificial neural networks
for creating computationally feasible models based on MOR techniques.
This paper proposes an approach that uses artificial neural networks
for designing LoC components considering the artificial neural network
topology as an isomorphism of the LoC device topology. The parameters
of the trained neural networks are based on equations for modeling mi-
crofluidic circuits, analogous to electronic circuits. The neural networks
have been trained to behave like AND, OR, Inverter gates. The parame-
ters of the trained neural networks represent the features of LoC devices
that behave as the aforementioned gates. This would mean that LoC
devices universally compute.

Keywords: LoC, Lab-on-a-Chip, MOR, Microfluidic devices, Nanoflu-
idic devices, Artificial neural networks.

1 Introduction

Lab-on-a-Chip (LoC) is a field of research and technological development with
the goal of constructing highly integrated compact devices for integrating mul-
tiple laboratory functions on a single chip with a minimized size. The integra-
tion is carried out on monolithic platforms which permit the integration of mi-
cro(nano)fluidic functionalities and components necessary to accomplish one or
more biochemical or chemical processes. Microfluidic lab-on-a-chip (LoC) sys-
tems have been studied for more than a decade and have many applications
in biology, medicine, and chemistry [7,8]. LoC devices perform chemical analy-
sis involving sample preparation, mixing, reaction, injection, separation analysis
and detection [1]. The most highly integrated Lab-on-a-Chip devices include all
processes and devices on a single chip or card so that the introduction of an
unprocessed sample leads to the output of an analytical result – an “answer” –
from that same chip [4].

Simulating these types of devices and their components requires a great num-
ber of parameters and complex partial differential equations. An efficient way of
simulating LoC devices involves functional decomposition into a series of inter-
connected blocks which work to create models for use in the decomposition when
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c© Springer-Verlag Berlin Heidelberg 2011
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first principle models are not possible. These blocks are the mixer, the injector,
and the separator. For the mixer and separator, band shape assumptions are
used with analytical techniques for simplifying the partial differential equations
into several ordinary differential equations. For the injector, the resulting mod-
eled outputs are described by a finite number of performance functions; hence
numerical techniques are used to describe these functions in a finite domain
(see [4]).

The structure of this paper is as follows. Section 2 is the background where
we present the theoretical basis that supports the approach proposed by other
researchers [4] who use artificial neural networks for simulating the behavior of
components of a set of microfluidic devices. Section 3 presents our proposal for
designing LoC devices through artificial neural networks which map the topology
of the LoC. Section 4 presents conclusions and future work.

2 Artificial Neural Networks for Simulating LoC
Components

Simulation of complex LoC devices is a very expensive process from the point of
view of computational resources. In general, numerical solutions for partial differ-
ential equations are necessary to achieve an appropriate simulation. Processing
these solutions is costly. As the design of LoC systems requires many repeated
simulations, iterative design using numerical simulation is computationally in-
feasible [1]. The proposal [2] simplifies this process applying MOR (Model Order
Reduction) for splitting the spatial dependency of device behavior, extracting
the most typical characteristics of the governing equations and, hence, reduces
the complexity of the problem. In particular, applying MOR is undertaken to
reduce the number of parameters in the simulation. The methodology proposed
in [1] uses the results of MOR applied to specific LoC components as input for
training an artificial neural network. This trained neural network simulates the
behavior and performance of the specified LoC components. Finally, the result
obtained is a model for designing LoC components generated through the neu-
ral architecture. This approach is tested in [1] modeling an injector component
because it defines the shape and quantity of analytes that will be used for sep-
aration and analysis. The injector components modeled were cross, double-tee
and gated-cross. Modeling an injector is a very difficult task. The approach [1]
tries to simplify the mathematical model maintaining accuracy with respect to
physical features. The steps for modeling the injector described in [1] are

1. The π - Buckingham theorem is used for reducing the physical parameter
space. The reduced parameters are dimensionless.

2. The process is carried out in the dimensionless parameter space to obtain
the minimal number of numerical simulations and so reduce cost.

3. An artificial neural network is constructed to analytically describe the pa-
rameter space.
(a) The selected network topology is feed-forward back-propagation.
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(b) The network learns the functional mapping without knowing the under-
lying physical basis.

4. The trained network is converted into an explicit algebraic function appro-
priate for use in any software environment for executing a simulation or
synthesis process.

The results obtained in this research indicate that the injector model obtained
by neural networks is very close to the result obtained by numerical simulations.
This result is fascinating because, as described above, numerical simulations
are not only expensive to carry out but time-consuming. This approach demon-
strates that artificial neural networks can obtain models very close to the results
obtained in numerical simulations at lower resources cost.

3 Artificial Neural Networks for Designing LoC Devices

The main idea involves considering the topology of an artificial neural network
as an isomorphism between this network and a microfluidic device (LoC). This
isomorphism permits the network to be trained in a specific function and to
transform elements such as nodes, edges, weights and activation functions into
elements and features of a microfluidic device. This approach is based on the
analogy between electronic circuits and microfluidic circuits shown in the next
equation (for more details, see [3])

ΔP = Lf
dQ

dt
+ RfQ +

1
Cf

∫
Qdt (1)

Where P is pressure, t is time, Q is the rate of volumetric flow, L is inductance
(due to the inertia of the fluid), R is resistance (due to the transversal forces
of the channel walls), C is capacity (due to the compressibility of the fluid). In
most of the microfluidic circuits, the third member of equation 1 can be omitted.

For a channel with transversal fixed section and circular shape, fluidic resis-
tance is expressed by

Rf =
8μl

πr4
c

(2)

Where μ is the viscosity dynamic of the fluid, l is the length of the channel
and rc is the radius of the channel.

Fluidic inductance is defined by

Lf =
ρl

Ac
(3)

Where ρ is the density of the fluid, l is the length o the channel and and Ac

is the transversal area of the channel.
Now, Q can be expressed in the following way

Q = GfΔP (4)
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Where Gf is the fluidic conductance, Q can be expressed as the sum of input
rates of volumetric flow

Q =
∑

i

Qi (5)

Based on the equations above, we can model each component of the neural
network with the following features:

– The whole of the nodes are LoC chambers where reactions and processes
take place.

– The input nodes receive rates of volumetric flow Qi as inputs.
– The weights of the edges are Rfij . This paper considers the rate of volumetric

flow Q as constant, so Lf is not modeled.
– The output nodes return ΔPj =

∑
i QiRfij as output.

Artificial neural networks have been trained to behave like AND, OR and inverter
gates. The possible values and the equivalences between digital inputs and flows
are

– 0 is equal to any value lower than a flow unit
– 1 is equal to any value equal or greater than a flow unit.

3.1 AND Gate

The truth table of the AND gate is shown in Table 1

Table 1. Truth Table of the AND Gate

x1 x2 y

0 0 0

0 1 0

1 0 0

1 1 1

A simple artificial neural network that implements this gate has two input
nodes and one output node, with two edges, each from input node to output node.
The weights of the edges are equal to 0.5 and the threshold for the activation
function is 1. With these values, the equation for fluidic resistance is

Rf =
8μl

πr4
c

= 0, 5 (6)

Variables can take different values. This represents the degrees of freedom
provided in terms of the possibilities that the lab-on-chip design permits. The
dynamic viscosity of fluids can be determined by fixing the radius channel and
its length with known resistance
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μ =
0, 5πr4

c

8l
(7)

Similarly, it is possible to determine the radius channel by fixing the dynamic
viscosity, channel length and resistance

rc=
4

√
μ8l

0, 5π
(8)

Finally, it is possible to determine the length of the channel by fixing its
radius, the dynamic viscosity and resistance

l =
0, 5πr4

c

8μ
(9)

The value for the output node is

ΔP = 0, 5(Q1 + Q2) (10)

If the pressure applied is greater than or equal to the unit of pressure, the
flow through the node is the desired one.

3.2 OR Gate

The truth table of the OR gate is shown in Table 2

Table 2. Truth table of the OR gate

x1 x2 y

0 0 0

0 1 1

1 0 1

1 1 1

A simple artificial neural network that implements this gate has two input
nodes and one output node, with two edges, each from input node to output
node. The weights of the edges are equal to the value 1 and the threshold for
the activation function is 1.

With these values, the next equation for the fluidic resistance is

Rf =
8μl

πr4
c

= 1 (11)

Variables can take different values. This represents the degrees of freedom
provided in terms of the possibilities that the lab-on-chip design permits. The
dynamic viscosity of fluids can be determined by fixing the radius channel and
its length with known resistance



312 D. Moreno, S. Gómez, and J. Castellanos

μ =
πr4

c

8l
(12)

Similarly, it is possible to determine the radius channel by fixing the dynamic
viscosity, channel length and resistance

rc=
4

√
μ8l

π
(13)

Finally, it is possible to determine the length of the channel by fixing its
radius, the dynamic viscosity and resistance

l =
πr4

c

8μ
(14)

The value for the output node is

ΔP = Q1 + Q2 (15)

If the pressure applied is greater than or equal to the unit of pressure, flow
through the node is the desired flow.

3.3 Inverter

Inspired by “NOT A AND B” gate in [6], this is an inverter gate adapted to the
features of LoC devices. We consider it impossible to have negative resistance,
but the flows can interfere with one another. The base of the inverter is an
artificial neural network that implements an XOR gate with an input always
equal to 1. Figure 1 (obtained with JavaNNS [5]) shows the network used to
create our inverter, where the thresholds of the activation functions are below
those of the hidden nodes and y.

Let x1 be the input which always has the value 1, and let x2 be the input to
be inverted. Table 3 shows the truth table of the XOR gate where the rows of
interest are in italics, i.e. those whose x1 input is equal to 1. Fluidic resistance
does not have negative values, so we can consider the negative weights as channels
from input flow to channels whose weights in the neural network are positive;
thus the channels, with negative weight-resitance, will oppose the positive flow.
In the Figure 1, a “negative” channel goes to the channel represented in the
neural network through the edge from the input x1 to the node in the hidden
layer.

The values for Rf to be considered for the each channel are (with absolute
values)

Rfx1hidden =
8μl

πr4
c

= 6.508 (16)

Rfx1y =
8μl

πr4
c

= 4.661 (17)
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Fig. 1. XOR Network

Table 3. Truth Table of the XOR gate

x1 x2 y

0 0 0

0 1 1

1 0 1

1 1 0

Rfx2hidden =
8μl

πr4
c

= 6.197 (18)

Rfx2y =
8μl

πr4
c

= 4.594 (19)

Rhidden y =
8μl

πr4
c

= 9.941 (20)

The values for the ΔP , both hidden node and output node are

ΔPhidden = Rfx1hiddenQ1 + Rfx2hiddenQ2 (21)

ΔPy = Rfx1yQ1 + ΔPhidden + Rfx2yQ2 (22)

4 Conclusions and Future Work

This paper has presented, in section 2, other studies demonstrating the viability
of neural networks for simulating lab-on-a-chip (LoC) components. The contri-
bution of this paper is to demonstrate the suitability of mapping artificial neural
network topology into a lab-on-a-chip (LoC) using the neural network as a design
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tool. AND, OR and inverter gates have been used to prove the potential of this
approach. It is important to emphasize that these three gates are necessary for
a device, abstract or real, to compute universally. In this sense, it is possible
to affirm this approach makes universal computation in a lab-on-a-chip (LoC)
conceivable. In general, this idea opens possibilities for designing any type of
circuit to be used to represent the functionalities performed in a lab-on-a-chip
(LoC). Our approach permits the creation of more complex operations over
samples e.g. “if element x1 is present and element x2 is not but element x3

is, the microfluidic device must do a specific task” in a straightforward way. The
circuits designed using this methodology should be tested by means of lab-on-
a-chip (LoC) simulation tools. Comparisons between theoretical and simulated
results could support this new methodology. Future research can be focused on
taking into account the first element of equation 1, i.e. the influence of inductance
with respect to the variation of volumetric flow over time in pressure. Neural
networks able to solve differential equations could be used for this purpose.
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Abstract. Biochemical oxygen demand and chemical oxygen demand are the most 
important parameters for wastewater management and planning, which represents 
the oxygen consumption from degradation of organic material. Insufficient levels 
of dissolved oxygen prevent the successful degradation of organic matter present, 
whereas too high levels cause a waste of energy and hence decreased efficiency. 
Therefore, the need for controlling dissolved oxygen through adequate aeration and 
sludge pumping operations is of great importance. This paper proposes the use of 
artificial neural networks applied both to the prediction of both oxygen demand 
parameters starting from secondary variable measurements and to the control of 
dissolved oxygen in aeration tanks for a nonlinear wastewater treatment model 
benchmark. Genetic algorithms are used for the automatically choice of the 
optimum control law based on the neural network model of the plant. The results 
show how this combined scheme can be effectively employed in aeration control.  

Keywords: Wastewater process, artificial neural networks, genetic algorithms, 
aeration optimal control. 

1   Introduction 

Continuous challenges are nowadays required from wastewater treatment plants in 
order to satisfy new constraints in terms of quantity and quality of the discharged 
effluent for the compliance with stringent environmental regulations at minimum 
costs. In addition to plant improvements attained through the adoption of new 
equipment technologies, it is necessary to apply optimal control schemes in order to 
both meet the restrictions and minimizing the operation costs. The optimizing of 
wastewater process has been studied by several authors, mainly focusing on the 
activated sludge process. Different approaches can be found in the literature, for 
example in [1-3]. 

Besides this, wastewater treatment plants processes such as aeration, chemical 
feeds and sludge pumping are usually controlled by online sensor measurements. 
Nevertheless, biochemical oxygen demand is one of the major parameters for 
wastewater management and planning and is normally measured off-line as 
biochemical oxygen demand (BOD) and chemical oxygen demand (COD), both 
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parameters being in laboratory measured using a five days period for its computation 
[4]. Therefore, it is necessary to estimate the value of these off-line primary variables 
throughout the use of secondary variables, such as dissolved oxygen, mixed 
suspended solids, etc, which are measured on-line. 

Artificial neural networks (ANN) can be considered from an engineering 
viewpoint, as a nonlinear heuristic model useful to make predictions and data 
classifications, and have been also used as a soft sensor for process control. In recent 
years some software sensors have been proposed in the wastewater environment, 
some examples are found at [5-6]. On the other hand, genetic algorithms (GA) have 
been applied successfully in the field of biological wastewater treatment for 
optimization and control [7-8]. 

In this paper, adaptive neural networks are applied both to the prediction of the 
biochemical oxygen demand starting from on-line secondary variable measurements, 
and to the modeling of a nonlinear wastewater process. Both approaches of neural 
network and GA have been implemented using specific tools coded in MATLAB and 
has been applied to a wastewater process model formed by five aeration tanks with a 
secondary settler. The results show that neural networks model could be employed 
successfully in estimating the daily BOD and COD in the inlet of wastewater 
treatment plant and the ANN combined with GA scheme can be effectively used for 
aeration control with better results as compared to PID controllers. 

2    Wastewater Process Control 

The activated sludge process (ASP), is globally the most common method of 
wastewater treatment. In this process, biomass (which is called activated sludge) 
suspended in the wastewater to be treated is cultivated and maintained in an aerated 
bioreactor tank. The wastewater is purified, i.e. organic carbon, nitrogen and 
phosphorus are removed, during its retention in the bioreactor. The bioreactor is 
followed by a clarifier basin, in which the biomass is separated by gravitational 
settling and pumped backward to the bioreactor, and the treated wastewater is directed 
as overflow to further treatment or to discharge. Excess activated sludge is removed 
from the process and treated separately. The schematic flow sheet of the process is 
presented in fig. 1.  

 

Fig. 1. Schematic of the wastewater process 
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In the present paper we are considering the wastewater process model presented as a 
result of the European research projects COST action 624 and 628 [9]. This model is 
used as a recognized benchmark for testing different control schemes approaches. The 
system is formed by 5 biological tanks and a secondary settler. Those first two tanks are 
anoxic while the three last ones are aerated. There are two sludge recirculation lines both 
from the settler and from the last aeration tank to the input line. 

3   Neurogenetic Control 

Probably the first step for controlling a wastewater process is to choose the controlled 
variables. This could be an obvious task for more general systems, but this is a 
complex task for this concrete process. In some references, Skogestad presents 
different hints for selecting the controlled variables and specially for those systems 
which are controlled under a cost function [10-11].  

Nevertheless, some of the fundamental controlled variables as COD or BOD 
should be measured in laboratory, so they are not available for on-line control. 
Besides, there are constraints to be considered for some of these variables (table 1) 

Table 1. Effluent constraints   

  Adopted effluent constraints Units 
Total nitrogen Nt 18 gNm-2 
BOD5 10 gBODm-3 
Total COD 100 gCODm-3 
Suspended solids TSS 30 gSSm-3 

 
On the other hand, the proposed control scheme should assure not violating the 

constraints (or violating them as less as possible) with an optimum operational cost. 
The cost function should penal every violation and should increase its value with the 
energy consumption. 

3.1   Cost Function 

The main output of a wastewater process is not usually marketable as is thrown to a 
river or to the sea, so the main objective of this kind of processes is to meet the 
constraints marked by the legislations at the lowest price. So a cost study function 
should be defined in order to actuate in the direction of minimizing it, by considering 
pumping costs, aeration costs, mixing energy and sludge disposal costs.  

Firstly it should be considered the pumping cost . That cost is directly on the 
recycled flow rate , the internal sludge recirculation rate  and in the excess 
sludge flow rate . Following the expression by [12], the consumed energy follows  1 0.004 + 0.008 + 0.050+0  

 

(1) 
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The aeration energy  can be expressed as follows in the expression 

. ∑ ,   

where  is the oxygen saturation concentration and  KLa,i i=1…5, is the oxygen 
mass transfer coefficients.  

The anoxic zones should be mixed in order to avoid settling conditions, so energy 
should be supplied. This mixing energy  follows the next expression ∑ 0.0050 , 20

  

Assuming a constant cost of the energy 0.09€/ , the total energy cost 
can be expressed as + + . To this energy cost, a sludge disposal 
cost should be added. If a constant cost 80€/Tm  is considered, the disposal 
cost can be expressed as  1 ∑5 10+0  

so, the total cost will be + . 
In this particular case, the violation of the restrictions should be taken in account in 

the cost function. As a model based predictive control scheme is going to be used, a 
good cost function should be definite positive and increasing with the value of both 
the consumption and the number of violations. So the following function is proposed 
as a cost function in this kind of problems 

 ∑
  

 

where  is the cost in each step,  is the maximum cost associated to the physical 
limits of the different actuators (the pumps and the aerators), n is the horizon in the 
predictive strategy, NV is the predicted number of violations for each set of inputs in 
the n steps and K1 and K2 are two constants, which values are related to the relative 
values between the operation costs and the restrictions violations costs.  

3.2   Model Based Predictive GA-Control 

The model based predictive control uses a model of the process to predict the future 
output of the system according to the possible control actions. This prediction is used 
to determine the optimum input that minimizes a certain behavior criteria. Obviously 
an accurate model of the plant is a first necessary step for applying this strategy. 

For complex optimization problems derivative-free schemes as genetic algorithms 
have been receiving increasing amounts of attention due to derivative freeness and its 
flexibility. So, in the present paper a neural-network-based identifier is proposed 
while the cost function is optimized through the use of genetic algorithms. A diagram 
of the control strategy is shown in fig. 2. 

 

(2) 

(3) 

(4) 

(5) 
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Fig. 2. Neuro-genetic control strategy  

4   Neural Network Identification 

One of the main problems in controlling wastewater plants is the fact that two of the 
main effluent quality variables as are the COD and the BOD have to be measured in a 
laboratory. So their values aren’t available for an on-line control strategy. Therefore 
the neural network responsible for acquiring the dynamic behavior of the plant also 
can be considered as an estimator for its capability of determining the value of those 
variables from other ones which can be measured in a reliable and cheaper way. 

 

Fig. 3. Neural identification model structure 

In this case the input to the identification neural network are flows , , , 
, oxygen mass transfer coefficients for tanks 1-3 KLa,1 , KLa,2 , KLa,3, dissolved 
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nitrogen in tank 5 , dissolved oxygen in tank 5  , and the control inputs 
suspended solids TSS, total nitrogen  and the outputs are given by the COD, the 
BOD, the TSS  and the   in the effluent. In the fig 3 a diagram of the identification 
network can be seen.  

The identification network has a two hidden layers structure with, respectively, 25 
and 10 neurons. It was trained using a Levenberg-Marquardt algorithm [13]. The 
training set consisted in 1000 training data from different experiments and it was 
validated against an independent experiment. In fig 4 the validation results can be 
seen by software sensing COD and BOD, thus the other two variables TSS and  can 
be measured. As it can be seen, both mean errors are below 2%. 

 

Fig. 4. Neural identification validation 

5   Results 

In order to validate the control strategy a simulation has been performed with the 
conditions provided by the COST simulation benchmark. Using a model predictive 
control with a time horizon of 4 steps (according to the identification model), the 
genetic algorithm was selected with a population of 70 habitants, 65 generations and a 
codifying depth of 8 bits per variable. The results of the control scheme for a value of 1.5 and 5.5 can be seen in fig. 5. 

A review of both the effluent quality and the energy consumption can be seen in 
table 2, while the mean consumption was of 1652 €€ /day. Both results improve the 
classical fine tuned multi-PID control strategy (further information of these results 
can be found in [11] and [14]. At it can be seen both a reduction in power 
consumption and in violations can be obtained. 
 



 Aeration Control and Parameter Soft Estimation for a Wastewater Treatment Plant 321 

 
 

 

 

Fig. 5. Concentrations for BOD , COD, TSS and  at the effluent for the GA-controller 

Table 2. Effluent results   

  Average Violations (in % of 
the operating time) 

Total nitrogen 15.42 10.01 
BOD5 3.01 0 
Total COD 49.05 0 
Suspended solids 27.20 0 

6   Conclusions 

In this paper a control strategy based in an identification neural network and in a 
genetic algorithm for optimizing both the consumption and the number of regulations 
violations is proposed for a biological wastewater system. The complete scheme was 
tested against the COST benchmark simulation model. The presented procedure has 
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also the advantage of being able to predict the concentration of some variables which 
measurement is expensive or/and time consuming, so it can be also used to predict the 
effluent’s quality and use that prediction in an on-line control scheme.    
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Abstract. Anomalies in the oculomotor system are well known symptoms in 
patients with severe Spino Cerebellar Ataxia 2 form of autosomal dominant 
cerebellar ataxias (ADCA), including the main parameters used to describe 
saccadic movements. Also a combination of a pulse and step components 
constitutes an accepted model of the saccadic generation system, In the present 
work, Independent Component Analysis (ICA) is used to separate both 
components, revealing a significant difference in the time of the pulse 
component to reach its maximum value. This result suggests its use in order to 
obtain a classification tool to diagnose this disease. Five electro-oculographic 
records of patients of SCA2 ataxia and five control subjects were processed 
with the ICA based algorithm with this objective. 

Keywords: biomedical engineering, computer aided diagnosis, independent 
component analysis, ataxia, SCA2, electro-oculography. 

1   Introduction 

There are almost 800 patients and 8000 presymptomatic relatives in Cuba at risk of 
developing some autosomal dominant cerebellar ataxia (ADCAs), in the next few 
years. This is a heterogeneous group of dominantly inherited neurological disorders 
characterized by progressive ataxia that results from degeneration of the cerebellum 
and its afferent connections [1]. 

This form of ataxia occurs commonly in persons of Spanish ancestry  in north-
eastern Cuba, a figure much higher than that found in western Cuba or in  other parts 
of the world. Reported high prevalence is probably the result of a founder effect, but 
might be due to an interaction between a mutant gene and an unidentified  
environmental neurotoxin [2,3]. 

The ocular movement records have been widely used in processing and classification 
of biological signals and pathological conditions, specifically saccadic movements in 
response to a visual stimulation, are considered amongst the most useful tools in the 
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study of neurological pathologies . Several studies have reported oculomotor 
abnormalities in ADCA [4,5], slowness of saccades has been suggested as a relatively 
characteristic finding in SCA2 [6-9]. 

A commonly accepted model of the saccadic system states that the programming of 
the saccades consists of a pulse and a step, the pulse command is used to move the 
eye to a new position and the step command keeps the eyes at the new position 
[10,11].  

2   ICA Based Pulse and Step Decomposition 

Independent Component Analysis (ICA) [12], is widely used to process biomedical signals 
[13,14], including clinical electroencephalography records and electrocardiography, 
amongst others.  

Independent component analysis is aimed to find a linear transformation given by a 
matrix W, which mixes the underlying independent components x (in this case 
saccadic pulse and step), to produce the observed signals y: 

y W x   (1) 

Based in preliminary works [15-18], ICA was applied in order to decompose pulse 
and step components of the horizontal saccadic movements, consequently computing  
the time to the maximum of the pulse component and finally establishing differences 
between patients and control subjects. 

Beginning from the time of the occurrence of stimulus position change, each 
response to the stimulus change during a fixed time of 1250 ms was used as an 
observed variable, conforming a rectangular matrix with dimension m (number of 
responses) by n (numbers of points of each response): 

S

s11 s12 ... s1n

s21 s22 ... s2n

...
sm1 sm2 ... smn

 

(2) 

A preliminary Scree test checked the presence of only two components with a 
significant content, corresponding to the step and pulse components respectively, then 
the Infomax ICA [19] algorithm was applied to get the independent components, 
taking the first two components with the largest contribution to the variance of the 
data.  

3   Experiment Setup 

In this work, we apply ICA to electro-oculographic records of five patients of ataxia 
SCA-2 and five healthy subjects, diagnosed and classified in the “Centro de 
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Investigación y Rehabilitación de las Ataxias Hereditarias de Holguín (Centre for the 
Research and Rehabilitation of Hereditary Ataxias, CIRAH)”, to obtain both, pulse 
and step components, and computing the time of the maximum value of pulse 
component in order to make a classification of the subjects. 

All the records were carried out by the medical staff of CIRAH, each subject was 
placed in a chair, with a head fixation device to avoid head movements, the variables 
were collected by a two channels electronystagmograph  (Otoscreen, Jaeger-Toennies, 
D-97204 Höchberg, Germany), recording conditions are as follows: electrodes of 
silver chloride placed in the external borders of right eye (active electrode) and left 
eye (reference electrode), high pass filtering 0.002 Hz, low pass filtering 20 Hz, 
sensitivity 200 µV/division, and sampling frequency 200 Hz. For stimulus generation 
was used a black screen CRT display showing a white circular target with an angular 
size of 0.7º, using an stimulation angle of 30o. The stimulus and patient response data 
are automatically stored in ASCII files by Otoscreen electronystagmograph.  

4   Experimental Results and Discussion  

Pulse and step components were obtained for healthy and ataxia sick subjects, as it 
was previously expected. The visual inspection shows well defined morphology in the 
expected waveform  of both components for every record, Fig. 1 shows the results for  
a healthy subject (left) and a patient (right).  

 

 
As can be noticed in Figure 1, the time to the maximum of the pulse component 

has an increased latency in a patient when compared to a healthy subject, suggesting  
this parameter as a good candidate for classification. Although other parameters such 
as the latency at the start of the saccade, averaged saccade or pulse and step 
component durations could also be used, the chosen latency to the maximum of the 
pulse component shows better performance in classification, as it does not needs a 
threshold value. Nevertheless, the use of several parameters in conjunction is not 
discarded for further research, although a higher number of samples would be 
necessary. 

 

Fig. 1. Obtained components for healthy (left) and patient (right) 
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Table 1 shows the values of this latency for every subject, and the mean and 
standard deviation of the two categories of subjects, while Fig. 2 is a graphical 
representation of the data, and the averaged consolidation. 

Table 1. Times to the maximum of the pulse component for control subjects and patients 

Mean
S1 S2 S3 S4 S5
43 44 43 37 43 42,00 2,83
E1 E2 E3 E4 E5
68 98 119 84 99 93,60 18,98

Std. Dev.
Subject Control subjects

Time (ms)
Subject Patient

Time (ms)
 

 

Fig. 2. Times to the maximum of pulse component for every subject (left) and averaged results 
(right) 

5   Conclusions 

There exists a remarkable difference in the time to reach the maximum of the pulse 
component for every subject, depending of his condition, well reflected in the 
consolidated means and standard deviation. No overlapping was found between 
patients and control subjects. 

Therefore, this parameter is an adequate classificatory criterion to determine if a 
subject is a healthy subject or a patient of ataxia. An important task to do is the use of 
more subjects to confirm this result, and try to improve the method in order to 
evaluate the effects produced by ataxia on other parameters of the pulse and step 
components. 
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Abstract. In this work we analyze different classification tree based techniques 
(CART, Bagging and Boosting), evaluating their performance with respect to their 
capability to reduce error rate and correct pattern classification. As a case of study 
we propose the classification of Pigmentary Restinosis patients through 
electroretinograms. Pigmentary Restinosis is the most frequent retina dystrophy 
(1/5000). The electroretinogram (ERG) constitutes a fundamental test in the study 
of this type of dystrophy since the wide clinical heterogeneity of visual diseases. 
Besides, retina electrophysiological study can provided information that may be 
used to predict the disease before the apparition of symptoms and allows us to 
corroborate the affectation degree on the dystrophic process of cones and canes. As 
experimental database we use a set of 148 electroretinograms , which is part of a 
retrospective study carried out by the  Cuban National Reference Center of 
Pigmentary Retinosis.  

Keywords: Pigmentary Retinosis, Classification and Regression Trees (CART), 
Bagging, Boosting.  

1   Introduction 

Classification Trees based methods have become one of the most flexible, intuitive 
and powerful tools to analyze and explore complex data structures. They constitute a 
good option when facing problem consisting on classification or prediction and one 
needs to generate rules that can be easily explained. 

Decision or classification trees allow to find key variables that identify the 
members of each current group and to formulate rules to predict the group assigned to 
a new individual or pattern. Also, they allow us to deploy graphical and statistical 
analysis results, providing a reliance measure of the correctness of the classification. 

Classification techniques are widely used on human activity, and can serve for two 
proposes: on the one hand, they can be used  when one doesn’t  know the classes 
beforehand and one wants to find clusters or groups with differentiated features into the 
observed set (non-supervised learning); on the other hand,  they can be used when the 
different classes are known and the objective is to establish a rule set that allows us to 
classify a new observation in one of the existing classes (supervised learning) [11]. 

This classification process has two fundamental steps. The first one is known as 
learning step (training phase) on which the algorithm builds the classifier, learning 
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from known observation set. On the second step (operation phase), the model is used 
to classify new patterns, and for it, is necessary to estimate the predictive precision of 
the classifier. These techniques have been extensively used on the last decades in 
many branches of the science and engineering, and especially in medical sciences 
where decision making is based on the analysis of high number of data and none 
totally specified rules.  

In this paper we carry out an approach to classification problems, particularizing in 
classification tree and classification to decision making techniques:  Classification 
and Regression Trees (CART), Bagging, and Boosting (section 2). Then, we present 
the variables and features of our case of study: classification of an electroretinogram 
set from phenotypic characteristics (section 3), and we present and discuss our results 
on early diagnosis of Pigmentary Retinosis using extracted decision rules (section 4). 
Finally, conclusions are exposed (section 5). 

2   The Classification Problem 

Classification problem frequently presents situations on which we need to find a 
mathematical model that allows us to predict a categorical variable. When one finds 
the model by means of a supervised learning algorithm, the process has two 
fundamental steps as it is known: training phase on which the classification algorithm 
builds the final classifier learning from a set of known observations classes; test phase 
where the model have to classify news patterns with the required predictive precision.  

If training and test are accomplished on the same pattern set, the resultant 
estimation would probably be optimistic. Therefore the most accurate thing to do will 
be to use a test set (formed by the observations and their corresponding classes), 
randomly selected from the data set and different from the training patterns [4]. 

On the case where dependent variable is continuum, a regression model has to be 
used, obtaining a regression tree. On the other hand, when dependent variable is 
categorical, a classification model is used, obtaining a classification tree [6]. 

The tree is structured as follows: 
It begins with a root node containing all the sample observations. Descending 

along the tree, the data are configured in a branch way, in data subsets mutually 
exclusive that become more homogeneous and less impure in each level. The tree is 
composed by different node layers: the root node; interior nodes which descend from 
a father node and produce two children nodes; and terminal or leaf nodes which 
haven’t got children. Every node is partitioned considering all the possible binary 
ramifications of the way Xj  ≤ s when the predictive variable is continuum, or in the 
way Xj εS when our variable is categorical,  where s is a threshold value for variable 
Xj  and S is a non-empty subset of possible categories of Xj. For each node, the 
chosen threshold values (or sets) will be these producing most homogeneous children. 
The ramification kindness will be given by the impurity decrease. After this Division 
process, one can apply a Pruning Process and a Final Selection process. 

Other aspect to take account in classification problems is that to increase the precision 
we have to recourse to aggregate several classifiers. There exist several alternatives, 
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among them are applying the same classification over different modified versions of the 
training set. Some of these techniques are relatively new and have been studied in the 
past few years. Some of those techniques are Bagging and Boosting. 

2.1   Classification Trees Problem 

Classification and Regression Trees (CART). Suppose Y={1,2,…,k, …,K}. Then, a 
CART algorithm classify the observations of the node m in the class k(m) = arg maxK 

mk  where mk  is the proportion of observations of the node m belonging to class k. 
The purity of an answer is measured then as the proportion of cases with the same 
response variable value. A completely pure set is that in which all cases belong to the 
same class. Later the best ramification will be the one who produces less impure 
children. There exists three impurity measures Qm: 

1. Gini Index. p p p 1 p  (1) 

2. Entropy 

p log p  (2) 

3. Classification error. 1 p (3) 

The two last ones are the most used as ramification criteria because its sensitivity 
to the change and the growth of the tree, while the first one is frequently used as an 
impurity measure in the branch pruning ([6], [7]). Once found the best ramification 
we partition the data on the two following regions: R1 j, s X X s   and R2 j, s X X  

Then, we proceed to repeat this process of ramification in each one of these 
branches until a certain stop criteria is accomplished (for example, until the error 
decrease is greater than a threshold, or some node has achieved the minimum pre-
established size to be a parental node, or when the division of this produces children 
of minimum size). 

Bagging. Bagging proposed in [2], is based on the bootstrapping and aggregation 
methods. Starting from a training set X={X1, …, Xn}  by means of random extraction 
with replacement of the same number of elements than the original set of n elements, 
we obtain B bootstrap samples Xb={X1b, …, Xnb}   where b = 1,2, …, B. In some of 
these samples the presence of noise (bad observations) will be reduced, causing that 
the constructed classifier presents a better behavior than the classifier constructed 
with the original set. 

Therefore Bagging can be used to construct a better classifier when the training set 
has noisy observations. Its algorithm is shown in [6]. 
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Boosting. Boosting is a method that enhances a classifiers precision using the 
classification method as a subroutine to produce a high precision classifier on the training 
set. Its most used variant is AdaBoost.M1 proposed in [5]. 

Every time a classifier is generated, the weights are actualized assigning them 
higher weight to the badly classified observations and lower weight to the correctly 
classified, taking these new samples as the training set of the next classifier. The 
general idea is to force the new classifier to minimize the error committed [1], [3]. 

2.2   Evaluation of the Classifier Accuracy  

An interesting aspect on classification problems is to know how is going to be the 
behavior of the classifier with new observations. It is very important than test 
observations don’t be used in the process of learning of the classifier. On this sense 
exists two strategies, frequently used: training set and test set (holdout), cross 
validation with k partitions [4]. 

Training and test sets. It consists on partitioning the data set randomly into two 
independent sets: a training and a test set. Generally takes the 75% of the data as 
training set and the remaining 25% as test set. The training set is used to obtain the 
classifier and the test to estimate the precision.   

Cross validation with k-partitions. At the beginning the data are partitioned 
randomly in k subsets mutually exclusives D , D , . . . , D  of approximately equal size. 
Then, the process of training and testing is preformed k times of the following way: 
on the ith iteration the partition D  is used as a test set and the remaining subsets as 
training sets. Finally the precision is estimated as the total number of correct 
classifications on the k iterations, divided by the total of individual of the initial set. 

Some examples of headings are: "Criteria to Disprove Context-Freeness of Collage 
Languages", "On Correcting the Intrusion of Tracing Non-deterministic Programs by 
Software", "A User-Friendly and Extendable Data Distribution System", "Multi-flip 
Networks: Parallelizing GenSAT", "Self-determinations of Man".  

3   Case Study: Lost Patterns Classification on an 
Electroretinogram (ERG) from Phenotypical Characteristics  

Our case of study is a part of a retrospective study initiated on 2008 and carried out by 
the National Reference Center of Pigmentary Retinosis in Cuba [8],[9]. Its goal is to 
find decision rules that allow us to classify patients (individuals with vision problems) 
to whom were analyzed certain phenotypical characteristics as visual field (cv), visual 
acuity (av), age, evolution time (timevol), and inherence mode (heren), in a type of 
ERG (so this is the variable to be classified, that we call erg), since this test gives us a 
more exact degree of affectation of every cellular system to corroborate the 
affectation of the dystrophic cell process.  

A database of 74 patients (148 eyes) was analyzed because they were the patients 
that fulfill the inclusion criteria and canes and cones differentiated ERG. In spite of 
being Retinosis a bilateral decease is usual on ophthalmological studies to analyze the 
behavior of both eyes, since they don’t present necessarily the same visual field and 
visual acuity behavior. 
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It was used the R software 2.12.0 (2010) [10], where the dependent variable was 
the erg and the used independent ones were the continuous  av, age, and timevol; and 
the categorical cv, heren, sex (See table 1).[12] 

Table 1. Study Variables 

Variable Code Categories 
erg: ERG patern 
(Nominal scale)  

RBC 
RCB 

Registrable ERG with canes-cones  
Registrable ERG with cones-cane 

 RND Registrable ERG undefined pattern 
 NR Unregistrable ERG 
   
herengen:  
Inheritance 
(Nominal scale) 

AD 
AR 
LX 

Autosomic Dominant 
Autosomic Recessive 
Recessive linked to X 

   
av:Visual Acuity  
(Continuum) 

av  

cvcod :Visual Field 
 (Ordinal Scale) 

N1 
N2 
N3 
N4 

Escotomaanular 
Concentric reduction over 30 º 
Concentric reduction to 30 º 
Concentric reduction to  20 º 

 N5 Concentric reduction ≤ 10 º 
 N6 Normal 
 N7 Central Escotoma 
Timevol: 
 Time evolution 
(Continuum) 

timevol  

age (Continuum) age  
sex (Nominal Scale) sex male (m), female (f) 

4   Results and Discussion  

In our problem, methods CART, Boosting and Bagging have been applied to 
classification of a qualitative variable (erg). The implementation of algorithms is carried 
out on the software R. 

We define a training sample of 98 ERG patterns randomly selected of the 148 
patients observed. The rest of the patients (50) constitute the test set to validate the 
resultant classifiers as predictor. The validation criterion is the classification error 
obtained. Simulations have been carried out for each one of the three explained 
methods. We have repeat the learning and validation process 10 times for each 
method.  

Figure 1 shows the classification tree obtained by CART for the 8th simulation. 
From this tree, we can obtain decision rules that could help a specialist to diagnose 
the degree of affectation of the disease and to predict the retinosis type (see Table 2).  
The classification error rate was 0.22 which is the smallest of the ten trees obtained 
from the CART (see table 3). 
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Table 2. Classification Errors 

Samples CART Boosting Bagging 
1 0.36 0.26 0.24 
2 0.32 0.14 0.24 
3 0.36 0.26 0.30 
4 0.24 0.24 0.24 
5 0.34 0.22 0.26 
6 0.28 0.22 0.24 
7 0.30 0.15 0.22 
8 0.22 0.20 0.24 
9 0.36 0.20 0.20 

10 0.28 0.16 0.26 

 

 

Fig. 2. a) Boosting variable significance; b) Bagging variable significance 

5   Conclusions  

In this work we have study CART, Boosting and Bagging methods applied to the 
classification of  ERG for a early Pigmentary Retinosis diagnosis . Our results show 
that the methods Boosting and Bagging require a computational effort greater than 
CART method, but they show to be more robust than the last one. Although CART 
produces the worst performance taking account classification errors, from a practical 
point of view, it can be interesting by offering a tree that allows visualizing the 
decision rules to establish early diagnosis. 

The most significant variables to Retinosis diagnostics using ERG are visual acuity 
and visual field, which allow to forecast the kind of dystrophy on the patient with a 
classification error percentage of the 22% that can be improved by the specialists 
applying the boosting with a classification error of the 14%, case in which would need 
to implement the procedure to realize the predictions of this method. It is especially 
relevant the low significance of the inheritance. 

Currently, we are improving the classification process by applying a cross validation 
based learning and testing other classification methods. 
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Abstract. In this work, an electroencephalographic analysis-based, self-paced 
(asynchronous) brain-computer interface (BCI) is proposed to control a virtual 
wheelchair using three different navigation commands: turn right, turn left and 
move forward. In order to reduce the probability of misclassification, the BCI is 
to be controlled with only two mental tasks (relaxed state versus imagination of 
right hand movements) using an audio-cued interface. Six healthy subjects 
participated in the experiment. After two training sessions controlling a 
wheelchair in a virtual environment using both a visual and auditory interface, 
all subjects successfully controlled the wheelchair in the last session, where the 
interface was only auditory. The obtained results support the use of the 
proposed interface to control a real wheelchair without the need of a screen to 
provide visual stimuli or feedback. 

Keywords: Brain-computer interface (BCI), virtual environment (VE), 
navigation, asynchronous, motor imagery (MI), mental tasks, auditory. 

1   Introduction 

A Brain-computer interface (BCI) is a system that enables a communication that is 
not based on muscular movements but on brain activity. This activity can be 
measured through electroencephalographic (EEG) signals. Several EEG signals can 
be detected, resulting in different types of BCI. Sensorimotor rhythm-based BCIs 
(SMR-BCI) are based on the changes of µ and β rhythms [1]. These rhythms 
correspond to specific features of the EEG signals characterized by their frequencies 
that can be modified by voluntary thoughts. When a person performs a movement, it 
causes a synchronization/desynchronization in this activity (event-related 
synchronization/desynchronization, ERS/ERD) which involves a rhythm amplitude 
change. However, the outstanding property of these signals is their behaviour when 
someone merely imagines movements (motor imagery, MI), because this causes a 
similar amplitude change [2]. This relevant characteristic is what makes SMR suitable 
to be used as input for a BCI. 
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Our work is focused on the control of a wheelchair. Before people can use it in a 
real situation, it is necessary to guarantee enough control to avoid dangerous 
scenarios. Virtual reality (VR) is a suitable tool to provide subjects with the 
opportunity to train and test the application. Among those BCI systems aimed at 
navigation, several of them can be found in which the subject moves in only one 
direction ([3, 4]), so the user needs only one control command. Some systems offer 
the user more ease of use, by means of more commands. In [5], a simulated robot 
performs two actions (‘turn left then move forward’ or ‘turn right then move 
forward’) in response to left or right hand MI. A more versatile application can be 
found in [6] with three possible commands (turn left, turn right, and move forward) 
selected with three MI tasks. Having a higher number of commands makes it easier to 
control the virtual wheelchair, since the subject has more choices to move freely (by 
means of an information transfer rate increase). Some studies proved that the best 
classification accuracy is achieved when only two classes are discriminated ([7, 8]). 
As the systems mentioned above match the number of commands to the number of 
mental tasks, none of them fulfills at the same time two basic characteristics in this 
kind of systems: free mobility and safety (a classification error corresponds to a 
wrong command, which can cause dangerous situations in the real world). In order to 
provide different commands without making the BCI performance worse, a new 
paradigm, based on discrimination of only two classes (one active mental task versus 
any other mental activity), which enabled the selection of four navigation commands, 
was proposed in [9]. The mapping of two states into four commands was achieved 
with a bar that turned in a circle and pointed to the various commands placed around 
it. When subjects wanted to select the command the bar was pointing to, they carried 
out one MI task to extend the bar. The other mental state was relaxed state, which 
made the bar keep turning. An improvement of this interface was proposed in [10], 
providing an asynchronous BCI (where the subject controls the timing of the 
interaction) allowing subjects to freely navigate in a VE. In these previous works, a 
graphical interface with a feedback bar was shown to the subject; however, this could 
be a problem if the system is conceived to finally control a real wheelchair. In this 
way, a laptop coupled to the wheelchair has been occasionally used ([11, 12]) to 
provide visual feedback or stimuli (e.g. in a system based on Steady-State Visual 
Evoked Potentials, or in a visual oddball paradigm). Nevertheless, this solution may 
not be adequate to control a wheelchair, as it could limit the subject’s field of view 
and, at the same time, distract him from the task of controlling the wheelchair for 
having to look at the computer screen. If a BCI system is to be proposed that allows a 
subject to control a wheelchair, it should let the user watch the environment at all 
times. This study is a continuation of the work in [10], in which the visual paradigm 
was intended to be replaced by an auditory one, thus avoiding the need for the subject 
to look at the screen in order to execute the navigation commands. In fact, in the 
graphical interface proposed in [10], the visual feedback is not necessary, as the only 
essential information that subjects need to receive is the cue that indicates which 
command is being pointed by the bar. The experiment herein presented establishes a 
comparison between the use of a graphical interface, and an interface only guided by 
auditory cues. It is worth mentioning different meanings of the word “auditory” with 
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reference to a BCI: most of the works use audio stimuli to elicit event-related 
potentials [13-18]; others use the auditory stimuli for feedback or as cues for task 
presentation when subjects have to self-regulate the mental task (by means of slow 
cortical potentials, [19] or SMR, [20]). The use in the paradigm proposed herein suits 
the latter case: subjects hear an audio cue which signals them which navigation 
command can be selected, so they decide whether to carry out the MI task to select it, 
or to wait for the next command. Regarding the feedback, the actual movement of the 
virtual wheelchair represents how subjects are performing in the control of their SMR. 

2   Methods 

2.1   Subjects and Data Acquisition 

Six naïve and healthy subjects participated in the study, with ages (mean ± SD) 21.8 ± 
1.7 years. They were selected from a higher number of volunteers according to their 
error rate obtained in a previous session without feedback (see next section). The 
EEG was recorded from two bipolar channels. The active electrodes were placed 
2.5cm anterior and posterior to electrode positions C3 and C4 (right and left hand 
sensorimotor areas, respectively) according to the 10/20 international system. The 
ground electrode was placed at the FPz position. Signals were amplified by a 16 
channel biosignal g.BSamp (Guger Technologies) amplifier and then digitized at 128 
Hz by a 12-bit resolution data acquisition NI USB-6210 (National Instruments) card. 

2.2   Initial Training and Signal Processing 

Before using the system to test the two paradigms, subjects had to follow an initial 
training that consisted of two sessions: a first one without feedback and a second one 
providing continuous feedback. Those subjects who obtained a low error rate in the 
first session continued with the experiment. These two training sessions were used for 
calibration purposes. The training was the same as the one used in [21] and was based 
on the paradigm proposed by the Graz group [3]. It consisted of a virtual car that 
dodged a water puddle in the road, by moving left or right according to the mental 
task carried out (relaxed state or right hand MI), see Fig. 1. The training protocol 
consisted of two sessions: a first one without feedback and the other one providing 
continuous feedback. An offline processing of the first session [21] made it possible 
to determine the parameters for the feedback session. The same parameters were used 
to calibrate the system for the virtual environment (VE) exploration sessions. This 
processing is based on the procedure detailed in [23], and consisted of estimating the 
average band power of each channel in predefined, subject-specific reactive frequency 
(manually selected) bands at intervals of 500 ms. The obtained reactive frequency 
bands (Mean ± SD) were centred at 11 ± 0.77 Hz; the average band with was 3.6± 
0.81 Hz. In the feedback session, the movement of the car was computed on-line 
every 31.25 ms as a result of a Linear Discriminant Analysis (LDA) classification. 
The trial paradigm and all the algorithms used in the signal processing were 
implemented in MATLAB. 
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Fig. 1. Timing of one trial of the training with feedback 

2.3   Navigation Paradigm 

The main objective of our research is to provide an asynchronous BCI system which, 
by the discrimination of only two mental states, offers the user several navigation 
commands to be used in a VE. An asynchronous (or self-paced) system must produce 
outputs in response to intentional control as well as support periods of no control [24]; 
those are the so-called intentional control (IC) and non-control (NC) states, 
respectively. Both states are supported in this study: the system waits in a NC state in 
which an NC interface is shown (Fig. 2a). The NC interface enables subjects to 
remain in the NC state (not generating any command) until they decide to change to 
the IC state, where the control is achieved through the IC interface (Fig. 2b). 

The NC interface consists of a semi-transparent vertical blue bar placed in the 
centre of the screen. The bar length is computed every 62.5 ms as a result of the LDA 
classification: if the classifier determines that the mental task is right hand MI, the bar 
extends; otherwise, the bar length remains at its minimum size. In order to switch 
from the NC to the IC state, the subject must accumulate more than a “selection time” 
with the bar over the “selection threshold”. If the length is temporarily (less than a 
“reset time”) lower than the selection threshold, the accumulated selection time is not 
reset, but otherwise it is set to zero. 

The IC interface is similar to the one presented in [9]: a circle divided into three 
parts, which correspond to the possible navigation commands (move forward, turn 
right and turn left), with a bar placed in the centre of the circle that is continuously 
rotating clockwise. The subject can extend the bar carrying out the MI task to select a 
command when the bar is pointing at it. The way the selection works in this interface 
is the same as in the NC interface, with the same selection and reset time and the 
same selection threshold. In the IC interface, another threshold is defined (stop 
threshold, which is lower than the selection threshold, and not visible to the subject). 
When it is exceeded, the bar stops its rotation in order to help the subject in the 
command selection. Subjects receive audio cues while they interact with the system.  
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Fig. 2. NC interface (a) and IC interface (b) 

 

When the state changes from IC to NC they hear the Spanish word for ‘wait’; the 
reverse change is indicated with ‘forward’, since it is the first available command in 
the IC state. Finally, every time the bar points to a different command, they can hear 
the corresponding word (‘forward’, ‘right’ or ‘left’). 

Once a command is selected, the virtual wheelchair starts moving forward or 
turning left or right at a fixed speed and the bar (that has already stopped, since it 
exceeds the stop threshold) changes its color to red. The movement is maintained as 
long as the bar length is above the selection threshold (this means that the subject is 
still carrying out the MI mental task). If the bar is temporarily below this threshold 
(less time than the reset time), the movement stops, but the system allows the subject 
to continue the same movement if the bar again exceeds the selection threshold. 
While it happens, the bar maintains its red color to indicate this possibility to the 
subject. In the case that the bar remains under the selection threshold longer than the 
reset time, the bar changes its color to blue and continues rotating (if it is under  
the stop threshold) so that the subject can select a command again. The position of the 
rotating bar does not change; it takes its rotation up again from the same point at 
which it last stopped to select a command. This way, the subject can select the same 
command several times in a row, in case the reset time passes without the subject 
wanting to stop the movement. From the results obtained with this mode of operation 
([10]), it can be deduced that the paradigm could be used for training and, eventually, 
to control a real wheelchair. 
Auditory Interface. In the last session of the experiment, after subjects had got used 
to the visual interface and the simultaneous audio cues, the graphics were removed so 
subjects could only see the VE. This final test is the main objective of this paper. 

2.4   Experimental Procedure 

The experiments carried out by the subjects consisted of three runs in which they had 
to follow a prefixed path to reach, as fast as they could, an avatar placed at the end of 
it. This path was located in a 3D virtual park. The first two sessions were carried out 
with the visual interface, and the last one, without it. The first one was considered an 
adaptation session; so in the Results section we will include a comparison between the 
second and the third one. If the movement led the subjects out of this path, the 
wheelchair collided with an invisible wall, so the movement finished. After a collision 
happened, the bar continued its rotation from the point where it stopped, as in the case 
when a subject finished the selection of a command. The path consisted of five sections  
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with a total length of 38 m. These sections were placed so that subjects had to achieve 
at least two turns of approximately 45° in each direction. The dimensions of the virtual 
wheelchair were 1.17 x 0.75 m. Subjects were looking at a large stereoscopic screen  
(2 x 1.5 m) placed at a distance of 3 m, wearing polarized glasses and earphones. 

3   Results 

Even though visual mode has already been tested in a previous work ([10]), in this 
study it was necessary to include one session in order to establish a case study (where 
each subject would pass trough different experimental situations). Furthermore, in this 
experiment there are important differences: that experiment was carried out in a 
different VE (the new one is more immersive due to the high realism and the use of 
stereoscopic vision) and with a different path to follow. 

In order to establish a comparison between the performances with both paradigms, 
a Wilcoxon test was applied to the recorded data. 

Table 1. Results for each subject and interface: Time needed to complete the path, number of 
collisions and number of commands of each type used (Forward, Right, Left and Total) 

Subject Interface Time(s) Coll F R L Total 
1 Visual+Auditory 551 8 19 17 18 54 
 Auditory 647 6 20 32 18 70 

3 Visual+Auditory 381 9 15 12 14 41 
 Auditory 521 9 20 19 14 53 

4 Visual+Auditory 249 2 7 7 2 16 
 Auditory 658 16 22 19 16 57 

5 Visual+Auditory 749 19 26 25 22 73 
 Auditory 486 13 18 13 15 46 

7 Visual+Auditory 686 21 29 21 19 69 
 Auditory 441 10 18 14 11 43 

8 Visual+Auditory 544 8 17 25 17 59 
 Auditory 775 14 24 35 33 92 

Table 2. For each parameter and interface: Mean (M), standard deviation (SD), sum of negative 
rank (SNR), sum of positive rank (SPR), Wilcoxon T-statistic (T) and statistical significance (p) 

Parameter Interface M(s) SD(s) SNR SPR T p 
Time Visual+Auditory 526.67 186.56 

 Auditory 588 126.37 
9 12 9 .42 

Collisions Visual+Auditory 11.17 7.31 
 Auditory 11.33 3.67 

7.5 7.75 7.5 .56 

Forward Visual+Auditory 18.83 7.91 
 Auditory 20.33 2.34 

9 12 9 .42 

Right Visual+Auditory 17.83 7.28 
 Auditory 22.00 9.30 

6 15 6 .23 

Left Visual+Auditory 15.33 7.03 
 Auditory 17.83 7.78 

3 7 3 .31 

Total Visual+Auditory 52.00 20.98 
 Auditory 60.17 18.26 

7 14 7 .28 
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The obtained results show that there are not significant differences between the two 
interfaces for any of the parameters (p > 0.05); in other words, the use of the auditory 
interface does not make the results worse, so both are equally effective. 

4   Discussion and Conclusion 

The herein proposed training process, associating the visual and auditory interfaces, 
has proven valid for a future auditory-only interaction. As quoted by [20], a subject in 
an initial experimental situation with the visual interface associated to the auditory 
one shows fast acquisition of the interaction commands. Here, learning consists of 
internalizing the image and its timing in the previous sessions in order to subsequently 
respond only to the auditory stimulus. This statement is also supported by a self-
report questionnaire applied after the execution of the experiment, in which all the 
subjects declared they had managed to associate the auditory stimulus to the mental 
task they intended to execute. They also stated that such stimulus did not become a 
source of distraction that could lead to a mistake. 

Another noticed factor is that typical deviations are relatively high in all the 
variables, which indicates that each subject has adapted himself in a particular manner 
to each interface. On the other hand, no direct relationship is noticed between each 
type of interface and the execution of the path (number of commands, collisions and 
total time), which leads to deducing that none of the interfaces is intrinsically better 
than the other to interact with the system. 

The objective of the research was to confirm the utility of an exclusively auditory 
interface, as it would make interaction of a handicapped person in a wheelchair easier. 
Success in the execution of the path with no significant differences in the measures of 
the evaluated variables in both modes of interaction shows the effectiveness of the 
proposed method. We thus conclude that both types of interface are equally effective 
for communication with a BCI system. 
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Abstract. The aim of this study was to develop a Brain Computer Interface 
(BCI) application to control domotic devices usually present at home. 
Electroencephalographic (EEG) activity was recorded from users’ scalp and 
sensorimotor rhythms were used to control the BCI. Our application uses the 
BCI2000 general purpose system. We studied four feature extraction 
algorithms: AR model, Fourier transform, wavelet transform and matched filter. 
An AR model achieved the best accuracy. Our application allows to control 
several devices, such as a TV set, a Hi-Fi system, a DVD player and the lights 
of a room. Five users from a disability reference center in León (Spain) with 
severe physical and cognitive disabilities took part in the study, achieving 
accuracies up to 69.9%. Domotic BCI applications could be really useful for 
disabled people. However, further research is needed. 

Keywords: Brain Computer Interface (BCI), electroencephalogram (EEG), 
feature extraction, feature translation, real-time applications, disabilities. 

1   Introduction 

A Brain-Computer Interface (BCI) is a communication system that monitors the brain 
activity and translates specific signal features that reflect the user’s intent into 
commands that operate a device [1]. The method most commonly used for monitoring 
brain activity in BCIs is the electroencephalography (EEG). The EEG is a non-
invasive method that requires relatively simple and inexpensive equipment and it is 
easier to use than other methods [2].  

BCIs can be classified into two groups according to the nature of the input signals. 
Endogenous BCIs depend on the user’s control of endogenic electrophysiological 
activity, such as amplitude in a specific frequency band of EEG recorded over a 
specific cortical area [2]. BCIs based on sensorimotor rhythms or slow cortical 
potentials (SCP) are endogenous systems and often require extensive training. Other 
systems depend on exogenous electrophysiological activity evoked by specific stimuli 
and they don’t require extensive training [2]. BCIs based on P300 potentials or visual 
evoked potentials (VEP) are exogenous systems. 

The aim of the present pilot study consisted in the development of a BCI 
application for disabled people to interact with the devices usually present at home. 
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The designed BCI application uses the µ  (8-12 Hz) and β (16-24 Hz) sensorimotor 
rhythms. The mentioned rhythms present variations in EEG over motor cortex when a 
self-generated movement is carried out and also when a subject observes the 
movement or imagines making the same [3]. Usually, to control these BCIs, users 
have to imagine different motor tasks. In this study, we used a paradigm consisted of 
two classes: motor imagery of left and right hand. For right hand motor imagery, the 
µ  rhythm amplitude is attenuated over the left hemisphere. For left hand motor 
imagery, it is attenuated over the right hemisphere. This attenuation is known as 
Event Related Desynchronization (ERD) and it is prominent contralateral to the 
intended movement [4]. After signal acquisition, several signal processing methods 
are applied to determine the user’s intent. Firstly, feature extraction methods obtain 
specific signal features. Then, selection methods choose the most significant ones that 
encode the user’s purpose. Finally, classifiers translate them into device commands. 

This study analysed four feature extraction algorithms: autoregressive (AR) model, 
short-term Fourier transform (STFT), continuous wavelet transform (CWT) using 
complex Morlet wavelets and µ  rhythm-matched filter. Previous studies showed these 
algorithms could be useful in BCI applications [4], [5], [6]. As classification method 
we used a linear classifier, described in [7]. This algorithm is included in the BCI2000 
general purpose system [7] that we used to develop the domotic application. Our 
application exploits the user’s ability for moving a cursor in 1D by means of two 
classes of motor imagery to navigate through a menu that access to several devices. 
Specifically, the application controls a television set, a DVD player, a mini Hi-Fi 
system and the lights of a room. Five users from a dependence and disability 
reference center in León (Spain) tested and evaluated our BCI application. These 
users are people with severe disabilities, so they are potential users of BCI systems. 

This communication is organized as follows: Section 2 introduces subjects and 
EEG recording details. In Section 3, the proposed feature extraction algorithms are 
described. Section 4 details the designed BCI application and in Section 5, results are 
presented. Finally, in Section 6, our results are discussed and conclusions are drawn. 

2   Data Recording and Subjects 

We used a g.USBamp biosignal amplifier (g.tec, Austria) with 16 channels to record 
EEG signals. Eight channels were recorded monopolarly with the left ear serving as 
reference and the right ear as ground. Signals were sampled at 128 Hz and bandpass-
filtered between 2 and 60 Hz. Three main channels were located over the motor 
cortex (C3, Cz, C4) and the other five ones over the front, temporal and parietal areas 
(F3, F4, T7, T8, Pz) to make a Laplacian spatial filtering of the main channels. 

The performance of four feature extraction algorithms was evaluated by a trained 
user. Signals were recorded from a healthy subject (female, 26 years) during feedback 
sessions. Every single trial started with a bar at the left or right of the screen, based on 
the CursorTask block from BCI2000. The task consisted in moving a cursor through 
motor imagery (left or right hand movements) to get the target showed in the screen. 
If subject got the target, that trial counted as a hit, otherwise as a miss. The 
experiment consisted of 10 runs with 20 trials each (100 trials per class) for each 
feature extraction algorithm. Accuracy was calculated as the percentage of hits to the 
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sum of hits and misses. The algorithm that achieved the best accuracy was included in 
the domotic application. 

The performance of the application was evaluated by users from a disability 
reference center. Five subjects (2 males and 3 females from 40 to 57 years) with 
severe disabilities, both physical and cognitive ones, were included in the study. They 
had different pathologies as Arnold-Chiari malformation, ataxia, cerebral palsy or 
brain injury with tetraparesis. The experiment had three stages: learning, training and 
application. During the learning stage, a word in the screen indicated the proposed 
task (motor imagery of left or right hand). Subsequently, an offline analysis was 
developed to find out the specific frequency bands of sensorimotor rhythms for each 
subject. In the training stage, subjects had to move a cursor horizontally to get a bar 
through motor imagery. Finally, in the application stage, three simple control 
sequences were proposed to assess our application. They are summarized in Table 1. 
Trials’ length was variable from 8 to 12 s (feedback period variable from 4 to 8 s). 

3   Methodology 

3.1   Autoregressive Model (AR) 

In an autoregressive model of order p, each time point of a time series is represented 
as a fixed linear combination (AR coefficients) of the last p data points [8]: 
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We estimated AR coefficients using the Burg algorithm [9]. Model order was set to 
16 and window length to 0.5 s [5]. Two configurations were used: 

AR1. AR spectrum estimated in bands with a width of 3 Hz, centered between 0 and 
30 Hz. The used feature is the corresponding to the specific µ  rhythm of each subject. 

AR2. AR spectrum estimated in bands with a width of 1 Hz, centered between 0 and 
30 Hz. The used features are the specific to µ  and β rhythms of each subject. 

 
Table 1. Proposed sequences to evaluate the BCI application by potential users: A) Hi-Fi 
system, B) TV and C) Lights 

 

Seq. A: Switch on Hi-Fi 
system and select radio 

Seq. B: Switch on TV, modify 
channel and volume 

Seq. C: Switch on lights and 
change its color 

A.1 Select Music Menu B.1 Access TV Menu C.1 Select Music Menu 
A.2 Perform selected action B.2 Switch on the TV C.2 Select DVD Menu 
A.3 Switch on Hi-Fi system B.3 Select Channel Up C.3 Select Lights Menu 
A.4 Select Radio Function B.4 Select Channel Down C.4 Perform selected action 
A.5 Perform selected action B.5 Perform selected action C.5 Switch on the lights 
  B.6 Select Volume Up C.6 Select Change Color 
  B.7 Perform selected action C.7 Perform selected action 
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3.2   Short-Term Fourier Transform (STFT) 

The Short-Term Fourier Transform (STFT) is used to determine the sinusoidal 
frequency and phase content of local sections of a signal as it changes over time: 

[ ]{ } [ ] [ ]( , ) j nSTFT n X m n n m e
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where [ ]nx  is the signal of interest (EEG) and [ ]nw  a window function (Hamming,  

1 s) [5], [10]. Thus, each sample of the STFT covers a spectral width of 1 Hz. 
Frequency bands power related to the specific µ  and β rhythms were our features. 

3.3   Continuous Wavelet Transform (CWT) Using Complex Morlet Wavelets 

This algorithm is based on the winner algorithm from BCI Competition 2003 for Data 
Set III. It consists in filtering EEG data with complex Morlet wavelets [4]. These 
specific wavelets take the form of modulated Gauss impulses with a characteristic 
eigenfrequency 0ω . To localize them in the time and frequency domain, they have to 

be scaled (scaling factor s ) and temporally shifted (according to τ ): 
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We calculated CWT instantaneous amplitude for EEG segments (0.5 s) using two 
complex Morlet wavelets centered to the specific µ  and β rhythms of each subject. 

3.4   µ Rhythm-Matched Filter (MF) 

This algorithm creates a parametric model for the µ  rhythm that is evident in the scalp 
recorded EEG of most of healthy adults [6], [11]. Firstly, the fundamental frequency   
f F of the characteristic µ  rhythm was determined. Then, it was decomposed in terms 
of a discrete number of phased-coupled sinusoidal components [11]. We calculated 
the amplitudes and phases of the fundamental peak and the two main harmonics (Am, 

ϕm). The MF was modeled as the sum of the three first harmonics present in the real 
rhythm. To avoid jitter effect during real-time processing, we used a complex MF: the 
real part using cosine functions and the complex one using sine functions: 
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Thus, a template of 0.25 s length were obtained [5]. Incoming EEG data segments 

were circularly convolved with the template and the maximum was used as feature. 
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4   Designed Domotic BCI Application 

The proposed BCI application exploits the user’s ability of moving a cursor in 1D by 
means of two classes of motor imagery, in order to navigate through a menu which 
allows to control several devices. Fig. 1 shows the designed application. Its interface 
is divided in two parts. On the left frame there are two bars, a red one on the left and a 
blue one on the right, and a green circle cursor. The user, by means of motor imagery 
of right and left hand, moves the cursor horizontally to get the desired bar. The blue 
bar allows to navigate through the application menu, showed in the right frame, 
whereas the red one is used to perform the action that is selected in the menu at that 
moment. As mentioned before, the application menu appears on the right frame. It 
consists of four buttons that allow to access the submenus to control the TV set, the 
DVD player, the Hi-Fi system or the lights of the room. When a user accesses to a 
submenu, several buttons appear showing different actions over a specific device. Fig. 
2 shows two examples. Navigation through different menus is done in a circular way 
turning clockwise. To operate the devices, i.e. to perform the commands, our 
application uses an infrared (IR) emitter device connected to the PC. The IR emitter 
has the ability of learning signals from remote controls, so it is possible to replicate 
and use them to control any IR device. 

5   Results 

5.1   Feature Extraction Algorithms 

A simple 1D movement control application was used to evaluate the accuracy 
obtained with each feature extraction algorithm. The results are summarized in Table 
2. The best accuracy was achieved by an AR model with the configuration AR1. This 
algorithm was included as feature extraction algorithm in the domotic application. 

 

 

Fig. 1. Interface of the designed BCI application for controlling domotic and electronic devices 
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 (a) (b) 

Fig. 2. Two submenus of our application to control: (a) the Hi-Fi system, (b) the TV set. 
 

5.2   Evaluation of the BCI Application by Potential Users 

Although five users took part in the experiment, only two of them (users 1 and 3) 
were able to control suitably a cursor in 1D. Only these users reached the third stage 
and used the BCI application. Regarding the remaining users (users 2, 4 and 5), one of 
them left the experiment during the training stage. The other two users reached the 
second stage but they could not control the cursor movement with enough accuracy 
after two weeks of training. 

Our results are summarized in Table 3. It includes accuracy, percentage of 
sequences totally completed and the average of necessary steps to complete a 
sequence regarding to the necessary minimum steps, i.e. without misses. We 
considered a miss when the user selected the running bar (red) instead of the 
navigation bar (blue) so the application performed a non-required command. 
However, when the user selected the navigation bar instead of the running one, i.e. he 
skipped the desired command and selected the next one, we did not consider that as a 
miss. The user had to select the next buttons until he reached the desire one again. 
However, that caused the user needed more steps to complete the proposed sequence 
of commands. Because of that reason, sometimes users needed more steps to 
complete a sequence than the minimum (5 or 7 steps). 

Accuracy results were worse than expected for both users. They were able to 
complete totally the sequence in many cases but usually they needed more steps than 
the strictly necessaries. User 1 had good accuracy results for sequence A (69.85%), 
completing it 47 times out of 100 and achieving an Information Transfer Rate (ITR) 
[12] of 7.38 bit/min. For sequences B and C, accuracies were lower respect to 
sequence A and the user completed them 26 and 33 times out of 100, respectively. 
Probably, it occurred because sequence A required fewer steps than the other two, so 
it was easier for the users. As expected, the average of needed steps increased with the 
sequence’s length. User 3 achieved high accuracy for sequence B (66.78%), 
completing it 31 times out of 100 and obtaining an ITR of 5.66 bit/min. However, 
user 3 was not able to complete correctly sequence C, finishing it always at 
intermediate points. 
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Table 2. Accuracy of proposed feature extraction algorithms achieved for a healthy subject 

 Accuracy (%) 
 Average Maximum Minimum 
AR1 92.08 100.00 83.33 
AR2 90.18 100.00 72.22 
STFT 83.10 88.89 73.68 
CWT 82.50 94.44 63.64 
MF 81.07 93.75 58.82 

 
Table 3. Results achieved for users 1 and 3 using the domotic application: accuracy, percentage 
of sequences totally completed and the average of necessary steps to complete a sequence 
regarding to the necessary minimum steps (5 for seq. A, 7 for seq. B and C) 

 
 Accuracy (%) 

Sequences 
completed (%) 

Average steps per 
completed sequence 

Sequence A 69.85 47.00 6.00 (5.00) 
Sequence B 47.96 26.00 8.29 (7.00) User 1 
Sequence C 47.93 33.00 9.14 (7.00) 
Sequence A 47.13 27.00 10.67 (5.00) 
Sequence B 66.78 31.00 9.20 (7.00) User 3 
Sequence C 51.42 0.00 0.00 (7.00) 

6   Discussion and Conclusions 

The performance of four extraction features algorithms was analyzed [4], [5], [6]. The 
AR models achieved the highest accuracies. The AR1 configuration with a frequency 
band width of 3 Hz and centered on the µ  rhythm achieved the highest accuracy: 
92.08%. Our results suggest these models could be the most adequate to extract 
features in real-time BCI systems. Thus, an AR model with the AR1 configuration 
was used as feature extraction method in the designed BCI application. 

On the other hand, we developed a real-time BCI application. The main purpose of 
this application was to control different devices present at home through the EEG 
signal. Therefore, this application could be really useful for people with severe 
disabilities that cannot interact easily with their usual environment. However, this 
research showed that not all the subjects of the study were able to control a cursor in 
1D. Additionally, users who were able, they did not achieved a high accuracy with the 
real application. Probably, it could be due to two reasons: the limited training time 
and the cognitive problems they present. The study was limited to five weeks and 
approximately three sessions per week. Probably with more time and an intensive 
training, users could have increased their accuracy. Our results showed that accuracy 
from a healthy subject was higher compared to these users’ performance. While a 
healthy subject was able to control a cursor in 1D with more than 90% of accuracy, 
these users achieved lower values. It could be due to their cognitive disabilities. They 
have problems to concentrate in a mental task for several seconds, so they probably 
did not carry out the motor imagery tasks correctly. Their results improved along with 
training but they had more difficulties than healthy people or those with only physical 
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disabilities. Further studies should take these limitations into account extending the 
training period and even designing other kind of BCI systems. Maybe, a P300-based 
BCI, which does not require extensive training [2], could achieve higher accuracy. 

In summary, our results suggest AR models are adequate for EEG feature 
extraction in BCI systems. Furthermore, BCI systems could be very useful to control 
devices present at home, making interaction with these devices easier for disabled 
people. However, we found significant differences between people with cognitive 
problems and without them. It seems that cognitive disabilities are an important 
limitation to use µ  rhythm-based BCI systems, so longer training periods or other type 
of BCI systems will be required. 
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Institute of Automation (IAT) - University of Bremen
Otto-Hahn-Allee, NW1, 28359 Bremen, Germany

volosyak@iat.uni-bremen.de

http://www.iat.uni-bremen.de/

Abstract. BCI spellers are mainly composed of an interface, by which
alphanumerical characters are presented to users, and a classification
system, which identifies the target character online by using the ac-
quired EEG data. In this study, we proposed modifications both to the
graphical user interface and to the classification system of the SSVEP-
based speller, in order to improve the usability of the Bremen-BCI and
to consequently increase the information transfer rate (ITR). The per-
formances of writing three phrases (including every letter of the al-
phabet at least once) using the standard Bremen-BCI speller and the
proposed dictionary-driven SSVEP speller with a modified interface were
compared with each other. Seven subjects, in copy spelling mode, used a
conventional speller and an improved BCI speller incorporating a custom-
built dictionary with a mean ITR of 29.98± 5.79 bit/min and of 32.71±
9.18 bit/min, respectively. For the vast majority of users, this new
dictionary-driven BCI realization resulted in a significant increase in
spelling performance.

Keywords: BCI (Brain-Computer Interface), SSVEP (Steady-State Vi-
sual Evoked Potential), LCD (liquid crystal display), speller.

1 Introduction

A brain-computer interface (BCI) is a technical system that acquires and an-
alyzes brain neural activity patterns in real time to translate them into con-
trol commands for computers or external devices [1]. Steady-state visual evoked
potentials (SSVEP) are the continuous brain responses elicited at the visual
and parietal cortical area under visual stimulation with a specific constant fre-
quency; they can be used for BCI and are described as reliable in the relevant
literature [2]. Presently, the SSVEP approach provides the fastest and the most
reliable communication paradigm for the implementation of a non-invasive BCI
system. High information transfer rates are essential for a BCI in order to become
a practical device for communication and control, such as a speller application,
and are important in order to control an external device.

Several methods for improving the information transfer rate (ITR) are avail-
able. In this study we address this issue by incorporating a custom-built dictio-
nary into a conventional classification system. Although the idea of supporting
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BCI spellers with dictionaries, in general, is not new [3, 4, 5], there are - to the
best of our knowledge - no published studies that have attempted to realize this
idea with a BCI speller based on the SSVEP paradigm. Therefore, we decided to
improve our conventional SSVEP-based Bremen-BCI speller by incorporating a
custom-built dictionary. These changes involved several necessary modifications
in the graphical user interface (GUI), which are specific to each particular BCI
paradigm, and hence they constitute the main novelty presented in this paper.

The paper is organized as follows: the second section describes the experi-
mental setup, introduces the dictionary employed, and presents details about
the modified interface for SSVEP spellers. The results are presented in the third
section, followed by a discussion and conclusion in the final section.

2 Methods and Materials

2.1 Subjects

The SSVEP copy-spelling experiments were conducted with seven healthy vol-
unteer subjects. All subjects use a computer screen at work on a daily basis and
had little or no previous experience with BCI systems. Three of the subjects were
male, and four were female, with a mean age of 34.3 years (std=14.04, range 18-
55). All subjects had normal or corrected-to-normal vision. The subjects did not
receive any financial reward for participating in this study.

2.2 Signal Acquisition

Subjects were seated approximately 60 cm in front of the LCD screen (22” Sam-
sung SyncMaster 2233RZ with the vertical refresh rate of 120 Hz and resolution
of 1680 x 1050 pixels) of the desktop computer running the Bremen-BCI soft-
ware. The graphical user interface of the SSVEP based Bremen-BCI speller that
was used is shown in the Fig. 1. The desktop PC has an Intel Core i7 CPU 975
(3.33GHz) processor running Microsoft Windows XP Professional. The EEG
data were recorded from the surface of the scalp via 8 standard Ag/AgCl EEG
electrodes. They were placed on sites PZ , PO3, PO4, O1, OZ , O2, O9, O10; AFZ

was used for ground and A2 (right earlobe) was used for the reference electrode of
the international system of electrode placement. Standard abrasive electrolytic
electrode gel was applied between the electrodes and the skin in order to bring
impedances below 5 kΩ. An EEG amplifier g.USBamp (Guger Technologies,
Graz, Austria) was used and the sampling frequency was 128 Hz. During the
EEG acquisition, an analog bandpass filter between 2 and 30 Hz, and a notch
filter around 50 Hz (mains frequency in Europe) were applied directly in the
amplifier.

2.3 Experimental Setup

After completing the consent form, subjects were prepared for the EEG record-
ing described above. A short familiarization run was carried out in order to in-
troduce the speller application to the subjects. No parameter adaptations were
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PACK MY BOX WITH FIVE DOZEN LIQUOR JUGS
PACK MY BOX WITH FIVE DOZEN LIQUOR
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VerticalRefreshRate: 120Hz

Cursor: E
Target: J
Segment: 813
SubjectNr: 4
Acc.: 97.22%
ITR: 23.54 bpm

Time: 429304ms

Fig. 1. GUI of the SSVEP based BREMEN-BCI during an online experiment. A sub-
ject was spelling the text “PACK MY BOX WITH FIVE DOZEN LIQUOR JUGS”,
the command “right” was about to be executed. A cursor can be navigated left, right,
up and down until the desired letter is reached. With the “select” command a letter is
selected and displayed at the bottom of the screen. At the beginning of the experiment
and after every selection, the cursor automatically moves back to the initial letter ‘E’.

performed at this stage. The assessment task was to spell three texts – including
the words “BCI”, “BRAIN”, and a pangram (a sentence using every letter of the
alphabet at least once) with the two SSVEP spellers: the conventional Bremen-
BCI system and a modified speller incorporating a custom-built dictionary. The
two copy spelling words “BCI” and “BRAIN” were the same for all subjects,
but the pangrams were different for each subject. The order in which these three
terms were presented to the user was determined randomly in order to avoid
adaptations. Each trial ended automatically when the subject correctly spelled
the text in question (or when the subject chose to stop spelling due to any rea-
son such as visual fatigue - which has not happened in this study). Misspellings
were to be corrected with the ‘Del’ option located at the top-right of the matrix.
The entire session took an average of about 60 minutes per subject. All data
collected during the experiment were recorded anonymously.

Conventional SSVEP-based Bremen-BCI speller. The graphical user in-
terface (GUI) of the conventional Bremen-BCI speller is presented in Fig. 1. It
consists of a virtual keyboard with 32 characters (letters and special symbols)
and five white stimulation boxes. These boxes are located at the outer edges
and upper left corner of the screen and flicker with different frequencies. As the
quality of the SSVEP response depends on the stability of the frequencies, the
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five stimulation frequencies that are used in this experiment were selected on
the basis of the refresh rate of the LCD screen (120 Hz) that produces the stim-
uli: 6.67 Hz (“select”), 7.50 Hz (“left”), 8.57 Hz (“right”), 10.00 Hz (“up”), and
12.00 Hz (“down”). In the previous studies [6,7] the selection of these frequencies
was thoroughly discussed. This setup, as opposed to having a LCD for the GUI
and a separate LED board for the visual stimuli, is much more convenient for the
users as they do not have to shift their gaze too much. In contrast to the previous
software implementation of this GUI application, as described, e.g., in [7], where
the EEG classifier was implemented as a separate software module (Microsoft
MFC application) connected via a Transmission Control Protocol/Internet Pro-
tocol (TCP/IP) link to the GUI (Nokia QT application), in the most recent
software realization the complete software module was re-developed as an sin-
gle executable (developed as an Microsoft DirectX 9 application). The second
improvement consists in the automatic measuring of impedances between EEG
electrodes (represented as nine circles, eight signal electrodes and the reference
electrode, presented in the EEG block located at the lower right edge of the
screen) during the subject preparation phase. By applying of an appropriate
electrode gel the impedances between the electrodes and the skin should be
bring below 5 kΩ during the standard preparation procedure. The impedances
are measured sequentially and are represented online as follows: below 5 kΩ, in
green; above 5 kΩ and below 10 kΩ, in yellow; and the impedances of electrodes
above 10 kΩ were shown in red (cf. Fig. 2(a)). All these modifications improve
the comfort and easy use of the SSVEP-based Bremen-BCI.

At the beginning of each trial, the cursor is located in the middle of the vir-
tual keyboard, over the letter ‘E’, and all flickering boxes are presented in their
default size of 125 x 125 pixels. During the spelling task, by focusing the user’s
attention on one of the four flickering boxes, the cursor is navigated by the com-
mands “left”, “right”, “up” and “down” until the desired letter is reached. With
the “select” command a character is selected and displayed at the bottom of the
screen, as shown in Fig. 1. Audio feedback, i.e. the name of the classified com-
mand, follows after every recognized command. After each selection, the cursor
automatically moves back to the initial letter ‘E’. The number of commands
required for the letter selection varies from letter to letter - from the minimum
of one (selection of the letter ‘E’ in the middle of the speller layout with just
one “select” command) to a maximum of five commands (e.g., the selection of
the letter ‘G’, which requires four movement commands and the following selec-
tion). The letters are arranged according to their frequency of occurrence in the
English language, and the additional special characters are located at the edge.

During the experiment, the sizes of the flickering boxes vary in relation to the
SSVEP amplitude. The white frames around each stimulus box (their fixed size
is 205 x 205 pixels each) represent the maximum size that a stimulus can reach
without classification. This assists the user in knowing whether a command
has been executed. This novel continuous real-time visual feedback about the
power of SSVEP signals additionally improves the time behaviour of the BCI
system [8].
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Fig. 2. GUI of the dictionary-driven SSVEP-based Speller with a modified GUI. After
spelling two letters, up to six words to choose from are suggested on the right side of
the button “Go”. If the desired word is amongst those, as it is shown in Fig. 2 (a), the
BCI user can switch to layout 2 by means of the “Go” command. In layout 2 (shown in
the Fig. 2 (b)) the whole word can be written by selecting the corresponding flickering
box. In case of erroneously selecting the “Go” command, the user can switch back to
layout 1 with the “back” command.

Navigation can move beyond the layout boundaries. For example, it is possible
to go from the letter ‘L’ to the letter ‘H’ by choosing the “up” command. The
box at the bottom of the screen contains - for the copy spelling mode - the word
that is to be spelled, and the already spelled text. Fig. 1 shows a screenshot taken
during the online spelling task. The SSVEP classification was performed on-line
every 13 samples (ca. 100ms) on the basis of the adaptive time segment length of
the acquired EEG data. More details about the SSVEP detection method used
can be found in [8].

Dictionary-driven SSVEP-based Speller with a modified GUI. The
graphical user interface of our proposed speller system with a custom-built dic-
tionary unit (DU) consists of two different layouts, as shown in Fig. 2. Layout 1
is almost equivalent to the conventional Bremen-BCI speller shown in Fig. 1. The
only difference is the additional button “Go”. After the subject has spelled two
consecutive letters, up to six word suggestions starting with these two letters are
presented to the BCI user. In the initial stage, our custom-built dictionary was
filled with 49’142 commonly used words of the English language. Each word was
initialized with an occurrence frequency of zero (therefore initial word suggestions
will be delivered in alphabetical order). If the desired word is found between these
suggestions, the user can switch to layout 2 (shown in the Fig. 2(b)) by means
of the “Go” command. In layout 2, each flickering box corresponds to the com-
plete word (including a space character after the word), which allows for a signifi-
cant increase in spelling performance, especially for words with many letters. Even
for short words this feature is advantageous, because of automatically adding the
word separator (space) after each word. This character is located at the right edge
of the letter layout and, with the conventional Bremen-BCI speller, it requires at
least 5 commands to be selected (4 times “right” with the following selection).
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Similar to the T9 technology, we implemented a feature which stores the words
and phrases the user often uses. It speeds up the process by offering the most fre-
quently used words first. It then lets the user access other choices, as well. To each
word in the dictionary, we assign an integer variable (frequency of occurrence),
which will be incremented after this word was spelled. This is exactly the reason
why we selected different pangrams for each user (otherwise the order of experi-
ments would matter – the first user of the system would be discriminated against
users who will start with the already updated dictionary). The dictionary can be
expanded by adding missing words, making it possible for them to be recognized
in the future. After introducing a new word in the conventional way by spelling
all letters one by one, the next time the user tries to produce that word it will be
found in the predictive dictionary.

This custom-built dictionary is realized on the basis of the software library
SQLite version 3.6.23.1. The stimulation frequencies that are used for additional
buttons in the modified GUI (six flickering boxes in layout 1 and up to seven
frequencies in layout 2, cf. Fig. 2) were also selected on the basis of the refresh
rate of the LCD screen (120 Hz) that produces the stimuli: 6.32 Hz (“Go”,
“back” in layout 2), 10.91 Hz (sixth word suggestion in layout 2).

Table 1. Copy spelling results. The crossed out letters (e.g. E) represent misspelled
text, which was corrected with “Del” option during the experiment. The space char-
acter is represented as . The letters automatically added by the dictionary unit after
selection in layout 2 are presented in superscript.

# Copy spelling tasks (in bold) and effectively spelled words

1

BCI BRAIN MY EX PUB QUIZ CROWD GAVE JOYFUL THANKS

BCI BRAIN MY EXD PNUB QUIZ CROWD GAVE JOEYEFUL THANKS

BCI BEERAIN MY EX PURB QUIZ CROWD GAVE JOYFUL THANKS

2

BCI BRAIN WAXY AND QUIVERING JOCKS FUMBLE PIZZA

BCI BRAIN WAXYE VAND QUIVERING JSOCKS EFUMBLE PIZEZA

BCI BRAIN WAXY AND UQEUIVERING JOCKS FUMBLE PIZZA

3

BCI BRAIN COZY SPHINX WAVES QUART JUG OF BAD MILK

BCI BRAIN COZEY SPHINEX WAVES QUART EJUEG OF BAD MILK

BCI BRAIN COZY SPHINX WAVES QUART JUG OF BAD MILK

4

BCI BRAIN A VERY BAD QUACK MIGHT JINX ZIPPY FOWLS

BCEI BREAIN A VERY BAD QUACK MEIGRHT IJEINX ZEIPPY ELFOWLS

BCI BRAIN A VERYC BAD QUACEKS EMIEGEHT JINEX ZEIEPEPEYSEEE FOWEELEEES

5

BCI BRAIN PACK MY BOX WITH FIVE DOZEN LIQUOR JUGS

BCI BRAIN PACK MY BOX WITH FIVE DOZEN LINQUOR,E JUGS

BCI BRAIN PACK MY BOX WITH FIVE DOZEN LIQUOR JUGS

6

BCI BRAIN FEW QUIPS GALVANIZED THE MOCK JURY BOX

BCI IBRAIN FEW QUIPS GALVANIZED THE, MOCK JURY BOX

BCI BRAIN FEW QUIPS GALVANIZED THE MOCK JURY BOX

7

BCI BRAIN KVETCHING FLUMMOXED BY JOB W ZAPS IRAQ

BCI HEBRAIN KVETCEHINGD EFLUMMOXED BYE EJEOEEBEE W ZAPS IRAQ

BCI BRAIN KVETCHINGT FLUMMOXED BY JOB W ZAPS IRAQ
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3 Results

Table 1 presents the copy spelling results (categories for each individual subject:
copy spelling tasks, words spelled with the conventional Bremen-BCI speller,
results with the dictionary unit). The resulting spelling times for each SSVEP
speller application are reported in Table 2. The number of commands with corre-
sponding accuracies, and the information transfer rates (calculated as described
in [1]) are presented for the conventional Bremen-BCI speller. The number of
targets N = 32 (all letters and special characters of the layout) was used for the
calculation of the ITR. It is important to mention that for this system realiza-
tion, two ways of ITR calculations are available: on the command basis (N = 5
in Fig. 1), or on the basis of the letters used (N = 32 in Fig. 1). The ITR values
vary depending on the number of targets used. This phenomenon was already
discussed in our previous work [9]. On average, over all spelled texts, assuming
the same weights of each of three spelling tasks, subjects performed in the copy
spelling mode using the conventional speller, and using the improved BCI speller
incorporating a custom-built dictionary, with a mean information transfer rate
of 29.98 ± 5.79 bit/min and of 32.71 ± 9.18 bit/min, respectively. For the sec-
ond case, the ITR was calculated on the basis of the text to be spelled (it was
assumed that the user has spelled the complete text letter by letter).

Table 2. BCI spelling performance over all copy spelling words
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# [s] [%] [bpm] [s] [%] [bpm] [s] [%] [bpm] [s] [s] [s]

1 32.91 100.00 27.35 52.51 100.00 28.57 707.99 92.70 16.98 27.02 68.45 478.97

2 19.09 100.00 47.14 47.53 100.00 31.56 723.73 87.76 15.67 27.63 26.00 569.77

3 15.95 100.00 56.44 26.34 100.00 56.95 292.09 91.49 40.15 14.12 12.39 272.29

4 35.55 80.00 27.74 46.41 85.71 33.49 395.99 86.79 33.41 13.71 29.45 572.10

5 23.97 100.00 37.55 40.12 100.00 37.39 516.14 93.33 22.58 36.46 48.55 562.45

6 35.24 100.00 25.54 96.38 85.71 16.13 438.04 97.50 25.79 32.91 22.65 606.84

7 28.84 100.00 31.20 79.73 77.78 21.23 676.41 82.76 17.92 34.63 21.23 543.36

Mean 27.36 97.14 36.14 55.00 92.74 29.16 535.77 90.33 24.64 26.64 32.67 515.11

SD 7.88 7.56 11.69 24.99 9.43 13.37 170.11 4.90 9.20 9.35 19.28 113.99
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4 Discussion and Conclusion

Although there were 49’142 words in the initial version of the customized dic-
tionary, the selection of pangrams shown in Table 1 was inaccurate. On the
one hand, we limited ourselves by designing the dictionary merely on the basis
of common English words. On the other hand, many words used in pangrams
did not exist in this dictionary. This was the main reason for some subjects,
who reported that they would subjectively prefer the previous speller realization
without a dictionary - due to simplicity reasons. The other problem consists in
the fact that the words in the dictionary are mainly in singular form, but the
pangrams contained many words in the plural. These problems exist only in this
initial software implementation and could easily be solved in future implemen-
tations. The ITR values for the proposed speller with DU present just an rough
estimation, the ITR was not designed for an additional input from a predic-
tive speller, and should be calculated e.g. in “output characters per minute” as
introduced in [5].

This study shows that the performance of dictionary-driven spellers is highly
dependent on the target word. If there is only a small number of similar words
in the dictionary, BCI users can attain a significant increase in spelling per-
formance, especially for words with many letters. A modified graphical user
interface (with one additional frequency to detect the command “Go” in layout
1, cf. Fig. 2) does not affect the classifier performance.

Our future work will address further improvements both in the proposed dic-
tionary unit and in the GUI of the modified SSVEP speller.
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Abstract. Theperformance of non-invasive electroencephalogram-based
(EEG) brain-computer interfacing (BCI) has improved significantly in re-
cent years.However, remaining challenges include the non-stationarity and
the low signal-to-noise ratio (SNR) of the EEG, which limit the bandwidth
and hence the available applications. In this paper, we review ongoing re-
search in our labs and introduce novel concepts and applications. First, we
present an enhancement of the 3-class self-paced Graz-BCI that allows in-
teraction with the massive multiplayer online role playing game World of
Warcraft. Second, we report on the long-term stability and robustness of
detection of oscillatory components modulated by distinct mental tasks.
Third, we describe a scalable, adaptive learning framework, which allows
users to teach the BCI new skills on-the-fly. Using this hierarchical BCI,
we successfully train and control a humanoid robot in a virtual home
environment.

1 Introduction

Brain-computer interface (BCI) technology allows direct interaction with the
environment by recording and translating the user’s brain activity in real-time.
Electroencephalographic (EEG) signals, i.e., bioelectrical potentials recorded
from the scalp, are the most common non-invasive source of brain signals in
BCIs [1]. Major problems confronting BCI developers are the non-stationarity
and inherent variability of EEG signals and the low signal-to-noise ratio (SNR).
These characteristics, among others, hamper reliable detection and translation
of on-going EEG patterns into messages and hence limit the bandwidth. This
is aggravated by the fact that the brain itself is a highly adaptive system. No a
priori fixed mappings between the brain and the application exist. User feedback
training and machine learning are required to optimize the interplay.

The two major types of EEG features used in BCIs are evoked potentials
(EP) and oscillatory components (transient changes of spectral components are

J. Cabestany, I. Rojas, and G. Joya (Eds.): IWANN 2011, Part I, LNCS 6691, pp. 362–369, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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also known as event-related desynchronization/synchronization, ERD/S). EPs
are stereotypical brain responses to external perceptual events that are stable
over time and require little adaptation on part of the user. EP-based BCIs do not
require long training and achieve high information transfer rates (ITR, usually
<30 bit/min), but rely on external stimuli to elicit EPs. ERD/S activity can be
induced internally, i.e., users intentionally perform distinct mental tasks (MTs)
to send specific messages to the BCI. ERD/S-based systems require longer train-
ing and achieve lower ITRs, however, users are independent from external events
and can initiate communication whenever required.

In this paper, we review research currently being performed in our laboratories
that aims to increase effective bandwidth through intelligent processing, reduce
errors, and shorten ERD/S BCI training. By identifying the best control sig-
nals for each subject, and incorporating context awareness into more intelligent
software, we can extend the control possible with BCIs. We are expanding the
self-paced 3-class ERD/S Graz-BCI [2] and have added control of the massive
multiplayer online role-playing game (MMORPG) World of Warcraft (WoW)
(Blizzard Entertainment, Inc.). We are aiming at identifying the MTs that yield
the best performance (stable ERD/S) within subjects. We are also working on
a new adaptive hierarchical architecture that allows the user to customize the
functionality of applications and teach the BCI new skills on-the-fly.

2 ERD/S-Based Interaction with World of Warcraft

Recently, we introduced the self-paced 3-class ERD/S BCI and a customized
graphical user interface (GUI) that allowed BCI user operating Virtual Google
Earth (Google, Inc., Mountain View, CA) [2]. Based on this 3-class approach, we
developed a novel intelligent GUI that lets the user play the MMORPG WoW.

WoW is a very popular video game that offers individual players or parties
of players a virtual universe to explore and interact with. The main goal of the
game is to team up with other players to fight monsters and complete various
quests. Computer keyboard and mouse are used to control the avatar. In order to
achieve hands-free control we developed a network controlled application, which
simulates specific time based mouse and keyboard inputs. For visual feedback,
the WoW native application-programming interface LUA was used to extend the
standard game interface with an add-on that allows displaying BCI feedback.
When the BCI detected left hand, right hand, or foot motor imagery (MI), the
user received real-time feedback in form of arrows pointing to the left, right
and forwards, respectively, which mapped to the navigation commands “rotate
left”, “rotate right” and “move forward” (Fig.1.a-c). The length of the arrow (4
increments) corresponds to the quality of detection, i.e., the BCI has to detect
MI for a configurable minimum time before the avatar starts moving. The avatar
continues executing the selected action as long as the user performs MI. Users
can start, stop and switch between MI tasks as required (self-paced mode).

In WoW, many actions involve specific points of interest (POIs). For example,
the player must typically go to a certain POI to accept a quest from a non-player
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Fig. 1. BCI-based interaction with WoW. (a) Picture of the BCI player in front of
the computer screen. (b) Game avatar (level 10 Tauren hunter). (c) The avatar in the
starting area Mulgore. At the bottom of the screen, the in-game add-on shows the
BCI-operated navigation arrows. In the screenshot, the arrow is pointing upwards and
consequently the avatar is walking forward. (d) The avatar is close to a non-playable
character that offers him a quest. The timeout bar for selecting critical events, located
below the navigation arrows, starts growing from left to right. If the user wants to
accept the quest, he has to wait a predefined dwell time. Otherwise, he can move away
and cancel the action.

character (NPC), engage specific enemies, gather collectible resources, or loot
objects. With three directional control, a fourth, binary degree of freedom can
be generated by using a timeout, which we use for confirming critical actions,
like attacking an opponent within range or accepting new quests. Whenever the
player’s avatar comes within the range of a POI, noncritical actions (e.g. getting
a gatherable resource) are executed immediately. Critical actions can be accepted
by staying within the range of the POI without moving for a predefined dwell
time. During this time period, the timeout bar located below the navigation
arrows starts extending. Once fully extended, the action is performed (Fig.1.d).

This control strategy lets players explore and interact with the virtual game
environment in many ways. Users can play hundreds of quests, engage a wide
range of enemies in numerous environments, win loot from defeated enemies
and awards from NPCs, and improve their character in many ways. All of these
actions could be implemented socially. Indeed, most players in WoW do not
play alone, but conduct quests and other actions in cooperation with a party
consisting of other human players. Hence, this new WoW BCI system had a
much more complex and engaging task structure than our prior work, as well
as more intelligent BCI processing software that incorporated context to enable
more complicated, high-level control with a limited bandwidth.
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3 Evaluation of Mental Tasks for Robust Control

In the previous study we used kinesthetic MI, which is the classical MT used
for controlling ERD/S BCIs. According to our experience, however, there is a
high variability in the on-line performance (e.g. [2]). This is particularly evident
during early training and when optimizing the system complexity (e.g. limiting
the number of EEG sensors) is required to increase practicality. We therefore
started the systematic investigation of MTs of different modalities with the aim
to identify MTs that are statistically stable over long periods of time (days) and
thus may increase performance and reduce training time [3].

In order to identify such MTs, we recorded thirty channel EEG data from 9
näıve able-bodied female subjects during 7-s cue-guided imagery trials on four
different days. Electrodes were evenly distributed over the head. Thirty trials
per class were recorded on each day in randomized order. MTs included:

1. Mental rotation (ROT): Visualization of 3-dimensional L-shaped figure ro-
tating in the 3-d space.

2. Word association (WORD): Generation of as many words possible beginning
with the presented letter (e.g. B = bank, bold, buy, etc).

3. Auditory imagery (AUD): Imagination of listening to a familiar tune (melody)
without articulating the words.

4. Mental subtraction (SUB): Calculation of successive elementary subtractions
from the presented problem (e.g. 105-6 = 99, 99-6 = 93, etc).

5. Spatial navigation (NAV): Imagination of navigating through a familiar house
(flat) thereby focusing on orientation.

6. Imagery of faces (FACE): Imagination of the face of the best female friend.
7. Motor imagery (MI) of the right hand: Imagination of repetitively squeezing

a hand-sized ball with the own right hand.

The EEG was band pass filtered 0.5-100 Hz, amplified and digitized at 256
Hz. Additionally, electrooculographic (EOG) activity was recorded from two
electrodes placed on the outer canthus of the left eye and above the nasion.
Recorded EEG signals were visually scored by experts and trials contaminated
with muscle or eye movement activity within the imagery period were excluded
from further analysis. Two distinct classes are required to transfer bits of infor-
mation and consequently as first step we examined binary classification perfor-
mances. To get a first glimpse on the stability of MTs, the classical method of
common spatial patterns (CSP) was used to design class specific spatial filters
in the 8-30 Hz frequency band, and Fisher linear discriminant analysis (LDA)
to classify the log-transformed normalized variance from 4 projections [4]. Each
day was analyzed independently to rank the discriminability of the imagery pairs
and to evaluate the variability between days. To get an overview of timing and
dynamics of the induced EEG patterns, trials were subdivided into thirteen 1-s
data segments with 0.5 s overlap. For each time segment and imagery pair, CSPs
and LDA were computed and evaluated using a 10-times 10-fold cross-validation
procedure.
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Fig. 2. Mean classification performance (10-times 10-fold cross-validation), averaged
over nine subjects, based on classifying pairs of mental tasks on four different days

Fig.2 summarizes initial results, including mean cross-validated accuracies,
averaged over all participants, for each class pair and day. The mean accuracy
for each day was computed by averaging subject-specific peak accuracies within
the 7-s imagery period. Class pairs SUB vs. MI, AUD vs. SUB and SUB vs.
FACE achieved binary classification accuracies >80% on every single day. The
computed accuracies are comparable to accuracies computed between different
motor imagery tasks reported in the literature. Our off-line results suggest that
the identified MTs induce EEG patterns that are statistically distinct and stable
over time, and thus appropriate for BCIs. We are now conducting feedback
experiments to confirm these findings.

4 Toward Hierarchical Adaptive BCIs for Robotic
Control

There is growing interest in intelligent and context-aware software for robotic
devices. Many disabled people cannot use high bandwidth communication sys-
tems, and seemingly simple tasks like getting a glass of water may take far too
long if the user must control low-level details of this task. Hence, intelligent
robotic devices often allow users to accomplish high-level goals with a single
command. In [5], we used a P300-based BCI to send high-level commands to a
semi-autonomous humanoid robot that physically interacted with real objects in
an augmented reality environment. To autonomously perform these tasks, the
robot requires prior knowledge of the environment and substantial artificial in-
telligence. For example, to pour a glass of water from a bottle in a refrigerator,
robots must navigate in the given environment, know the locations of cups and
the bottle, manipulate objects, and heed safety protocols.

We are now developing a new generation of scalable, user-adaptive BCIs that
combine the advantages of process-directed and goal-directed control. Users
could utilize imagery to teach the BCI new commands, which are then made
available for selection using evoked potentials (e.g., the P300). This leads to a
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hierarchical hybrid BCI wherein lower-level actions are first learned and later
semi-autonomously executed using a higher-level command, thereby improving
accuracy and freeing the user from tedious ongoing process-oriented control.
Continuing the above example, the user first navigates the robot to the kitchen,
and hence teaches the robot the task “Go to kitchen” from a specific starting
point. To make this flexible and universally applicable, the robot has to generate
an internal representation of the environment that allows for finding the path to
the kitchen from any location in the user’s environment. In a first experiment
we used radial basis function models to learn navigation policies [6]. Usually,
however, not enough training data is available and so learned models may not
be reliable enough to predict the path. To overcome this problem, we investi-
gate the use of uncertainty for guiding the robot’s behavior. We use Gaussian
processes (GPs, [7]) for learning high-level commands and exploit the fact that
they provide a measure of uncertainty in their output. When the uncertainty in
a given region of the task space is too high (e.g., due to lack of training in that
area), the BCI switches to user control for further guidance rather than contin-
uing to execute the unreliable and potentially dangerous high-level command.
Such uncertainty-guided decision-making is critical for real-world BCI applica-
tions, such as BCI-control of a robotic wheelchair or helper robot, where user
safety and the safety of those around the robot are of paramount importance.

The current prototype of the hierarchical BCI for robotic control is composed
of the three components: A steady-state visual EP-based (SSVEP) BCI; a hier-
archical menu and learning system; and the humanoid robot using a simulation
of the robot that mimics the physics of the real world. The three components
interact closely: The hierarchical adaptive menu system displays available com-
mands as flashing stimuli for the user to choose using the SSVEP BCI. The user
makes the desired selection by focusing on the desired command in the menu.
The BCI detects the option the user is focusing on and sends its classification
output to the hierarchical menu system, which in turn sends a command to
the robot and switches to the next appropriate menu. The robot executes the
command it receives, which can be either a lower-level command such as turn
left/right or a higher-level learned command. Finally, the user closes the con-
trol loop by observing the simulated robots action and making the next desired
selection based on the updated menu.

Up to three flickering stimuli (12 Hz, 15 Hz and 20 Hz) were presented on
a TFT computer screen with a refresh rate of 60 Hz. The view of the robot in
its environment was shown in a larger immersive setting above (Fig.3.a). One
channel EEG was recorded (60 Hz notch; sampling rate 256 Hz) bipolarly from
electrodes placed at Cz and Oz. SSVEPs were calculated by applying the Fast
Fourier Transform to 1-s segments of EEG every 0.5 s. The frequency with the
highest average power among the three target frequencies within the past 4-s
was classified as the users choice.

The structure of the hierarchical menu system is depicted in Fig.3.b. Users
could choose to train either new or existing skills by navigating the robot through
the virtual environment. During navigation, the robot moved forward
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Fig. 3. Hierarchical learning framework. (a) Picture of the experimental setup showing
the subject in front of the SSVEP stimulation screen and the humanoid robot simu-
lation placed above. The user is in the low-level control mode (Navigation Menu) and
navigating the robot by selecting the commands left, right or stop. (b) Hierarchical
menu structure. The boxes represent the available (sub)menus. Each arrow and the as-
sociated label indicate the option that has to be selected to arrive at the sub-menu. (c)
Navigation traces for GP model learning. Dashed black lines represent training routes
(low-level control). The symbol ”o“ indicates the end point of a route. The target des-
tination is marked with the symbol ”x“. The continuous gray line shows the route of
the robot during the test mode (high-level command). The robot follows the directions
learned by the GPs (vector field). Dark areas mark regions of high uncertainty.

automatically. Available navigation commands included left, right and stop. Af-
ter the user demonstrated and saved samples of the task, the BCI learns the task
via GPs. Learned skills can be called and tested (Test Menu). The learned model
guides the humanoid robot through the environment. Whenever the robots enters
regions of uncertainty (high variance in the GP model), the system interrupts
the operation and asks the user for assistance, i.e., to either guide the robot and
collect more data, or to exit and return to the top-level menu. During execu-
tion of a high-level command, the robot queries the BCI for navigation direction
based on the current position (in this feasibility study the global positioning
system, GPS, was used). If the GP model is used, one obtains both a predicted
mean value as well as the variance of the prediction. This variance can be re-
lated to the confidence of the BCI in the learned model: high variance implies
low confidence in the predicted navigational command and vice versa. For the
current implementation, we used a simple threshold to decide when the robot
should ask the user for guidance based on this confidence metric.

First preliminary results from four subjects using the hierarchical BCI indicate
that the proposed system reduces the number of required selections and decreases
the navigational time compared to low-level control. Fig.3.c shows navigation
traces of GP model learning and guidance.
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5 Conclusion and Future Direction

Non-invasive BCIs have evolved in recent years, and can now interact with a
variety of applications and artificial devices. However, there is still room for
improvement. We need better models of brain function and methods that predict
brain activity, more practical recording equipment, and novel concepts on how
to optimize brain-computer adaptation and extend progress to new applications
and goals. In this paper, we reviewed research in our labs that enhances the
usefulness of BCIs and paves the way for new applications. We introduced a
novel GUI for the 3-class self-paced Graz-BCI that allows playing the MMORPG
WoW. Players can not only navigate through the virtual world, but also interact
with the virtual environment, acquire and complete game quests, and improve
their character. We demonstrated that a proper combination of MTs contributes
towards a more robust classification of ERD/S patterns. We proposed a new
adaptive hierarchical architecture that allows a user to teach the BCI new skills
on-the-fly. These learned skills are later invoked directly as high-level commands.
We plan to continue this research direction, and explore new tasks and task
combinations (such as in hybrid BCIs) and alternate applications and devices.
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Abstract. The development of EEG-based wearable technologies for
real-life environments has experienced an increasing interest over the last
years. During activities of daily living, these systems need to be able to
distinguish predefined mental states from the ongoing EEG signal, and
these states of interest can be given after long periods of inactivity. A
detector of the intention to move that is conceived to be used in real-time
is proposed and offline validated with an experimental protocol with long
intervals of inactivity that are also used for the detector’s validation.

1 Introduction

The EEG-based BCI technology has experienced a great development in the
last decade in fields like rehabilitation [4], entertainment, or impaired subjects
support during activities of daily living (ADL) [9]. Nevertheless, there is still a
major challenge to be addressed: to develop a technology that can be easily set-
up and used in real life conditions. Any BCI system must fulfill some essential
requirements in order to be used for ADL: 1) a reduced number of EEG positions;
2) the system must be able to run online, taking into account the variability
existing among subjects; 3) the system must be able to work asynchronously;
and 4) the protocols used must be realistic, with long intervals of user’s inactivity
between tasks.

Many BCIs have successfully faced the first three requirements [10]. However,
the experimental protocols that most of the BCI studies use have high restric-
tions on the timing of the tasks performance, and this leaves less freedom to
the measured subjects to execute the tasks at their own pace. Letting the mea-
sured subjects to self control the timing of the tasks executions (asynchronous
paradigms) helps developing more real scenarios where the performance of the
BCIs can be properly validated. During real conditions, where a person normally
performs tasks after long intervals of inactivity, it becomes useful to discriminate
between the mental processes of interest and the ongoing basal (non task-related)
EEG signal. A BCI that is intended to recognize such predefined mental pro-
cesses operates as a switching system that is in charge of controlling posterior
systems [6].
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The BCI system presented in this paper aims at detecting the intervals pre-
ceding the execution of voluntary motor actions in patients suffering from neuro-
logical tremor. It is optimized for working in real scenarios, successfully fulfilling
the aforementioned requirements of a BCI system for ADL. The detection of the
patient’s intention to move can help differentiating the voluntary actions from
the undesired tremor. This can be of great interest for subsequent strategies for
tremor compensation.

The detector presented here must be able to anticipate the execution of
voluntary movements, for that reason only EEG-detectable neurophysiological
processes that anticipate this kind of tasks can be used. There are two well
documented neurophysiological phenomena that start before a voluntary action:
1) the Bereitschaftspotential (BP), which corresponds to the early stage of the
Movement Related Cortical Potentials (MRCP), which are the variations of the
DC amplitude of the EEG signal related to the execution of motor tasks [11] [3];
and 2) the Event-Related Desynchronization (ERD), which refers to the decrease
of the EEG signal power in the alpha and beta bands related to the performance
of motor tasks, [8].

The online single trial analysis of the BP for the detection of movement in-
tention presents an important drawback: the part of the BP to be used is mainly
the early-BP, that has low amplitude, and it is only visible after averaging over
a set of trials large enough. The ERD overcomes this problem since it does
not have a transitory period between the “synchronized state” and the “desyn-
chronized state”. Typically, ERD-based systems analyze the desynchronization
phenomenon over time windows of 1-2 seconds length to assert that the desyn-
chronization corresponds to a motor task [12]. Nevertheless, only a few studies
with ERD take advantage of its anticipatory characteristic, and they present
synchronous-BCIs discriminating between pre-defined tasks, [7]. To our knowl-
edge, the only EEG-based movement intention detector that has been reported
up-to-date is a recent system developed by Bai et al., [2]. They present an on-
line BCI detecting the movement intentionality. The system evaluates the best
features of the signal spectrum and decides whether a voluntary movement is
to be performed with a low false positive rate and an average anticipation time
longer than 600ms. However, this work has only been tested with healthy sub-
jects (22.6 +/- 2.4 years old). Besides, it includes a visual feedback to avoid
performing movements when EEG artifacts are measured and uses 27 electrodes
for the calibration session.

ERD-based intention detection in healthy subjects depends on the ability to
detect the subject-specific EEG patterns associated to the desynchronization
process. This detection becomes more difficult when measuring patients suffer-
ing from neurological disorders, like the tremor patients analyzed in the present
study. The effects of the tremor related neurological disorders on the desynchro-
nization patterns have been analyzed [5], especially in the case of Parkinson’s
disease, where a decrease in the amplitude of the ERD and a delay in its obser-
vation have been documented.
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The BCI system proposed in this paper is specifically optimized for being used
in real time conditions while subjects perform ADL. A Näıve Bayes classifier is
used, because it is optimal in terms of computational load while presenting sim-
ilar classifying performance than other classifying methods [1]. Additionally, a
reduced number of electrode positions over the motor cortex has been used. The
experimental protocol proposed for validating this movement intention detec-
tor consists of large intervals of motor inactivity and well-separated self-paced
movement executions. The results obtained show that the EEG ERD features
preceding a voluntary movement can be successfully detected in real-time con-
ditions in controls and tremor patients. Our BCI system presents a high rate of
movement anticipations and the number of false positives generated during long
periods of non-activity is very low for most of the subjects.

2 Methods

2.1 Subjects

Two groups of right-handed subjects were selected in the present study: 2 control
subjects (1 female and 1 male) and 2 age-unmatched patients (all males) with
essential tremor and thus presenting kinetic tremor. All of them participated in
this study with the approval of the ethical committee of the Hospital Central de
Valencia. The patients were 70 and 72 years old each and the two controls were
27 and 28 years old. The selection of two different groups of population was done
in order to demonstrate the system’s adaptability, and not to perform a study
on the special ERD features of the tremor patients

2.2 Data Acquisition

EEG signals were recorded from FC3, FCz, FC4, C5, C3, C1, Cz, C2, C4, C6,
CP3, CPz and CP4 of the international 10-20 system, with a gTec amplifier
and Au scalp electrodes. The reference was set to the common potential of the
two earlobes and Fz was used as ground. The amplifier was set to filter the
signal between 0.5 and 60 Hz, and an additional 50-Hz notch filter was used.
Synchronized with the EEG acquisition, the movements performed with the
right arm and hand were detected by means of inertial sensors (manufactured
by Tech MCS, Madrid, Spain). The EEG, IMUs and acoustic reference locations
were all stored at 256Hz.

In order to get reference-free estimations of the EEG signals, all the 13 chan-
nels were spatially filtered. A Laplacian filter was used for the electrode posi-
tions C3, C1, Cz, C2, and C4. The surrounding channels were spatially filtered
by means of a Common Average Reference filter. The resulting 13 reference-free
channels were the data sources used for the analysis of the ERD.

2.3 Paradigm

The measurement sessions with each subject were divided into 3 minutes length
runs. In each run, the measured subjects were asked to stay steady and to
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perform periodically a motor task consisting of a single wrist extension followed
by a return into a resting position. An acoustic reference sounded 10s after each
movement onset to indicate the measured subjects that a trial had finished and
it assured a separation long enough between two consecutive movements for the
subject’s mental activity to get back into a resting or basal state. The movement
executions with less than 3 seconds between the acoustic reference and the next
movement were removed in the posterior analysis to ensure the voluntarity of
the movements taken into account. This was accomplished because typically, the
desynchronization in voluntary movements starts 2 seconds before the onset of
the movement [8], and the length of the evoked potential caused by a simple
acoustic reference is lower than 1 second.

Each valid trial consisted of an initial acoustic reference time followed by a
self-chosen period of no motor activity higher than 3 seconds, an execution of
the motor task and an additional 10s period of time of no motor activity. An
average of 5 runs of 3 minutes each were recorded with all the subjects. This
resulted in an average set of 50 trials performed per subject. The average time
interval between movement executions was 21.31s.

2.4 Online Classifier Implementation

The main issues to take into account when characterizing the ERD in the inter-
vals of EEG data preceding a voluntary movement are: 1) The desynchronization
is best seen over the motor area, and it presents asymmetric spatial patterns [9];
2) The desynchronization may be detected in both the alpha and beta bands
and the specific frequencies at which it is most prominent are subject-dependent
[8]; 3) The ERD patterns present high inter- and intra-subject variability [3].

The variability among subjects, and also among different days of measure-
ments with a same subject, makes essential to adapt the classifier to each sub-
ject measured. The design of an ERD-based movement intention detector that
is optimized for each measured subject requires taking into account his/her best
desynchronization channels and frequencies.

Feature Extraction: For each one of the 13 channels, the optimal desynchro-
nization frequency is obtained by comparing the average basal and movement
power spectral densities (PSDs) of the training trials. The movement intervals
are taken in each trial from 2 seconds before the movement onset until the move-
ment ending. The basal intervals are taken from each movement ending until 3
seconds before the next movement onset. The PSDs are obtained with a fre-
quency resolution of 0.5 Hz. The best frequency for each channel is obtained by
maximizing the normalized distance between the mean power values of all the
training trials at each frequency.

In each channel, the average ERD is obtained at its optimal frequency, by
filtering the training trials with Butterworth band-pass filters of 2Hz width (4th
order). The resulting curves are used for estimating the anticipation of the desyn-
chronization for each channel. The four most predictive channels are selected for
the subsequent modeling and classification of the premovement state.
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Movement prediction, classifier update and threshold selection: The
training examples used to generate the model of the premovement state cor-
respond to the logarithmic power values from 1 second before each movement
onset to 1 second after the same movement onset for all the training trials. As
the logarithm of the power values measured in each channel follow a normal
distribution, Gaussian functions are used for modeling the premovement state.

A Näıve Bayes classifier is used for deciding whether each new observed ex-
ample obtained from the validation EEG signal corresponds to a premovement
state. The classifier uses as input data the logarithmic power values obtained in
each one of the four selected channels at their corresponding optimal frequencies.
The Welch’s method with Hamming windowing is used in order to get the power
estimations for time intervals of 2 seconds length.

The probability of the premovement condition is evaluated separately in each
one of the four selected channels and the final probability that the Bayesian
classifier outputs is the combination of the four estimations.

The trade-off between the number of movements anticipated and the number
of false activations generated, as well as the length of the estimations of move-
ment intention are used to select the optimal threshold of the classifier.

3 Results

The system’s validation was performed offline. The classification of each run used
the rest of the runs measured with the same subject as the training dataset. The
test runs were classified continuously (each complete 3 minutes run is analyzed,
as in an online scenario). No artifacts were removed in order to simulate an
online scenario.

In order to evaluate the classifier performance we decided to follow an analysis
mode based on events instead of a sample-by-sample test. This approach means
that the parameters selected for the validation and optimization of the detector
are based on activation units (AU), which are the consecutive set of 2 or more
classifier estimations that are over the decision threshold, so these consecutive
activations may be considered as a singular classification representing that an
ERD process must be stable on time [13]. According to this approach, we define
the conditions for an AU to be classified as a true-positive classified event (TP)
or as a false positive classified event (FP) and two indicators for testing the
classification results based in these two values:

Precision= TP/(TP+FP) Recall = TP/(TP+FN)
where
TP (true positive): AU intersecting or containing the interval [−0.5 : 0].
FP (false positive): AU intersecting the interval (MovementEnding : −0.5).
FN (false negative): Non detected movement.

Based on these criteria, a summary of the results achieved with the 4 subjects
of study is shown in Table 1. The classifier is able to anticipate an average
of 64% of voluntary movements and in the three best cases the recall is over
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Table 1. Classification results of the four subjects

Number Recall (%) Precision (%) Avg. Avg. Total L. False AUs Mean
Code of Recall Precision (without (without L. true L. false / Anticipation

movements (%) (%) anticipation) anticipation) AUs (s) AUs (s) Total L. Rest State (s)
(%)

C01 40 70 42% 95 49 3.50 0.70 2.7 -0.82
C02 43 72 36% 91 42 4.13 1.20 11.6 -1.22
P01 65 34 23% 91 44 3.43 0.95 7.2 -0.99
P02 60 80 69% 98 73 3.29 0.51 1.1 -0.70

0 20 40 60 80 100 120
time (s)

 

 

Mov ement prediction
Real movement intervals

Fig. 1. Seven movements detected and one wrong activation before the last movement

70%. The average precision result (42%) represents a reduced percentage of false
activations considering that, in average, the 81% of the time corresponds to the
basal state of the subjects while the premovement condition is found just in the
2.5% of the time measured (the remaining 16.5% of the time corresponds to the
movement intervals). Moreover, as can be observed in table 1, the average ratio
between the total length of wrong activations and the total length of the basal
state is 5.6%, and for the two best cases (C01 and P02), this ratio is just 2.7% and
1.1% respectively. This means that in the best case, around 5 false predictions in
a minute (480 prediction per move are generated) will be obtained. These results
represent a low percentage of false activations during long intervals of inactivity,
which are critical for the correct performance of the BCI switch.

An interval of the patient P02 with 7 correctly classified movements and 1
wrong activation during 120 seconds of the protocol is shown in Figure 1.

On the other hand, the classification results obtained with P01 show that the
anticipation in this case is not achieved (only a recall of 34% and a precision
of 23%), although, as can be inferred from the movement detections without
anticipation results shown in columns 3 and 4 of table 1, the detection of the
movement related desynchronization is still good for this patient (the recall and
precision results of the detection of movement executions, are similar to the
results obtained with the rest of the measured subjects). This may be because the
patient’s ERD characteristics do not present average anticipations large enough.

Finally, the amount of anticipation obtained with this detector can be ob-
served in the last column of table 1. These anticipation results were obtained
from the onsets of the true positive AUs and they show that an average antici-
pation of 0.93 seconds is achieved. These results reflect the high accuracy of the
detector for time locating and anticipating movement onsets.
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4 Discussion and Conclusion

This study presents a BCI-switch capable of detecting the intention to move in
control subjects and in subjects suffering from tremor-related pathologies. The
detector is based on the characterization of the ERD on those channels and fre-
quencies where it anticipates the most with respect to the movement onset. the
ERD features vary among subjects, and in some cases it has been observed a lack
of anticipation of the voluntary movement affecting the detection of movement
intention, while the movement detection without anticipation was still possible.
The capability of anticipating movements in such cases should be accomplished
by reducing the power estimation windows, and this could increase seriously
the amount of false detections during intervals of non-activity. The selection of
the classifier parameters as the optimal threshold, the power estimation window
length, or the number of channels taken into account for the ERD characteri-
zation need to consider all the factors that describe the detector’s performance,
such as the recall, the precision, the number and length of the false activations
per minute or the distances between the AUs’ onsets and the movement onsets.
It will be further investigated how to select the optimal parameters in an online
situation, so that the best classification results can be achieved with each user.

The main purpose of the system here presented was to be able to adapt to each
subject charactiristics, and because of this reason, the results obtained depended
on the particular features of the ERD for each subject.

Finally, the Bayesian classifier proposed allows updating the detector’s param-
eters every time a new movement is detected. With the accumulated knowledge,
the actual online design of the BCI detector presented in this study is possible
and will be accomplished in future works.

The ability to anticipate voluntary movements in control subjects and tremor
patients has been evaluated during an experimental protocol presenting long
intervals of subjects’ inactivity. The anticipatory property of the ERD phe-
nomenon has been used in order to develop the movement intention detector,
and a methodology has been proposed for the detector’s automatic configuration.
The results achieved with three out of four subjects are encouraging, with recall
results better in some cases than in the paper of Bai et al. [2]. The detector’s
ability to detect the mental states of interest has proven to be highly accurate
despite the fact of detecting the previous intervals of the voluntary movements,
where a high variability among single trials is observed.
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Abstract. Brain-computer interfaces (BCIs) are intended for people unable to 
do any muscular movement such as complete locked-in patients. Most of the 
BCIs make use of visual interaction with the user, either in form of stimulation 
or biofeedback. However, visual BCIs challenge the ultimate use of BCIs 
because they require the subjects to gaze, explore and coordinate the eyes using 
their muscles, thus ruling out complete locked-in patients. Despite auditory 
BCIs overcome the problem of the visuals, there are not many examples of 
them in the BCI literature. In this paper we review the research and main 
contributions to auditory BCIs, and compare them with visual BCIs, especially 
to communicate with complete locked-in patients. 

Keywords: Brain-computer Interface, auditory, Event-related potential, EEG, 
vegetative, complete locked-in. 

1   Introduction 

The classical definition of BCI established in [1] says “A brain–computer interface is a 
communication system that does not depend on the brain’s normal output pathways of 
peripheral nerves and muscles”. Since then, the vast majority of these interfaces use 
visual interaction with the subjects either as stimulation or as biofeedback. Examples are 
the BCIs based on steady-state visual evoked potentials (SSVEP-BCI) or P300 (P300-
BCI). In the SSVEP-BCI a set of flickers with different temporal frequencies [2][3] [4] or 
phase shifts [5] [6] are presented to the subject in a display or by means of LEDs 
controlled by external circuitry. Each flicker elicits a vigorous sinusoidal-shaped 
response of the same temporal frequency and phase shift as its corresponding flicker. 
Thus, the subject normally must gaze directly at one of the stimulus to elicit its 
corresponding response that will be easily recognized, classified and codified as a 
symbol. In the P300-BCI the response is evoked by means of an array of flashing 
characters [7][8][9][10]. In the typical oddball paradigm the subject must gaze at the 
specific character that he wants to communicate and perform a cognitive task, normally 
counting the number of times that it flashes. This elicits a P300 associated to the 
character and hence classified with accuracy. The underlying fundament of both types of 
BCIs is somehow contradictory with the definition of BCI since excludes patients unable 
to control their eye motion properly (e.g. patients in an advanced stage of sclerosis lateral 
amyotrophic with visual impairment or the vegetative). 
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In the two types of BCIs mentioned before, the subject must be able to explore a 
visual scene, shift gaze to different positions and stare during the length of a trial. An 
example of this is given in [11], where augmented reality is used to control a robot; 
the control of a prosthesis by means of flashing lights [2]; or the use of virtual reality 
environments to improve the feedback control, specifically for untrained subjects 
[12]. Finally, the experiment performed in [13] shows that the performance of a P300-
BCI speller in healthy subjects depends in considerable measure on gaze direction.  

There are few exception in the literature of visual BCI that do not require gazing. 
An example of that is [14]. The study presents a binary SSVEP-BCI that allows an 
efficient communication without the need of gazing. The information transmission 
rate (ITR) obtained was 0.64 bits per seconds and an accuracy of 90%. To achieve 
this performance two main factors were involved: on the one hand, the use of both 
amplitude and phase of the SSVEP in the classification and, on the other, the use of 
the absence of gaze (the “thousand-yard stare”). In [15] different conditions used 
overlapping or non-overlapping images to reveal dependence on gaze function. The 
data demonstrated that SSVEP differences sufficient for BCI control may be elicited 
by selective attention to one of two overlapping stimuli. Thus, some SSVEP-BCI may 
not depend on gaze control.  

In broad words, and with some exceptions, visual BCIs do not work properly without 
the visual ability to explore, to gaze and a suitable ocular motion. In this regard, an 
auditory BCI seems a more appropriate solution for users unable to control their eyes. In 
the rest of this paper we present some examples of auditory BCIs and how they can 
extend the group of users beyond the visuals, namely, the complete locked-in or the 
vegetative. 

2   Auditory BCIs 

Despite the singular definition of a BCI, there are just few efforts to use other more 
suitable modality of stimulus than the visual such as the auditory. A justification for 
this is that BCIs based on the latter modality of stimuli have given rise to systems of 
lower performance and usability than the visuals, able to perform above 1 bit/second 
with an accuracy around 90% [16]. 

2.1   Oddball Paradigm: P300 

For instant, in [17] sixteen healthy volunteers participated in an experiment in which 
they learned to increase or decrease the amplitude of sensorimotor rhythms. Half of 
the participants were presented with visual and half with auditory feedback. 
Participants in the auditory feedback group learned slower, but four out of eight 
reached, at the end of the experiment, an accuracy of over 70% comparable to the 
visual feedback group. They concluded that with sufficient training time an auditory 
BCI may be as efficient as a visual BCI. In [9] a two-group design was used to 
ascertain whether participants benefited from visual cues early in training. Group A 
received only auditory stimuli, whereas Group AV received simultaneous auditory 
and visual stimuli in initial sessions after which the visual stimuli were systematically 
removed. The results showed that the two groups achieved equivalent accuracy with 
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mean bit rates averaged about 2 bits/min, and maximum bit rates reached 5.6 bits/min. 
Another study with P300 [18] was designed to test a spelling system based on 
auditory BCI. The spelling system was tested on a group of healthy volunteers. 
Compared to the visual spelling system, users’ performance was lower. It was 
concluded that auditory evoked ERPs from the majority of the users could be reliably 
classified with high accuracies among these users. From all these studies, it can be 
concluded that the implementation of an auditory P300 BCI is a feasible possibility 
that achieves a reasonable classification accuracy and communication rate. 

2.2   Dichotic Listening  

The authors of [19] presented a novel fully auditory EEG-BCI based on a dichotic 
listening to natural speech. A dichotic listening [20] was established by two streams 
of stimuli, one per ear, that were presented concurrently to the subject through 
earphones with a repetition rate of 5 stimuli per second (ISI=200 ms) and interleaving 
interval (ILI) of 100 ms between streams (see Fig. 1). Two conditions were 
established: First, a dichotic listening condition wherein two distinct streams of letters 
were read out simultaneously (Condition 1) and second, the same as Condition 1 
except that complete speeches were used rather that letters (Condition 2). With this 
simple procedure, it was achieved a reasonable performance in terms of ITR and 
accuracy, even with very short trials. Actually, in the experiment the maximum 
averaged ITR (6.3 bits/minute and 2.2 bits/minute for Session 1 and 2 respectively 
with healthy volunteers) was achieved with trials of less than one second of duration. 

 

Fig. 1. Upper figure: Shows the typical structure of a trial of Condition 1. After the high beep 
the trial stars with two streams of 30 stimuli per ear (ISI=200 ms, ILI=100 ms). For the. Bottom 
figure: An example of the two streams of stimuli where the Spanish words “Petar” and “Veleta” 
are used. Adapted from [19]. 

This novel technique is of the interest of patients in an advanced state of cerebral 
deterioration, for whom a simple paradigm with a low cognitive effort is essential. 
The dichotic listening permits a more natural communication with complete locked-in 
or vegetative patients who still preserve a minimum level of consciousness, with 
promising results in terms of performance, usability, training and cognitive effort. 
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2.3   Other Paradigms  

Some variants of the auditory  P300-BCI based on the standard oddball paradigm 
have been also tried. The authors of [10] proposed an auditory BCI based on a 
paradigm similar to the standard oddball but including an additional target (i.e. two 
target stimuli, one frequent stimulus). Three versions were evaluated on twenty 
healthy participants in which the target stimuli differed in loudness, pitch or direction. 
It was achieved an average information transfer rate of up to 2.46 bits/min and 
accuracies of 78.5%. Other paradigms, such as the auditory Imagery of a familiar tune 
and Spatial Navigation Imagery through a familiar environment was used in [21]. In 
this experiment the maximum accuracy obtained 70.05% for the best combination of 
pair of electrodes used. 

3   BCIs for the Vegetative State 

Both auditory and proprioceptive BCIs are more convenient communication ways than 
the visual for complete locked-in patients [22]. The auditory BCIs have the benefit of 
extending their potential users beyond the visuals. Together with the locked-in, there is 
another category of patients who could benefit of a pure auditory BCI without any visual 
input, namely, patients with disorders of consciousness or vegetative who still preserve 
the necessary level of consciousness to process auditory stimuli and follow statements. In 
this regard, there are several studies that demonstrate that patients diagnosed as 
vegetative with the classical clinical procedures, still retain the ability to understand 
spoken commands and to voluntarily modify their brain activity   [23][24][25][26], which 
are the necessary conditions to operate a BCI. 

Different studies coincide in the convenience of a hierarchical approach to the 
assessment of cognitive function of patient in the vegetative state that have evaded 
detection using standard clinical methods. In [27] the assessment was established by 
means of an auditory scheme, from the speech recognition (lowest level) to the 
execution of volitional tasks ordered my means of verbal statements (highest level). In 
a first study the authors used the fMRI of a vegetative patient to measure neural 
responses during the presentation of spoken sentences, which were compared with 
responses to acoustically matched noise sequences (lowest level). Despite the 
appropriate neural response of the patient, it was not an unequivocal evidence that she 
was consciously aware. Therefore a second study was performed in which the 
vegetative patient was given verbal instructions to carry out two mental imagery 
tasks, namely spatial navigation and play tennis). This time, her neural responses were 
indistinguishable from those observed in healthy volunteers, thus being an 
unequivocal evidence of understanding external verbal instructions and the ability to 
execute volitional actions.  

In [28] it was possible the assessment of cognitive function of patient in the 
vegetative state by means of an auditory-guided scheme in a fMRI study (Fig. 2). At 
the most basic level, sound perception was assessed by comparing auditory stimuli to 
silence. Once a response to sound was established, a speech-specific response was  
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assessed by comparing speech sounds to noise. The next level was the comparison 
between ambiguous and unambiguous sentences as a measure of comprehension. 
Finally, volition was assessed by evaluating imagery responses to verbal instructions. 
The patient who was being evaluated under this scheme completed all the levels. 
When the patient who was clinically diagnosed as vegetative was asked to imagine 
spatial navigation and play tennis, her response was statistically indistinguishable 
from that of healthy volunteers. Finally, in this study it is concluded that, despite the 
patient was diagnosed as vegetative, she retained the ability to understand spoken 
commands and to respond to them through her brain activity. In other words, she was 
a suitable candidate to control a BCI. 

 

Fig. 2. A hierarchical approach to the evaluation of cognitive functions in the vegetative 
patients. Adapted from [28]. 

The fMRI analysis lacks of the necessary responsiveness for an efficient 
implementation of a BCI, thus bringing the EEG analysis a good chance to work 
around this disadvantage. In [29] it is proposed a different auditory hierarchical 
scheme that extends the scope of the fMRI studies reviewed before. It includes, at the 
top level, a choice of cognitive tasks, namely Oddball or imagery tasks, that are used 
as part of a BCI (see Fig 3). All the levels of the scheme are evaluated using EEG. As  
a requisite prior to the application of this auditory scheme is the presence of the N1 
and P2, that ensures the participation of the auditory cortex in the processing of the 
stimulus. Then, the hierarchical scheme evaluates the presence of EEG activity 
beyond the 4Hz and follows with the detection of P300 and N400 after passive 
stimulation. In the following level a passive stimulation with instructions is presented. 
If the amplitudes of P300 and N400 are larger than those obtained in the previous 
level, then the volitional tasks will be presented. At this level either a 4-choice 
oddball-speller either the BOLD response during mental imagery or both will be 
performed. The scheme ends testing if the response of the last volitional level is good 
enough to control a BCI.  
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Fig. 3. Flow chart of an auditory hierarchical approach to use a BCI with vegetative patients. 
Adapted from [29]. 

4   Conclusions 

The majority of the visual BCIs do not work properly without the visual ability to 
explore, to gaze and a control the eye motion, thus ruling out the possibility of use 
with complete locked-in patients. Although the auditory BCIs seem a more 
appropriate solution for this type of users, the number of implementations is very low 
in comparison with the visuals, due to important factors such as the high accuracy and 
ITR than the latter can achieve. Despite everything, there is a category of users that 
can not be conveniently covered with the visual BCIs, but with the auditory, namely, 
the complete locked-in or the vegetative. 

There are few paradigms used in auditory BCI, mainly the oddball for the P300-
BCI. Novel paradigms such as the auditory imagery or the dichotic listening to natural 
speech have given place to auditory BCI with promising results in terms of 
performance, usability and cognitive effort enough for a practical implementation 
with CLI or vegetative patients. 
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Abstract. After suffering a more severe disease like spinal cord injury or stroke 
patients are often not able to interact or even communicate with their 
environment anymore, especially at the beginning of rehabilitation. Brain-
computer interfaces (BCIs) can substitute this temporarily lost communication 
channels and might support rehabilitation by providing an alternative way for 
controlling a computer only by thoughts without any muscle activity. This 
enables the patient to communicate by writing letters on the screen, to stay 
socially in contact with friends or people outside the rehabilitation facility by 
participating in games like Second Life where they may appear as healthy 
persons. Another application is to control items in their room connected to the 
BCI system like the lights which can be turned off and on as it can be done in a 
virtual smart home without leaving the bed. In this paper a generic BCI 
interface is described which allows to control the aforementioned applications 
concurrently and transparently switch among them utilizing the P300 approach. 
The results of a recent study show that such a BCI can be used by patients 
suffering from cervical spinal cord injury almost as well as by healthy people 
which encourages us to think it may assist rehabilitation regarding the social 
aspect. 

Keywords: brain-computer interface; BCI; P300; visual evoked potentials; 
speller; Second Life; Twitter.  

1   Introduction 

Many disorders, like spinal cord injury, stroke or amyotrophic lateral sclerosis (ALS), 
can affect or even completely damage the usual communication channels a person 
needs to communicate and interact with his or her environment. In such severe cases a 
brain-computer interface (BCI) might be the only remaining possibility to 
communicate [1]. An EEG-based BCI provides a new non-invasive communication 
channel between the human brain and a computer. The electrical brain activity during 
predefined mental tasks is analyzed and translated into corresponding actions 
intended by the user. But even for less severe levels of affection a BCI can improve 
quality of life allowing to control a computer, specially prepared electronic devices, 
or to stay in contact with friends through social networks and games, for example. 

P300 evoked potential based BCIs can provide goal-oriented control and are 
mainly used for operating spelling devices [2], controlling computer games [3] or 
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performing navigation tasks e.g. moving a computer mouse [4]). The P300 evoked 
potential is elicited when an unlikely event occurs randomly between events with high 
probability. It manifests itself in a positive deflection in the amplitude of the EEG 
signal around 300 ms after a visual stimulus onset. Among the different classification 
techniques evaluated for P300 spellers, Fisher’s linear discriminant analysis and the 
stepwise linear discriminant analysis yielded very robust performances [5]. The 
training of these classification methods to the individual brain activity can be 
accomplished within several minutes [6]. Guger et al. demonstrated that more than 
70% of a sample population is able to use such a spelling setup with an accuracy of 
100% [9]. 

This paper presents a generic UDP, XML based BCI command interface (according to 
the recently introduced international BCI interface standard, see www.gtec.at) and its 
application to implement control interfaces enabling social interactions like spelling, 
interacting virtually with other participants in Second Life, operating Twitter and 
controlling a virtual smart home. All of these applications are based on the P300 speller 
principle.  

2   Material and Methods 

For a P300 spelling device commonly a 6x6 matrix of different characters and 
symbols is presented on a computer screen [7]. It can be operated in a single-character 
mode where all characters are flashed individual in a random order or in row-column 
mode where a whole row or a whole column flashes. The flashing of exactly the 
character the subject wants to spell and thus is concentrating on is a relative unlikely 
event in either mode. Thereby a P300 component is induced in the EEG signal 
measured at 8 electrode positions mostly over occipital and parietal regions (see 
Figure 1) [8].The P300 component reaches its maximum amplitude around 300 ms 
after the onset of the flash. For all other characters, rows or columns irrelevant to the 
subject no such P300 component is elicited. 

During the training phase an arbitrary word like LUCAS or sequence of at least 5 
control symbols is used to allow the BCI system to distinguish the characters or 
symbols the subject is supposed to concentrate on (targets), one after each other, from 
the remaining ones (non-targets). Whenever the currently focused letter flashes, the 
subject increments a mentally running counter. The EEG data of a specific time 
interval around each flash is used to train a linear discriminant analysis (LDA) 
classifier to distinguish between the typical EEG signal of the target and non target 
characters. The LDA classifier which has been trained with only a few target 
characters out of 36 possibilities is now able to identify the unknown target character 
reliably.  

The EEG data were recorded with a g.MOBIlab+ biosignal amplification unit 
(g.tec medical engineering GmbH, Austria) at 256 Hz sample rate and transferred to 
the computer wirelessly via Bluetooth®. A MATLAB/Simulink model controls the 
interface masks, processes the received data via a specific device driver and 
dispatches the targeted commands via the described UDP XML message passing 
interface. A notch filter (50 Hz or 60 Hz) and a band pass filter were applied to the 
signals in order to eliminate possible artifacts before they were down-sampled to 64 
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Hz. Data from 100 ms before each flash onset to 700ms afterwards were filtered and 
down-sampled again to get 12 feature values (i.e. samples) per channel and flash. 
These data chunks were sent to the LDA to determine if a target character flashed or 
not. The subjects were sitting in front of a computer screen and were instructed to 
relax as much as possible.  

 

Fig. 1. Common electrode setup for P300 spellers according to [8]. Eight EEG electrodes are 
placed at Fz, Cz, P3, Pz, P4, PO7, Oz and PO8. The ground electrode is mounted on the 
forehead at Fpz (yellow circle) and the reference electrode is attached to the rig 

2.1   Generic Control Interface 

The interface was designed with the intention to control multiple applications and 
devices simultaneously and to provide a common way of sharing BCI control in a 
consistent manner among them. The various applications, like twitter (section 2.2) 
differ in the content of the P300 BCI matrix where letters may be replaced by symbols 
or phrases to control the associated applications.  

In a first step the possible control states and the commands available in each state 
to move on to the next state are identified using unified modeling language (UML) 
diagrams, which yield a simple and clear overview of all required elements. Based on 
the diagrams, the detailed descriptions of the states and the actions to be taken along 
with the transition to the next state, an XML file describing the required masks, the 
position of the different symbols within the mask and the commands to call is 
generated for each application. Upon startup the interface description of the different 
applications are merged and symbols are added for switching among them. Figure 2 
shows the UML diagram for the twitter application and the P300 mask resulting 
thereof. Whenever a control symbol or character is selected by the user, the BCI emits 
the command or character string associated with the symbol or executes the related 
action. 

2.2   P300 Twitter Interface 

Through the social network Twitter (Twitter Inc.) users can exchange messages. 
These messages can be sent over the Twitter website, by smart phones or by SMS 
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(Short Message Service). They’re displayed on the author’s profile page and are 
limited to 140 characters per message. Interfacing possibilities can be extended 
through the application programming interface provided by Twitter. 

The basic BCI control mask was extended to add the necessary Twitter control 
commands in the first two lines (see Figure 2.a). The remaining characters are used 
for spelling resulting in a total of 54 possible symbols. Figure 2.b shows the Unified 
Modeling Language (UML) diagram of required actions for using the Twitter service. 

The system was initially trained with 10 target symbols for the BCI user. Then 
another user was asking questions through Twitter and the BCI user had to answer 
each question every other day. A total of 9 questions were asked which means that the 
BCI user had to use the P300 interface on 9 different days whereas they selected 
between 6 and 36 characters each day. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. The extended P300 interface control mask for Twitter (a) and the UML diagram of the 
actions required to use the Twitter service (b). Unlabeled actions indicate that the Twitter 
interface will execute them automatically. The witching to other Applications was implemented 
via the consecutive selection of “Post” and “Enter” command. 

3   Results 

To test the interface three applications, twitter, second life and a virtual smart home, 
were selected for the interface implementation. For the 3 systems the control states 
were identified using UML state diagrams (see Figure 2.b). Based on these, the 
control mask descriptions were generated merged and the symbols for switching 
between the applications were added. For the twitter application the switching was 
accomplished by a consecutive selection of “Post” and “Enter”, to display the list of 
applications to select from. With his approach the control mask (Figure 2.a), which 
was designed for the standalone version of the twitter applications, could be used 
without any change. The initial results achieved by a single subject for each of the 
applications are discussed in the following sections. 
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Table 1. Questions and text input with the P300 Twitter interface 
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Friend: Which kind of Brain-Computer Interface do you use? 

BCI: P300 GTEC BCI 13 11:09 3 8 51 

Friend: Are you using the g.GAMMAsys? 

BCI: EXACTLY! 7 06:18 1 8 54 

Friend: Active or passive electrodes? For explanation: the active system avoids or 
reduces artefacts and signal noise. 

BCI: ACTIVE ELECTRODES 17 06:10 0 5 22 

….. 

Friend: How long does it take to code the software for the BCI for TWITTER? 

BCI: 3 WEEKS 7 03:13 1 4 28 

Friend: How many characters are you able to write within a minute? 

BCI: 3 TO 4 6 03:15 0 5 33 

Friend: Did you get faster in writing during this period? 

BCI: YES, FROM 2 TO 4 CHARACTERS 27 06:38 1 3 15 

3.1   P300 Twitter Interface 

Table 1 shows the results of the answers from the BCI user (bold sentences) to the 9 
questions (italic sentences). The improvement of the user’s performance from the first 
session to the last one is impressive. For the first session it took the user 11:09 min to 
spell 13 characters with 3 mistakes. The user was instructed to correct any mistake 
before posting the answer on Twitter, yielding an average of 51 seconds selection 
time for each character. In contrast to this during the last session 27 characters were 
spelled within 6:38 min with only 1 mistake, with an average selection time of 15 
seconds per character. At the same time the number of flashes per character decreased 
from 8 in the first session to only 3 flashes in the last. 

3.2   Second Life and Smart Home Control 

Compared to the twitter application three different hierarchically arranged control 
masks are required for the Second Life application. The P300 control interface for 
Second Life has been tested in first setups. Preliminary results indicate a very similar 
performance as the virtual smart home study conducted by Edlinger et al. [10]  

In the virtual smart home study, some of the subjects achieved an accuracy of 95% 
in single character mode using between 3 and 10 flashes per character (mean 5.2 
flashes per character) only. Table 2 lists the average accuracy achieved by the subjects 
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for each of the 7 control masks. Increased amplitudes of the P300 components in the 
EEG signals yielding better accuracies, can be observed on the larger masks 
compared to the smaller ones. This can be explained by the decreased probability of 
occurrence for each single character and therefore increased time which is required to 
flash all symbols.  

Table 2. Accuracy, number of symbols, occurrence probability per symbol, number of flashes 
per symbol and mask (e.g. 25 x 15 = 375) and selection time per symbol for each mask 

Mask Accu-
racy 

No. 
Sym-
bols 

Proba-
bility 

No. 
Flashes 

Time per 
character 

Light 65.28% 25 4% 375 33.75 s 
Music 76.11% 50 2% 750 67.50 s 
Phone 63.89% 30 3.3% 450 40.50 s 
Temper-
ature 

76.39% 38 2.6% 570 51.30 s 

TV 65.74% 40 2.5% 600 54.00 s 
Move 75.93% 13 7.7% 195 17.55 s 
Go to 26.39% 22 4.5% 330 29.70 s 

Interestingly, the subjects achieved only 26.39% accuracy for the “Go to” mask 
which is quite bad compared to the Light and Move control masks which have similar 
numbers of symbols. We think this is due to the different layout of the “Go to” mask. 
While all the other control masks were arranged in a matrix layout the symbols of 
“Go to” mask were placed at apparently random positions related to the appearance of 
the virtual apartment. More detailed results of the virtual smart home study can be 
found in [10]. 

4   Discussion 

Extending the standard P300 speller by icons and symbols enables the user to control 
more complex scenarios. In [10] it is shown that a proper design of interface masks 
allows control of domotic devices in a virtual smart home study with comparable 
reliability as it has been reached for the spelling application. This paper discusses the 
usage of a BCI interface, to take part in social environments like controlling 
characters and actions in Second Life or operating other social interaction applications 
like sending or answering Twitter messages. The generic BCI interface which uses 
XML based description files simplifies the definition of the control masks. By 
merging the control masks of several applications like Twitter, second life and 
devices and also environments, like a virtual smart home, it is possible to use the 
different systems concurrently. To switch to another application it is sufficient to 
select the symbol or enter the symbol sequence used to load its control mask. If not 
running the application will be started and initialized to receive the control commands 
from the BCI.  

In a recent study Guger et al. [9] evaluated a P300 speller (6 x 6 character matrix) 
in row-column mode with 100 healthy subjects (32 female and 68 male at the age of 
27.9 ± 10.9) using a similar setup as described in this study. Using a subset of 81 
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subjects a total of 88.9% of them were able to use the speller with an accuracy level 
of 80-100% whereas 72.8% reached an accuracy of 100%. The average accuracy level 
was 91.1% with a spelling time of 28.8 seconds for a single character. Since all  
applications described in this study are based on the methods and the setup described 
in [9] we conclude from the presented case studies that comparable good results with 
respect to accuracy and usability as presented in [9] can be reached. 
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Abstract. The work presented in this paper consists in an adaptation
of a Genetic Algorithm (GA) to perform variable selection in an hetero-
geneous cluster where the nodes are themselves clusters of GPUs. Due
to this heterogeneity, several mechanisms to perform a load balance will
be discussed as well as the optimization of the fitness function to take
advantage of the GPUs available. The algorithm will be compared with
previous parallel implementations analysing the advantages and disad-
vantages of the approach, showing that for large data sets, the proposed
approach is the only one that can provide a solution.

1 Introduction

The problem of variable selection is crucial by the time of design models that
classify or perform regression so, the better the selection is, the more accurate
models can be designed [3,13]. The approach to be taken in classification prob-
lems differs from the one taken in regression due to their differences in the out-
put type (discrete and continuous respectively) so, this paper will consider the
regression problem also known as function approximation. Formally, the func-
tion approximation problem is to determine, given a set of input/output pairs
(xi, yi) ∈ Rd ×R i = 1...N , design an unknown function F such as F (xi) ≈ yi.
From this, the problem of variable selection can be defined as the search for
the subset of variables that make possible to build a model that approximates
the data as accurately as possible. Genetic Algorithms have been applied to
many problems and variable selection is not an exception, however, the use of
non-parametric noise estimators (independent from the models designed after-
wards) has not been widely treated [11]. This paper presents a GA which has
been implemented on a novel High Performance Computing (HPC) architecture
using clusters of computers and Graphical Processing Units (GPUs) in order to
compute the fitness of the individuals.

The rest of the paper is organised as follows: Section 2 introduces the Delta
Test. Afterwards, Section 3 describes the design of the Parallel Genetic Algo-
rithm that will perform the optimizations presented in the experiments included
in Section 4. Finally, conclusions are discussed.
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2 Delta Test in Variable Selection

In order to evaluate the goodness of an individual, the Delta Test (DT) [15] value
obtained using the combination of variables will be used as it has been shown
to be an adequate criterium [5]. The DT is a method to estimate the variance of
the noise ri, or the Mean Squared Error (MSE), that can be obtained without
overfitting, this is:

yi = F (xi) + ri, i = 1, ..., N

where F is the unknown function. The DT can be formulated using the nearest
neighbour formulation as

Var[r] ≈ δ =
1

2N

N∑
i=1

(yi − yNN(i))2,

with Var[δ]→ 0 for N →∞

where the first nearest neighbour of a point xi in the Rd space is xNN(i) and
yNN(i) is the output of xNN(i).

2.1 Computation of Delta Test Using Pre-calculated Distances

Computation of the nearest neighbour in the naive way involves calculating the
distances between each pair of samples di,j2 =

∑d
m=1(x

(m)
i − x

(m)
j )2 and re-

turning the smallest di,j and the corresponding index NN(i) for each sample.
Since the focus is on examining non-empty subsets of variables which can share
individual elements, a lot of time is wasted recomputing the squared differences
to obtain di,j . A simple solution to decrease running time is to store that infor-
mation into a N(N − 1)/2 × d matrix, where each row contains precomputed
squared differences for a pair of samples (xi, xj). Given this matrix, comput-
ing all pairwise distances for a given variable subset I ⊆ {1, 2, . . . , d} involves
summing precomputed values for those I variables (i.e. the I-th columns of the
matrix).

2.2 Computation of Delta Test on GPU

The computation of the k Nearest Neighbours (KNN) requires a big computa-
tional effort since it has to compute the pairwise distances between all the points.
In [6] an implementation of the k-NN algorithm on a GPU1 was presented,
showing very large speed-ups compared to CPU times. We use this algorithm to
determine the nearest neighbours (xNN(i)) to all input points (xi).

Differently from the approach in the previous subsection, the pairwise squared
differences between all points are not pre-calculated, since it would not be feasible
to keep this entire matrix in memory. However, even though we do not make
1 The code is available at: http://www.i3s.unice.fr/∼creative/KNN/
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this optimization, computing the pairwise distances between the points can still
be many times faster when using a fast GPU instead of the CPU.

Once all pairwise distances have been computed, a partial sort is performed
in order to determine the nearest neighbour xNN(i) (and their index NN(i)) to
each of points xi. Finally, given these indices of the nearest neighbours, we can
compute the Delta Test as explained in the beginning of this section.

3 Design of the Genetic Algorithm

The Genetic Algorithm (GA) is a well known optimization tool that has been
applied to many problems.

3.1 GA Operators Description

When a GA is designed, there is a set of elements/operators that has to be
defined depending on the problem to be solved. The first design decision is how
an individual will represent a solution, this is, the solution encoding. The variable
selection problem has a straight forward encoding using a binary chromosome
whose length is equal to the number of variables. If a gene within the chromosome
equals 1, the variable is selected, if it is 0, then the variable is discarded. This
binary encoding has been widely treated in the literature so the classical, but
effective, operators have been chosen:

1. Crossover: two-points binary
2. Mutation: Gene level, this is, if the individual is mutating select-unselect a

random variable.
3. Selection: binary tournament selection
4. Elitism: Keep the best individuals from the previous generation.

3.2 Parallelizing the GA

Apart from the optimization of the computation of the fitness function using
GPUs, the architecture available allows the algorithm to be distributed through
several machines in a classical cluster manner. GAs are intrinsically parallel
although modifications in the flowchart, distributing the populations, might im-
prove results [2,9,10,8].

Island Model. Among the several approaches proposed in the literature, the
multi-deme distributed GA is one of the most popular due to its good behaviour
[4,8,12]. This implementation consists of evolving isolated populations on each
island which is usually mapped into one processor. In our concrete case, since a
processor might have several cores and several GPUs it might allocate several
populations, one per each CPU/GPU pair.

In this type of algorithm, it is quite common to determine a migration op-
erator or mechanism so the isolated islands share some individuals in order to
collaborate and take advantage of the progress made by the others.
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Fig. 1. Island migration scheme

The migration rate is a parameter that can be random [14], fixed [8], or
autoregulated depending on the diversity of the population although this last
approach can be looked from the perspective of the replacement policy, this is,
migrate after a certain number of generations and, depending on the diversity
of the population, accept the new individual.

The implementation selected in this algorithm was to migrate after 5 genera-
tions and always replaces the worst individual in the population by the incoming
ones (in the same order they arrive form the other islands) as in [9]. The migra-
tion scheme is depicted in 1.

Population distribution in the cluster. Since we have a heterogeneous grid
of computers, it is obvious that the time to complete a generation during the run
will be different on each computer [1]. As the distributed populations perform a
collective communication broadcasting individuals, the global performance of the
algorithm would be injured if the fastest machines had to wait for the slower ones,
wasting computing resources. In order to ameliorate this fact, the decision of
setting different population sizes has been taken. Slower or overloaded machines
will process less individuals, allowing these processes to require a smaller time
to complete a generation. Therefore, during the collective communications, the
waiting time for the synchronization will be reduced. Obviously, this approach
is the same as increasing the predefined population size in the more powerful
machines.

The question that arises from this policy is: how much the size of the popu-
lation should be decreased/increased? The answer can be obtained empirically
by measuring the time of one generation on each machine and obtaining the
fraction between the fastest/slowest and the other time measurements. For ex-
ample, if the time on Machine1 is the double of Machine2 the population size
for Machine1 should be the half (or the population size for Machine2 should
be doubled).

4 Experiments

4.1 Cluster Architecture

The cluster that was configured had the components described below that were
interconnected as Figure 2 shows.
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1. 1 Master node with 2 GPUs:
Processor :

– model name : (26) Intel(R) Core(TM) i7 CPU 930 @ 2.80GHz — cache size : 8192 KB
– cpu cores : 4 - siblings : 8

2 GPUs:
– Graphics Processor :GeForce GTS 450 — CUDA Cores: 192
– Memory: 1024 MB - Memory Interface: 128-bit
– Bus Type: PCIExpress x16 Gen1 - PCI-E Max Link Speed: 2500

2. 2 Local network node with 1 GPU:
Processor :

– model name : (23) Intel(R) Core(TM)2 Quad CPU Q9550 @ 2.83GHz — cache size : 6144
KB

– cpu cores : 4 - siblings : 4
GPU :

– Graphics Processor :GeForce 9800 GTX — CUDA Cores: 128
– Memory: 512 MB - Memory Interface: 256-bit
– Bus Type: PCIExpress x16 Gen2 - PCI-E Max Link Speed: 5000

Processor :
– model name : (15) Intel(R) Core(TM)2 Quad CPU Q6600 @ 2.40GHz — cache size : 4096

KB
– cpu cores : 4 - siblings : 4

GPU :
– Graphics Processor : GeForce 8400 GS — CUDA Cores: 16
– Memory: 512 MB - Memory Interface: 64-bit
– Bus Type: PCIExpress x16 - PCI-E Max Link Speed: not available

Fig. 2. Cluster of GPUs used in the experiments

4.2 Comparison with Previous Approaches

This section will analyse the performance and behaviour of the proposed algo-
rithm. First, small data sets are compared with a previous work, afterwards, the
algorithm is applied to a large real-world data set.

Small Datasets. The algorithm was compared with the approaches in [11]
that was a previous parallel version of the algorithm implemented in a regular
cluster. For the sake of a fair comparison, the stop criteria will be the same:
execution time. In [11], the time limit is set to 600 seconds based on studies and
recommendations from the industry arguing that is the maximum time that an
operator is willing to wait to see a solution.

The same population sizes were used (50,100 and 150) and data sets processed
were:1) The Tecator data set2: the Tecator data set aims at performing the task

2 http://lib.stat.cmu.edu/data sets/tecator.
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of predicting the fat content of a meat sample on the basis of its near infrared
absorbance spectrum. The data set contains 215 useful instances for interpolation
problems, with 100 input channels, and 3 outputs, although only one is going
to be used (fat content). 2) The Anthrokids modified data set3: This data set
consists on several measures to predict child’s weight, it has 1019 instances and
53 variables.

The results are shown in Table 1. As the table reflects, the performance of
the proposed algorithm is not impressive in comparison with the previous al-
gorithm. In fact, it does not outperform the previous approach. However, it is
remarkable that the difference between the solutions is not too big and, in some
cases, the new algorithm outperforms the previous one demonstrating that the
proposed approach is a good algorithm. The reason because the previous algo-
rithm obtains, in general, better solutions for these data sets is because it is able
to perform more generations due to the pre-calculation of the distance matrix
as it was described in Section 2.

Table 1. Performance of the proposed algorithm (pGPU) against sequential and par-
allel algorithms for different data sets. Values of the DT obtained.

Large Datasets. The analysis of the previous results might discourage the use
of GPUs instead of using a pre-calculation of the distances, however, when the
data set starts becoming a little bit bigger, this second approach is not possible
any more. The reason is because the application runs out of memory so, to use
a cluster of GPUs it is not a matter of performance in time or quality results, it
is a matter of being able to provide a solution.

As an example, it will be used part of the data set provided by the Spanish
Institute of Statistics (Instituto Nacional de Estad́ıstica, INE) that contains data
about marital dissolutions in Spain. Several problems arise from this data, and
one of them is predicting the dissolution process length which is translated into
the regression problem.

The data to be used consists of 19967 input samples of 20 variables which was
divided into training (of 15385) a test (4568) sets. The size of the training set is
too big to pre-calculate the distance matrix used in previous approaches [11].

The proposed approach was executed during 600 seconds and was able to finish
only one generation with 50 individuals providing a DT value of 0.001642 using 9
variables. Due to the high memory requirements, one of the computers with the

3 http://research.ics.tkk.fi/eiml/datasets.shtml
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oldest GPU model was delaying the other two because of the synchronization
step in the migration. Therefore, the experiments were repeated only with two
nodes instead of three. The performance was increased significantly, allowing the
algorithm to evolve a mean of 7.6 generations with a DT value of 0.001589 using
only 4 variables.

Table 2. A) Delta test values for the large size data set ; B) Approximation errors
(NRMSE) of the large data set with and without variable selection using an RBFNN
with 15 neurons

A)
Running Time DT value (std) # vars # generations (std)

600 secs (3 nodes, 4 GPUs) 0.001629 (2e-4) 9 1 (0)
600 secs (2 nodes, 3 GPUs) 0.001592 (1e-4) 4 7.6 (0.5)

B)
Train Error Test Error

with var. selec. 0.4846 0.5017
without var. selec. 1.3086 1.3197

To test the validity of the selection provided, a model (Radial Basis Function
Neural Network with 15 neurons) was designed using the methodology proposed
in [7] without local search optimization. The experiments were done using all
the variables and using the ones selected by the algorithm, obtaining the results
shown in Table 2 B).

5 Conclusions

The problem of variable selection remains as an unsolved problem, being a crucial
step before designing the models to classify or approximate. In this paper, a
new algorithm that takes advantage of the new High Performance Computing
technologies has been presented. Concretely, the main novelty is the use of a
cluster where the nodes have graphical processing units to compute the k-Nearest
Neighbours. The performance of the algorithm for small data sets is acceptable
when compared with previous methods plus it is the only one of its kind that is
able to provide good results in a reasonable time, when the size of the dataset
becomes large.
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Abstract. This paper is a major step towards a pioneering software
framework for the reusable design and implementation of parallel meta-
heuristics on Graphics Processing Units (GPU). The objective is to
revisit the ParadisEO framework to allow its utilization on GPU ac-
celerators. The focus is on local search metaheuristics and the parallel
exploration of their neighborhood. The challenge is to make the GPU as
transparent as possible for the user. The first release of the new GPU-
based ParadisEO framework has been experimented on the Quadratic
Assignment Problem (QAP). The preliminary results are convincing,
both in terms of flexibility and easiness of reuse at implementation, and
in terms of efficiency at execution on GPU.

Keywords: Software Framework, Local Search Meta-heuristics, Parallel
Computing, GPU Computing, Neighborhood Exploration.

1 Introduction

Nowadays, parallel metaheuristics have grown to be a highly useful paradigm
to solve large-scale CPU time-intensive and complex combinatorial problems.
Metaheuristics are either single-solution namely S-Metaheuristics (local search
metaheuristics) or population-based namely P-Metaheuristics (e.g. evolution-
ary algorithms). The focus in this paper is on S-Metaheuristics. Recently, GPU
accelerators have emerged as a new powerful support for massively parallel
computing. Last year, we came up with the pioneering work on GPU-based
S-Metaheuristics [1]. Such experience has shown that parallel combinatorial op-
timization on GPU is not straightforward, and requires a huge effort at design
as well as at implementation level.

Indeed, the design of GPU-aware S-Metaheuristics often involves the cost of a
sometimes painful apprenticeship of parallelization techniques and GPU comput-
ing technologies. In order to free from such burden those who are unfamiliar with
those advanced features, optimization frameworks must integrate the up-to-date
parallelization techniques and allow their transparent exploitation and deploy-
ment on GPU accelerators. To the best of our knowledge, there does not exist
any software framework for GPU-based metaheuristics. In [2], we have proposed
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a framework called ParadisEO dedicated to the reusable design of parallel and
distributed metaheuristics for only dedicated parallel hardware platforms. Later,
we have extended the framework in [3] to dynamic and heterogeneous large-scale
environments using Condor-MW middleware and in [4] to computational grids
using Globus.

In this paper, we extend ParadisEO-MO (ParadisEO for S-Metaheuristics)
to deal with GPU accelerators. The challenges and contributions consist in (1)
rethinking the parallel models provided into the framework to manage efficiently
the hierarchical organization of the memories (different latencies and sizes) of the
GPU device as well as the interaction of this latter with the CPU ; (2) making the
GPU as transparent as possible for the user minimizing his or her involvement
in its management. In this paper, we propose solutions to this challenge as
an extension of the ParadisEO framework. The focus is on the iteration-level
parallel model of S-Metaheuristics which consists in exploring in parallel the
neighborhood of a problem solution. The first release of the new GPU-based
ParadisEO framework has been implemented using C++ and CUDA [5] and
then experimented on the QAP.

The remainder of the paper is organized as follows. Section 2 highlights the
principles of parallel iteration-level S-Metaheuristics and their challenges when
using GPU computing. In Section 3, we describe the major design features and
architecture of ParadisEO. Section 4 presents the design and implementation
of ParadisEO-MO on top of GPU called ParadisEO-MO-GPU. Section 5 shows
and comments some experimental results obtained with ParadisEO-MO-GPU
on the QAP. In Section 6, we conclude the paper and draw some perspectives of
the presented work.

2 Parallel GPU-Based S-Metaheuristics

An S-Metaheuristic is an iterative procedure which explores the neighborhood
of a solution in order to improve its quality. The associated algorithm generates
an initial (current) solution to the problem to be solved. This current solution is
evaluated and its neighborhood is generated and evaluated. Based on the eval-
uation of the neighborhood, the best solution is selected to become the current
solution. The process is repeated until a stopping criterion is found.

For large-scale combinatorial optimization problems, the neighborhood of a
solution is often extremely large. Therefore, massively parallel computing is re-
quired to generate and evaluate it. The parallel generation and evaluation of the
neighborhood is a master-worker and problem independent regular data-parallel
application. GPU computing is very well-suited for this kind of parallel applica-
tion. In the GPU (CUDA-based) model, the master is the CPU and the workers
are threads executed by the processing cores of the GPU. Using GPU computing
is not straightforward especially for non-experts in parallel computing. Indeed, a
GPU accelerator provides a hierarchy of memories with different sizes and access
latencies.
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The challenge is to re-think the design of the parallel exploration and evalu-
ation of the neighborhood taking into account the characteristics of GPU. Dif-
ferent issues have to be dealt with: (1) defining an efficient cooperation between
CPU and GPU, which requires to share the work and to optimize the data
transfer between the two components; (2) GPU computing is based on hyper-
threading (massively parallel multi-threading) and the order in which the threads
are executed is not known. Therefore, an efficient mapping has to be defined be-
tween each neighboring candidate solution and a thread designated by a unique
identifier assigned by the GPU runtime; (3) the neighborhood has to be placed
efficiently on the different memories taking into account their sizes and access
latencies. From an implementation point of view, the challenge is to provide
solutions to these issues in ParadisEO as transparent as possible way for the
user.

3 ParadisEO-MO-Based Parallel S-Metaheuristics

3.1 Parallel Iteration-Level Model on GPU

The parallel iteration-level model is designed according to the data-parallel
SPMD model of CUDA. In this model, a function code called the kernel is sent to
the GPU to be executed by a large number of threads grouped into blocks. The
task partitioning is such that the CPU hosts executes the whole serial part of the
local search method. The GPU is in charge of the evaluation of the neighborhood
of the current solution at each iteration. In order to minimize the cost of the
data transfer from the CPU to GPU, the neighboring solutions are generated
on GPU rather than on CPU. Indeed, only the current solution is sent to the
GPU and each thread executes the same kernel. This is highly efficient for large
neighborhoods. The kernel consists in generating and evaluating a neighbor. A
defined mapping function allows each thread to find its corresponding neigh-
boring solution. Once all the neighboring solutions are generated and evaluated
they are sent back to the CPU where the best solution is selected. The process
is iterated until a stopping criterion is satisfied.

3.2 The ParadisEO-MO Framework

ParadisEO-MO is part of ParadisEO dedicated to S-Metaheuristics such as Hill
Climbing, Simulated Annealing, Tabu Search, ILS, etc. ParadisEO [2] is a frame-
work dedicated to the reusable design of parallel hybrid metaheuristics by pro-
viding a broad range of features including evolutionary algorithms (ParadisEO-
EO), local search methods (ParadisEO-MO), parallel and distributed models
(ParadisEO-PEO), different hybridization mechanisms, etc. ParadisEO is a C++
LGPL extensible open source framework based on a clear conceptual separation
of the metaheuristics. ParadisEO is one of the rare frameworks that provide the
most common parallel and distributed models. These models are portable on
distributed-memory machines and shared-memory multi-processors as they are
implemented using standard libraries such as MPI, PVM and Pthreads.
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4 GPU-Enabled ParadisEO

4.1 Architecture of ParadisEO-MO-GPU

ParadisEO-MO-GPUis a new framework which is a coupling between ParadisEO-
MO and CUDA. It aims at deploying the S-Metaheuristics on GPU in a generic
way. It is composed by a set of new C++ abstract and predefined classes that
allows an easy and transparent development of S-metaheuristics on GPU accel-
erators. The architecture of ParadisEO-MO-GPU is layered as it is illustrated in
Fig. 1.

Fig. 1. A layered architecture of ParadisEO-MO-GPU

The user level indicates the different problem-dependent components which
must be defined: input data, the evaluation function, neighbor and neighbor-
hood representations. The second level presents the ParadisEO-MO framework
including optimization solvers embedding S-metaheuristics. The interaction is
done with the ParadisEO-GPU module which automatically pilots the CUDA
programming interface. The hardware level supplies the different transparent
tools provided by ParadisEO-GPU such as the allocation and copy of data or the
parallel generation and evaluation of the considered neighborhood. In addition
to this, the platform proposes predefined neighborhood and mapping wrappers
adapted to hardware constraints to deal with binary and permutation problems.
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4.2 A Case Study: Parallel Evaluation of a Neighborhood

ParadisEO-MO-GPU is illustrated in Fig. 2 through an UML sequence diagram.
The scenario shows the design and implementation of parallel neighborhood
evaluation of a local search on GPU. The different steps of the parallel evaluation
process on GPU for each iteration are the following:

Fig. 2. The parallel generation and evaluation of a neighborhood provided in
ParadisEO-MO-GPU

1. The neighborhood moCudaNeighborhood prepares all the steps for the par-
allel generation of the neighborhood on GPU. The initialization consists in
setting a mapping table between GPU threads and neighbors. Then, the as-
sociated data are sent only once to the GPU since the mapping structure
does not change during the execution process of local searches. The last step
invokes the parallel evaluation and will be informed on its completion to
retrieve the precomputed fitnesses structure.

2. Before proceeding to the parallel evaluation, the object moCudaEval con-
figures a kernel with N threads such that each thread is associated exactly
with one neighbor evaluation (N designates the neighborhood size). During
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the first iteration, the object allocates the neighborhood fitnesses structure
where the result of the evaluated neighbors will be stored. Otherwise, in any
case, it only sends to the GPU device the candidate solution which generates
the neighborhood.

3. The object moCudaKernelEval modelizes the main body which will be exe-
cuted by N concurrent threads on different input data. A first step consists
in getting the thread identifier then the set of its associated data. This mech-
anism is done thanks to the mapping table previously mentioned. The second
step performs the evaluation computation of the corresponding neighbor. Fi-
nally, the resulting fitness is stored in the corresponding index of the fitnesses
structure.

4. The worker moCudaEvalFunc is the specific object with computes on the
GPU device the corresponding evaluation neighbor and returns the provided
result.

Once the entire neighborhood has been performed in parallel on GPU, the
precalculated fitness structure is copied back to the CPU and given as input to
the ParadisEO-MO module. This way, the local search continues the neighbor-
hood exploration (iteration) on the CPU side. Instead of evaluating again each
neighbor in a sequential manner, the corresponding fitness value will only need
to be retrieved from the precomputed fitnesses structure. Hence, this mechanism
has the advantage of allowing both the deployment of any S-metaheuristics and
the use of toolboxes provided in ParadisEO-MO (e.g. statistical or fitnesses land-
scape analysis, checkpoint monitors, etc.)

5 Experimentation

The QAP arises in many applications such as facility location or data analysis.
Let A = (aij) and B = (bij) be n × n matrices of positive integers. Finding a
solution of the QAP is equivalent to finding a permutation π = (1, 2, . . . , n) that
minimizes the objective function:

z(π) =
n∑

i=1

n∑
j=1

aijbπ(i)π(j)

As the iteration-level parallel model does not change the semantics of the
sequential algorithm, the effectiveness in terms of quality of solutions is not ad-
dressed here. The objective is to assess the impact in terms of efficiency of an
implementation done with ParadisEO-MO-GPU compared with an optimized
version made outside the platform. To achieve this, a tabu search has been im-
plemented in 4 different versions: 1) a ParadisEO-MO implementation on CPU
and its counterpart on GPU; 2) an optimized CPU implementation and its asso-
ciated GPU version. ParadisEO versions are pure object-based implementations
whereas the optimized ones are pointer-based.
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The neighborhood is built by pair-wise exchange operations (known as the 2-
exchange neighborhood) which is a standard way for permutation problems. The
number of global iterations of the local search is set to 10000. The considered
instances are the Taillard instances proposed in [6].

Experiments have been carried on top of an Intel Core i7 970 3.2Ghz with a
GTX 480 card (15 multiprocessors with 32 cores). For measuring the acceleration
factors, only a single core has been considered using the Intel i7 turbo mode
(3.46Ghz). The average time has been measured in seconds for 30 runs. Results
are reported in Table 1 for the different versions.

Table 1. Measures in terms of efficiency of a ParadisEO-MO-GPU implementation
with an optimized version made outside the platform

Instance
ParadisEO-MO Optimized version Perf. gap
CPU GPU Acc. CPU GPU Acc. CPU GPU

tai30a 0.8 0.9 ×0.9 0.7 0.7 ×1.0 13% 23%
tai40a 1.9 1.2 ×1.6 1.7 1.0 ×1.7 11% 17%
tai50a 3.6 1.6 ×2.2 3.0 1.3 ×2.3 17% 19%
tai60a 6.0 2.0 ×3.0 5.0 1.6 ×3.1 17% 20%
tai80a 15.1 2.8 ×5.4 12.3 2.1 ×5.8 19% 25%
tai100a 31.7 3.8 ×8.3 26.0 2.8 ×9.2 18% 27%
tai150b 119.7 8.9 ×13.4 98.1 6.5 ×15.1 18% 27%

From the instance tai40a, both GPU versions start to give positive acceler-
ations (from ×1.6 to ×1.7). The poor performance for small instances can be
explained by the fact that since the neighborhood is relatively small, the num-
ber of threads per block is not enough to fully cover the memory access latency.
However, as long as the instance size increases, the acceleration factor grows
accordingly (e.g. from ×5.4 to ×5.8 for tai80a). Finally, efficient speed-ups are
obtained for the instance tai150b. They vary between ×13.4 and ×15.1.

A thorough examination of the acceleration factors highlights that they are
quite similar for the two GPU versions. The performance difference which ex-
ists is certainly due to the CPU version provided by ParadisEO-MO. Indeed,
regarding the two CPU versions, initially, there is already a slight performance
gap regarding the execution time. It varies between 11% and 19% according to
the instance. This gap can be explained by the overhead caused by the creation
of generic objects in ParadisEO whereas the optimized version on CPU is a pure
pointer-based implementation. This can also explain the performance difference
between the two different GPU counterparts in which the same phenomenon
occurs. However, for such transparent exploitation, the obtained results are re-
ally convincing. A conclusion of the experiments indicates that the performance
results of the GPU version provided by ParadisEO are not so far from the GPU
pointer-based one.
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6 Conclusions and Future Work

In this paper, we have presented a step towards a ParadisEO framework for the
reusable design and implementation of the GPU-based parallel metaheuristics.
The focus is set on S-metaheuristics and the iteration-level parallel exploration
of the neighborhood of a solution. We have revisited the design and implemen-
tation of this last model in ParadisEO-MO to allow its efficient execution and
its transparent use on GPU.

The implementation in ParadisEO-MO using CUDA has been experimented
on the QAP and compared to the same implementation realized outside Par-
adisEO. The preliminary results show that the performance gap which occurs be-
tween the two implementations is not really important. Indeed, for such flexibility
and easiness of reuse at implementation, the obtained results with ParadisEO-
MO-GPU are really promising (up to ×13). We are strongly convinced that the
overall performance provided by ParadisEO-MO-GPU will be much better for
larger neighborhoods or other problems requiring more computational calcula-
tions (see [7] and [1] for previous test cases).

The first release of ParadisEO-MO on GPU is available on the ParadisEO
website1. Tutorials and documentation are provided to facilitate its reuse. This
release is dedicated to parallel S-metaheuristics based on the iteration-level par-
allel model. In the short run, this release will be first extended to the algorithmic
(multi-start) and solution-level parallel models. Second, it will be extended to
other problem representations such as discrete representation and other solution
methods. Third, it will be validated on a wider range of problems. In the long
run, ParadisEO will be revisited following the same roadmap for evolutionary
algorithms on GPU.
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Politècnica de València, Crta. Nazaret-Oliva s/n, 46730 Grau de Gandia, Spain

{victorsm,iparjona}@fis.upv.es

Abstract. The simulation in computers of the evolution of pressure and
temperature inside a cavity when acoustic energy is injected results in a
very stiff and high time consuming application. The split–step method
used for the integration of the spatial part of the physical model is based
on intensive computation of two–dimensional FFTs. This operation is
currently very optimized but its use through a Matlab implementation
can not completely exploit this optimization. In addition, there exist
other operations involved in the integration of the model well suited to
be run efficiently on hardware accelerators like GPUs. Thus, we imple-
mented CPU and GPU versions of the application which are much faster
than the Matlab version. Moreover, in order to preserve the ease of use
we kept the Matlab interface by using mex files.

1 Introduction

In this paper we present an efficient implementation of an application for the
simulation of spatio–temporal dynamics of an acoustic field. A set of partial
differential equations that describe the physics were proposed in [1]. Intensive
study of these equations should be done to validate and tune the mathematical
proposition by contrasting it with physical experiments. Due to the complexity
of the model, the only way to approach the solution of the evolution equations is
by simulation. Very different scales in time and space force to take an extremely
small time step and, consequently, to perform a large number of iterations to
simulate the experiment resulting in a high consumption of computation time.

We use in the simulation the split–step and Euler methods for integration.
The computational cost of the application based on the chosen methods relies on
two–dimensional FFTs (Fast Fourier Transforms) and matrix point–wise oper-
ations. The application is characterized by many, dependent and fast iterations
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(since matrices are small) so there exists little opportunity to make the compu-
tation of each iteration in parallel using, i.e., multicores.

We solved the problem by implementing the application both in CPU and
Graphics Processor Units (GPUs). The good cost–performance ratio and the
availability of a high level language like CUDA [2] have led GPUs out beyond
the graphics field. Thus, GPUs have strongly consolidated as a serious tool to
accelerate high performance scientific computations (“General–Purpose Com-
putation on Graphics Hardware” [3]). Actually, great efforts are being made to
move scientific applications to GPUs to accelerate computations. For example,
a survey of discretization of ODEs and PDEs on GPUs can be found in [4]. A
similar work can be found in [5] but discretizing PDEs to integrate the equations.

However, not all the applications well fit the requirements to exploit this
hardware. The FFT is a very optimized operation which runs very fast on CPUs.
On the contrary, other application operations run very fast on GPUs due to its
high degree of intrinsic parallelism. The implementations on both CPU and GPU
we present far outweigh Matlab, being the GPU version the most competitive.
Furthermore, we modified the GPU version by incorporating a new computation
of the two–dimensional FFT based on V. Volkov work [6].

We also provide Matlab interfaces based on MEX files [7,8,9]. MEX files are
external interface functions which allow to call custom routines directly from
Matlab as it is done with Matlab built-in functions. This tool is very useful
for researches not skillful on programming issues. Experiments carried out with
the implementations presented in this paper led to important contributions to
understand the self–organization of ultrasounds in viscous fluids [10].

The paper is organized as follows. Section 2 summarizes the physical problem.
Next we describe the simulation algorithm. Section 4 and Section 5 describe,
respectively, both CPU and GPU application versions. The experimental results
are analyzed in Section 6. The paper ends with some conclusions and remarks.

2 The Physical Model

Many systems in nature, when driven far from equilibrium, can self–organize,
giving rise to a large variety of patterns or structures. Although studied inten-
sively for most of the last century, it has only been during the past thirty years
that pattern formation has emerged as branch of science in its own right [11].
A model to study the spatio–temporal dynamics of an acoustic field has been
proposed in a recent work [1]. The physical system consists of two solid walls,
containing a viscous fluid, where acoustic energy is injected by vibrating one of
the walls. In a viscous medium sound propagates with a speed c that depends
significantly on temperature. The propagation of sound in such a medium can
be described by two coupled equations for pressure, p(r, t) = P (x, y, t) cos(kz),
and temperature, T (r, t) = T0(x, y, t) + T1(x, y, t) cos(2kz). In the case of a fluid
confined in a driven resonator, it was shown in [1] that the pressure field P
and temperature fields T0 and T1 inside the cavity, which are proportional to
the amplitudes of pressure field and the homogeneous and grating (modulated)



Efficient Simulation of Ultrasonic Resonators 411

temperature components, obey the evolution equations,

τP
∂P

∂τ
= −(1 + iΔ)P + PinI + i∇2P + i (T0 + T1)P ,

∂T0

∂τ
= −T0 + D∇2T0 + 2 |P |2 , (1)

∂T1

∂τ
= −τ−1

g T1 + D∇2T1 + |P |2 .

The constants τp and τg are the normalized relaxation times of the pressure field
and the temperature grating component, respectively. Other parameters are the
detuning Δ between the driving frequency ω and the closest cavity mode, Pin the
injected pressure and D the diffusion coefficient. Finally ∇2 = ∂2/∂x2 + ∂2/∂y2

is the transverse Laplacian operator, necessary for pattern formation.
The model parameters can be estimated for a typical experimental situa-

tion [1]. It follows that the normalized decay times are τp ∼ 10−6, and τg ∼ 10−2

under usual conditions. So the problem is typically very stiff, since 0 < τp �
τg � 1. Stiff systems of differential equations, where the different variables evolve
along very different time scales, are usually problematic for numerical solving,
and certain numerical methods are unstable, unless the step size is taken to be
extremely small yielding thus very high time consumption.

3 The Simulation Algorithm

The simulation performs some previous initializations to call latter the main
process of the algorithm which is summarized in the following:

Algorithm termo2D:
for iteration = 1:2000000
(P, T0, T1) ← terms(P, T0, T1, n, τp, τg, Δ, Pin, δ)
P ← M · (CP ∗ P )
T0 ← M · (CT0 ∗ T0)
T1 ← M · (CT1 ∗ T1)

end for

where symbol ∗ denotes the convolution operation and symbol · the matrix–wise
product of matrices. Matrices P , T0 and T1 are input/output matrices; CP , CT0

and CT1 are input matrices already transformed into the spacial Fourier space
and M is also an input matrix that contains the acoustic energy injected by one
of the walls (resonator). All of matrices are of size n × n, where n = 64. Value
δ = 10−6 is the time step size. The number of iterations might vary but the
given value of 2 million is representative of the amount of iterations required for
the particular physical system in the experiments to be stable.

The integration method is divided into two steps: 1) the linear and non–linear
blocks; and 2) the spatial part, which corresponds to the Laplacian operators
in equations (1). The linear block is exactly integrated from the linear matrix
system in equations (1) when spatial and nonlinearities are not considered. The
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function (P, T0, T1) = terms(P, T0, T1, n, τp, τg, Δ, Pin, δ) is
P ′ = P + (0.5δ/τp) (−(1 + iΔ)P + PinI + i(T0 + T1) · P )
T ′

0 = T0 + 0.5δ (−T0 + 2P · P ∗)
T ′

1 = T1 + 0.5δ (−(1/τg)T1 + P · P ∗)
P ← P + (δ/τp) (−(1 + iΔ)P ′ + PinI + i(T ′

0 + T ′
1) · P ′)

T0 ← T0 + δ (−T ′
0 + 2P

′ · P ′∗)
T1 ← T1 + δ (−(1/τg)T

′
1 + P ′ · P ′∗)

Fig. 1. Function terms (superscript ∗ denotes complex conjugated, I is the identity
matrix and i is the complex variable (i =

√−1))

nonlinear part is integrated via a second order Runge–Kutta scheme. The com-
putation of these blocks is carried out in function terms (Fig. 1).

The spatial part is integrated using an exact split–step algorithm, which con-
sists of transforming the spatial part of the equation into the spatial Fourier
space and obtaining a differential equation with exact solution. The equation
is transformed into the Fourier space, propagated multiplying by the temporal
step and re–transformed into the real space (convolution). The advantage of the
split–step method (and of spectral and pseudospectral methods, in general) is
that it provides high accuracy in comparison with the finite elements technique
for a similar number of discretization points [12].

4 The CPU Algorithm

Algorithm termo2D implemented in C is shown in Fig. 2. A convolution
routine involves one forward and one backward two–dimensional FFT plus two
point–wise matrix–matrix multiplications, one for the multiplication of matrices
in the spatial Fourier space and one more for the multiplication with the acoustic
energy matrix M. The corresponding Matlab code for the first convolution is

P = M .* ifft2( CP .* fft2(P) );

These two–dimensional FFT (FFT2) are carried out in the C code by us-
ing the Intel MKL [13] FFT functions called as DftiX. The two point–wise
matrix–matrix multiplications are performed straightforwardly by using stan-
dard C loops ranging matrices and taking into account that they are complex.

For the CPU code it was chosen to implement function terms (Fig. 1) in
Fortran 90 and to use the ISO C binding package of Fortran 2003 to mix both
Fortran and C since operators + and * are overloaded for arrays and scalar–array

for (iteration = 1; iteration<=2000000; iteration++) {

terms( dP, dT0, dT1, p1, p2, p3, p4, p5, p6, p7, N );

convolution( M, dP, dCP );

convolution( M, dT0, dCT0 );

convolution( M, dT1, dCT1 );

}

Fig. 2. Implementation in C of Algorithm termo2D
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void convolution( int n, float2 *A, float2 *B, float2 *C ) {

cufftExecC2C(fftPlan,(cufftComplex*)A,(cufftComplex*)A,CUFFT_FORWARD);

cudaMatrixMatrixWiseProduct( n, A, B, 1.0/(float) (n*n) );

cufftExecC2C(fftPlan,(cufftComplex*)A,(cufftComplex*)A,CUFFT_INVERSE);

cudaMatrixMatrixWiseProduct( n, A, C, 1.0 );

}

Fig. 3. Convolution operation in GPU with CUDA

operations in Fortran 90. Furthermore, Intel Fortran Compiler (ifort) vector-
izes these operations. The routine receives arguments p1 to p7 which are pre–
computations involving values τp, τg, Δ and δ carried out before calling terms.

5 The GPU Algorithm

Algorithm termo2D is also implemented in CUDA as shown in Fig. 2. Function
convolution in CUDA implementation performs the same four operations as in
C implementation (Fig. 3). The first and third steps are calls to cuFFT routine
cufftExecC2C to perform forward and backward FFT2, respectively, on the first
matrix argument A in–place. The second and fourth steps are matrix–matrix
point–wise products of matrices.

Function terms in Fig. 2 is a C function which sets up the threads block and
grid size to call afterwards kernel kterms (Fig. 4). The kernel receives arguments
p1 to p7 from routine terms. We used auxiliary device functions (complex_mult,
conjugate) to perform the denoted operations. We exploited the fact that all
the operations can be carried out independently on each matrix element yielding
a simple kernel implementation with a very high degree of low grain concurrency.
Matrices P ′, T ′

0 and T ′
1 in function terms (Fig. 1) are represented in the kernel

through local complex (float2) variables Paux, T0aux and T1aux, respectively.
We performed an improvement in the computation of the two–dimensional

FFT (FFT2) using Volkov routines for the computation of one–dimensional
FFT [6]. Volkov solution is based on a special storage of matrices in the de-
vice memory. Before computing the FFT a data movement must be done in
CPU to change the standard two–dimensional matrix storage by columns in a
block storage. In the block storage we used, each 64 element column of the given
matrix where the FFT will be applied is saved in a 8 × 8 block of a matrix of
8 × 8 bocks. Let M be a 64 × 64 elements matrix and A a 8 × 8 bocks matrix
where each block is of size 8 × 8. Element (i, j), i, j = 0, . . . , 63, of M will be
stored in block (j%8, j/8) of matrix A. The same element (i, j) will be stored in
position (i%8, i/8) inside the given block. Thus, element (i, j) of matrix M will
be found in position (j%8 + i%8, j/8 + i/8) of matrix A. In addition, we used
the fact that the transformation from a standard transposed matrix to a block
matrix is equivalent to the transposition of the corresponding block matrix.

To compute the FFT2 of a matrix, a one–dimensional FFT must be computed
of the columns followed by a one–dimensional FFT computation on the rows, so
FFT2(M) = (FFT(FFT(M)T ))T , where FFT(M) is the FFT of all the columns
of M (note that T means “transpose” but not conjugation).
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__global__ void kterms( float2 *P, float2 *T0, float2 *T1,

float2 p1, float p2, float p3, float p4, float p5,

float p6, float P7, unsigned int N ) {

int i = blockIdx.x * blockDim.x + threadIdx.x;

int j = blockIdx.y * blockDim.y + threadIdx.y;

int k = i + j*N;

float2 Paux, T0aux, T1aux, a, b;

if ( i < N && j < N ) {

a = complex_mult( p1, P[k] );

a.x += P7;

b = complex_mult( make_float2( -(T0[k].y + T1[k].y),

T0[k].x + T1[k].x ), P[k] );

Paux.x = P[k].x + ( a.x + b.x ) * p5;

Paux.y = P[k].y + ( a.y + b.y ) * p5;

a = complex_mult( P[k], conjugate( P[k] ) );

T0aux.x = T0[k].x + ( -T0[k].x + 2.0*a.x ) * p4;

T0aux.y = T0[k].y + ( -T0[k].y + 2.0*a.y ) * p4;

T1aux.x = T1[k].x + ( p6 * T1[k].x + a.x ) * p4;

T1aux.y = T1[k].y + ( p6 * T1[k].y + a.y ) * p4;

a = complex_mult( p1, Paux );

a.x += P7;

b = complex_mult( make_float2( -(T0aux.y + T1aux.y),

T0aux.x + T1aux.x ), Paux );

P[k].x = P[k].x + ( a.x + b.x ) * p3;

P[k].y = P[k].y + ( a.y + b.y ) * p3;

a = complex_mult( Paux, conjugate( Paux ) );

T0[k].x = T0[k].x + ( -T0aux.x + 2.0*a.x ) * p2;

T0[k].y = T0[k].y + ( -T0aux.y + 2.0*a.y ) * p2;

T1[k].x = T1[k].x + ( p6 * T1aux.x + a.x ) * p2;

T1[k].y = T1[k].y + ( p6 * T1aux.y + a.y ) * p2;

}

}

Fig. 4. Kernel for the linear and non–linear terms calculation

Volkov routines compute a batch of FFT’s on the columns of a given matrix.
In our case, we compute the FFT2 of a 64 order matrix by using Volkov routine
FFT64(A,64) (and the corresponding inverse IFFT64(A,64)) which computes
the one–dimensional 64–FFT on each of the 64 columns of matrix A to perform
a convolution operation A← IFFT2(B.∗FFT2(A)) as shown in Fig. 5 a), which
corresponds to the first three operations shown in the code of Fig. 3.

In the computation of the FFT2, two transpositions of code in Fig. 5 a) can
be avoided since the FFT can be performed on the columns firstly and on the
rows secondly. This property leads to the code in Fig. 5 b). Note that now input
matrix B must be a block matrix and transposed.

We used a kernel contained in CUDA SDK [2] for the transpositions. Sums
and products–wise of matrices as scalar–matrix products can be applied on block
matrices, making it possible to use directly block matrices in the kterms kernel.
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A1 ← FFT64(A)
A2 ← transpose(A1)
A2 ← FFT64(A2)
A ← transpose(A2)
A ← B ∗ A
A1 ← IFFT64(A)
A2 ← transpose(A1)
A2 ← IFFT64(A2)
A ← transpose(A2)

a)

A1 ← FFT64(A)
A2 ← transpose(A1)
A2 ← FFT64(A2)
A1 ← B ∗ A2

A2 ← IFFT64(A1)
A1 ← transpose(A2)
A ← IFFT64(A1)

b)

Fig. 5. Convolutions using Volkov FFT64 routine

6 Experimental Results

We used in our experiments an Intel Quad Core Xeon E5430 2.66 GHz. running
Linux and a NVidia Quadro FX 5800 with 240 parallel processor cores and 4GB
global memory. We used Intel developing tools (Compiler Version 11.1 including
MKL), CUDA distributions 2.2 and 3.1 and Matlab version R2009b.

Results in Table 1 were obtained using “Matlab” application, “CPU” im-
plementation, “GPU” implementation using cuFFT of the two different CUDA
distributions, and “GPU Improved” version using our FFT2 implementation.
The table shows execution time and percentage of time used for the two main
steps: function terms and the three convolution functions. All tests have been
launched from Matlab command interface.

Total time results show that CPU version is more than two times faster than
Matlab one. However, we remark on that the weight (percentage) of the two
steps are similar in both versions since the underlying hardware is the same.

The most different behaviour occurs between CPU and GPU, being GPU
time less than 20% of CPU time (cuda 3.1). As it can be seen in the first data
column, the reduction in time is mainly due to the computation of terms. This
is a O(n2) flops function but it becomes like if it were a O(1) flops in GPU due
to the high degree of intrinsic parallelism, that is, all the n2 elements of the
involved matrices can be computed concurrently. This fact is also reflected in
the relative weight of the algorithm parts. The most weighty part is completely
different in both type of platforms meaning that computation of terms is far
suitable to be carried out on GPU.

Table 1. Results of Algorithm termo2D in different platforms

terms function Convolutions Total time Gflops

sec. % Gflops sec. % Gflops sec.

Matlab 3118 64.6 0.53 1701 35.3 1.5 4820 0.87
CPU 1461 67.9 1.12 687 31.9 3.7 2150 1.95
GPU (cuda 2.2) 27 4.8 60.7 541 95.2 4.7 568 7.38
GPU (cuda 3.1) 27 6.4 60.7 397 93.6 6.4 424 9.89
GPU improved 27 6.7 60.7 379 93.3 6.7 406 10.3
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Otherwise, FFTs are more suitable for CPU. Convolutions part spends close to
95% of total execution time in GPU and a third of the execution time in the CPU.
Two factors are involved, the hardware is more suitable to perform this operation
and Intel MKL routines for the computation of the FFT are very optimized. On
the contrary, GPU hardware is more difficult to be exploited with this operation
type due to data dependences. Actually, noticeable effort has been done between
cuFFT of CUDA distributions 2.2 and 3.1. Nevertheless, the convolutions time
is lower in GPU than in CPU. The computation of convolutions part is 27%
(cuda 2.2) and 73% (cuda 3.1), respectively, faster in GPU using cuFFT than
in CPU. In the case of our “Improved GPU” version, this computation is 81.3%
faster in GPU than in CPU.

7 Conclusions

In this work we have shown an application consisting in the simulation of a phys-
ical system with considerable research interest. The application is very suitable
to be run in GPUs where we obtained a significant reduction in time. Hence, we
can concluded that it is worth to move this type of applications containing both
operation types from CPU to GPU. In addition, we offered researchers in this
field an easy of use tool since it can be managed in a Matlab environment [14].

Although the speed up obtained with our improved computation of two–
dimensional FFT is not very large we foresee that, as it is shown in [6], other
applications based on the split–step integration method working on matrices of
larger orders than 64 will get a larger improvements too.
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Abstract. This paper describes the implementation of a bio-inspired visual 
processing model which aims to remark the relevant information from a scene 
to generate different kinds of stimuli such as visual, haptic or audio stimuli, 
useful in aid systems for visually impaired persons. Desirable features for such 
system are real-time operation, minimum latency and portability. To meet all 
these requirements we have implemented the whole model in the GPU NVIDIA 
ION2 which is integrated in a light-weight netbook and performs at a maximum 
rate of 35 frames per second. 

Keywords: Visually impaired, GPU, CUDA, GPGPU, Bio-inspired image 
Processing. 

1   Introduction 

The purpose of this paper is to present an implementation of a bio-inspired vision 
model able to enhance the main features of an image using GPUs. This has special 
interest in the development of aid systems for low vision impaired and also for the 
blind. 

Vision is regarded as one of the main sensorial organs of the human being, given 
that around a 40% of the information arriving to the brain is related to the visual 
system. However, the World Health Organization estimates that the number of people 
with visual impairments (with visual remains) is 285 million (65% of whom are aged 
over 50 years). Of these, 246 million have low vision (63% over 50) and 39 million 
are estimated to be blind (82% over 50) [1]. 

In this sense there are several systems which try to improve the visual capabilities 
taking advantage of residual vision, aimed to low vision affected persons. Some of 
these devices employ an opaque and immersive Head Mounted Display (HMD) to 
project the enhanced images. For example the System LVES [2], the system JORDY 
by Enhanced Vision or an aid system which combines several image enhancements 
adapted to the visual field of each user, using a GPU to achieve real time performance 
[3]. Most of these aid systems perform transformations of the input image, amplifying 
it in size, intensity or contrast. These transformations are mainly based on digital 
zooming and edge overlaying and are applied to the whole image or, in the case of 
[3], to different regions of interest previously defined, but are unable to detect the 
main features of a scene and especially enhance them. 

On the other hand, there is a wide range of devices specifically oriented to the 
Blind. Some of them are automatic sensorial transduction systems, so that visual 
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inputs that cannot be processed by the natural system due to pathology are forwarded 
to a different sense which fully or partially preserves its function, as, for instance, the 
hearing. 

Some examples of these systems are VIS2SOUND [4], The vOICe [5] an EAV [6]. 
The system VIS2SOUND uses an FPGA to detect the main features of a scene and a 
3D sound generator to generate audio stimuli. The software of The vOICe performs a 
sequential scan of the incoming image, encoding every pixel into a sound, which turns 
out to make patient training quite complex, and imposes a severe limitation on the 
frame rate. EAV performs computations that are exclusively based on stereo-vision, 
discarding some other relevant features of the image, as color.  

Moreover there are other kinds of systems based on GPS localization such as 
Trekker [9] developed by HP which continuously  pinpoints the user  position,  
offering  talking digital maps and providing diverse information in the context of the 
user surroundings. The main drawback that GPS systems present is that they are not 
able to help the users in real environments with people and obstacles since they are 
not able to prevent the user from colliding with them. 

The next section focuses on explaining the main characteristics of the bio-inspired 
vision model implemented. Section 3 exposes details related to its implementation on 
a GPU. In the last point, we discuss the outcomes of our system, concluding with 
some comments about the work described in this paper. 

2   The Bio-inspired Vision Model 

Color vision in humans is based on three different cone pigment types. Each pigment 
type is most sensitive to light of a particular wavelength, approximately 420, 530 and 
560 nanometers respectively. Because of their peak sensitivities these three cone 
types are referred to as short-wavelength sensitive (S cones) which make possible the 
perception of what we identify as the blue color, medium wavelength sensitive (M 
cones) related with the perception of green and long wave-length sensitive (L cones) 
which enable the perception of the red color. Each cone pigment absorbs a broad 
range of wavelengths. As a result light stimulates more than just one class of cones. 
The retina performs a processing of visual information, encoding color as separate 
color and spatial opponent channels [10, 11]. 

The implemented model is based on the application of spatial and temporal 
filtering over the input images performed in order to remark a number of features of 
the image, recalling the way in which the human visual system works. A similar 
model is used in systems Retiner[7,8] and Vis2Sound[4]. But in these cases, FPGA 
based devices are used to achieve real time performance.  

Fig. 1 shows the reference architecture for the processing carried out by the model. 
As we can observe, the system performs a linear combination between the output 
from the spatial and temporal filters to obtain a perceptual image in which the main 
features of the scene are remarked as well as those parts where changes are taking 
place. Other models use similar operations to generate saliency maps [12]. 
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Fig. 1. Computation flow for the input images 

2.1   Spatial Filtering 

In order to carry out the spatial filtering, the model separates the video input into 
three-color planes (Red, Green, Blue), whose gain can be selected independently in 
order to enhance some kinds of chromatic characteristics of the scene. Over these 
color channels and over the intensity channel, obtained as a linear combination of the 
R, G and B channels, we can design a set of spatially opponent filters to simulate the 
function of bipolar cells.  

This opposition between the center and the periphery of the receptive field of these 
cells is modeled with a Difference-of-Gaussians (DoG), according to Eq. (1),   

√ exp exp    (1) 

where Gaussians  and  are applied to different color channels. 
This vision model performs two filtering operations: enhancing color contrast 

(magenta vs. green, and yellow vs. blue), and an additional intensity contrast filtering 
enhancing the edges of the scene.  To be able to extract this information, we compute 
a convolution between the image and specific Difference-of-Gaussians masks, which 
can be defined according to Eq. (2),  , , , ,       (2) 

                     

where A is the stream of information that will be convolved with a Gaussian mask 
with , being B the stream operated with the kernel defined by means of the  
parameter. In the present approach, both A and B are set to linear combinations of 
color channels. The spatial filtering implemented is defined mathematically in Eqns. 
(3) to (7). LS_vs_M , , ,                                                 (3) 

                              

Video  
input

Temporal 
filtering 

filtering 

Linear 
combination

Perceptual image 
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LM_vs_S , , ,                                       (4) 

                                  , , ,                                            (5) 

                                  
     LS_vs_M + LM_vs_S +           (6) 
                                 + + 1                                                        7  

 
where L stands for the red channel, M stands for the green channel, S stands for the 
blue channel and I stands for the intensity channel. ,  ,  are weighting constants 
that can be set by the user depending on the specifically features to be enhanced. 

We have chosen this combination of the color input channels according the way 
the human brain combines the signals from the three cone types, two chromatic and 
one achromatic system [10].  

2.2   Temporal Filtering 

In some cases, it might be interesting to enhance image changes between consecutive 
frames, thus stressing those parts of the scene where changes are taking place (due to 
external movement, ego-motion or both). The temporal enhancement takes as inputs 
two or more consecutive frames. In order to carry out the temporal filtering, the 
system performs the difference between the actual frame and the average of the n 
previous ones. 

3   GPU Implementation 

The requirements for this application as portability, constrained power consumption, 
real-time performance and customization, lead us to consider the GPU NVIDIA ION2 
as the best option to design and develop the system. Some others aid systems like 
Vis2Sound use FPGA or DSP devices since they provide a high computation 
capability in a small and low power device. However, the GPU used in this system 
has 16 processors integrated on a platform with sufficient battery autonomy (about 4 
hours). Moreover, the system takes advantage of the Intel ATOM N450 processor, 
integrated in the used netbook, which is faster than other FPGA built-in processors, 
such as PowerPC. Furthermore the cutting-edge GPU technology used provides more 
flexibility to develop and customize dynamically the application and more 
competitive time-to-market than other devices.  

Our target GPU consists of two streaming multiprocessors. Each streaming 
multiprocessor has one instruction unit, eight stream processors (SPs) and one local 
memory (16KB), so it has 16 SPs in total. The eight SPs in the same streaming 
multiprocessor are connected to one instruction unit. This means that the eight SPs 
execute the same instruction stream on different data (called thread). In order to extract 
the maximum performance of SPs by hiding memory access delay, we need to provide 
four threads for each SP, which are interleaved on the SP. Therefore, we have to provide 
at least 32 threads for each streaming multiprocessor. 
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To optimize the use of the available multiprocessors, the parameters to be determined 
are the number of threads/block and the shared memory space between the threads of 
each block. 

To accurately size the modules we have used the CUDA Occupancy Calculator 
tool that shows the occupation of the multiprocessor’s cache and its percentage of 
utilization [13]. The thread block size is chosen in all cases so that multiprocessor 
occupancy is 100%. The size of the GRID (number of processing blocks to be 
executed by the kernel) is dynamically set according to the size of the image. 

3.1   Spatial Filtering Implementation 

In order to optimize the spatial filtering process we take advantage of the linear 
property of the convolution. Therefore, we can reduce the processing only to the 
convolution of each color channel with two different Gaussian masks. Then we 
linearly combine these filtered channels. Eqns. (8) to (10) describe mathematically 
this simplification [14]. LS_vs_M , + , ,             (8) LM_vs_S , + , ,                      (9) , + , + , , +, 2+ , 2                                                                                (10) 

Moreover the Gaussian mask is separable, so each mask can be decomposed into two 
uni-dimensional filters, one for the rows and one for the columns. Therefore we can 
reduce the number of multiplications needed to calculate each filtered pixel from  
to 2  being    the mask dimensions. 

In order to carry out these convolutions in real time we have developed two CUDA 
filtering kernels, one for the rows and another one for the columns. Both modules are 
very similar so we detail only the one for rows. 

First of all we transfer the image from the CPU global memory to the GPU global 
memory. Each datum is stored as an 8-bit unsigned int. Also we store the coefficients 
of the two filters in the constants memory. 

The convolution operation requires a neighborhood with the same width of the 
filter mask to calculate each pixel. So each thread transfers one datum from the global 
memory to the shared memory. In order to get the maximum precision and to avoid 
bank conflicts, these data are stored in the shared memory as floating point data. 
Therefore there are 1 threads per block that only load data, but do not calculate 
any filtered pixel. This distribution of the workload is depicted in Fig. 2. So as not to 
waste too many threads in the loading stage, the block size must be large enough 
compared to the filter mask width.  In this case the block size is set to 1x128, and the 
filter width is 7, so only 6 threads are wasted per processing block. The block width is 
set to 128 to achieve the required alignment when accessing to global memory, and 
also to optimize the multiprocessor utilization. 
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Fig. 2. Distribution of the image pixels between the blocks of threads 

When all the data are stored in the global memory each thread multiplies the filter 
coefficients, stored in the constants memory, with the corresponding pixel and its 
neighborhood. Then the result is stored in the global memory. Each thread repeats this 
procedure twice, once for each mask. Therefore we carry out the two rows filtering 
with just one read access to the global memory. 

The columns filters are computed in a similar way, taking as input the previously 
filtered images. 

Once the filtering process is finished we just need to linearly combine partial 
results as we have explained earlier, exploiting the parallelism provided by the GPU. 
Finally we convert the resulting image to an 8-bit integer representation and we 
transfer it to the CPU. 

3.2   Temporal Filtering Implementation 

The inputs for this module are n+1 gray scale images previously filtered with a 
Gaussian mask to reduce the noise. As the filtered intensity channel is calculated in 
the spatial filtering stage, this frame is stored in the GPU global memory employing a 
circular buffer. So in this stage the difference between the current intensity channel 
and the mean of the n previous ones is performed, where n is between one and three. 
This difference is carried out using a floating point representation. 

Finally, a linear combination between the spatial filtered image and the temporal 
filtered one is computed obtaining the Perceptual Image. The weighting factors in this 
linear combination can be customized according to the particular needs. 

This final image is converted to an 8-bit integer representation and transferred to 
the CPU. 

It should be notice that when doing transferences between the CPU global memory 
and GPU global memory an 8-bit representation is employed in order to minimize the 
transference delay which could be the bottle-neck of the application. 
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Since the used GPU is integrated in a light-weight and battery operated netbook, 
the developed system presents several fields of application, such as aid systems for 
the visually impaired or autonomous navigation systems. 

The system can be applied in sensorial transduction systems in which the main features 
of the scene are used to generate non visual stimuli such as haptic or audio stimuli. 

Regarding to the aid systems, the output image of the developed model will be used to 
modulate the degree of enhancement of the different regions of the image. Therefore the 
system could present to the user, through an HMD device, a real color image in which 
the main features of the scene appear remarked and the glares appear attenuated. We are 
going to conduct a series of tests with a group of Retinitis Pigmentosa affected to 
demonstrate the usefulness of this model. Specifically for this group, the system is going 
to be used to enhance image features in low contrast environments where those affected 
experience several difficulties. 

Moreover we are planning to implement some of the most useful visual enhancements 
using others embedded devices based on ARM processor in order to obtain real-time 
processing in smaller and lighter devices than heretofore employed net-book. 
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Abstract. Several schedule and assignment tasks can be modeled as
a bipartite graph matching optimization, aiming to retrieve an optimal
set of pairs connecting elements from two distinct sets. In this paper
we investigate how to compute a weighted bipartite graph matching on
Graphics Processing Units (GPUs) inspired by its low cost and increas-
ing parallel processing power. We propose a data-parallel approach to be
computed using GPUs processing kernels based on The Auction Algo-
rithm, and data structures that allow it to be applied to problems mod-
eled over complete bipartite graphs and also over huge bipartite graphs
with connections across the neighborhood systems from two sets of 1D,
2D or 3D data grids.

1 Introduction

In this paper we are interested in efficiently computing optimal matchings over
weighted bipartite graphs. The efficiency of our proposal comes from a reformu-
lation of The Auction Algorithm [1,2] and the creation of special data structures
in order to compute the matching in parallel on GPU.

Modern GPUs programming schemes require the desired algorithm to be for-
mulated in what is called a data-parallel approach. It induces the algorithm
decomposition into similar operations, grouped into kernels, to be applied in-
dependently and in parallel to data streams. The GPU parallelism occurs by
processing concurrently the same kernel over different data stream elements.

The classical algorithm used to compute the bipartite graph matching is The
Hungarian Algorithm [4]. Some of its steps can be naturally computed con-
currently in such data-parallel approach, but others intrinsically demand the
introduction of a non GPU-friendly message pass scheme or of global synchro-
nization points, as they provoke ambiguities if computed concurrently or locally.
Because of this reason, its reformulation into independent processing kernels,
as required for a GPU computation, is not straightforward. On the other hand,
The Auction Algorithm was originally proposed as a distributed method [1,2],
allowing its natural extension into a data-parallel formulation.

In our former proposal [6], we considered the computation on GPUs over com-
plete bipartite graphs (Figure 1a), were every vertex of the first set is connected
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(a) complete (b) 1D grid: 5 neighbors (c) 2D grid: 9 neighbors

Fig. 1. Bipartite graphs

to every vertex of the second set. This scenario models applications were every
instance from one set is a potential candidate to be matched to every instance
from the second set.

Aiming to reduce the number of operations and GPU’s memory usage re-
quirements of our former model [6], in this paper we propose the creation of new
data structures and the algorithm adaptations to them. More specifically, we
focus on the efficient representation of (and access to) the matching candidates
for scenarios where those candidates belong to one of two distinct data grids
(Figure 1b). This scenario models applications were each instance from one set
is a potential candidate to be matched only to those instances from the second
set that are within a local neighborhood defined by its grid position. Interesting
applications can be modeled in that sense, like the correspondence between sam-
ples from two distinct audio signals (1D grids), pixels from two distinct images
(2D grids), or between two sets of volumetric data (3D grids).

This paper is organized as follows. The Section 2 presents The Auction Al-
gorithm fundamentals, Section 3 presents our GPU formulation and Section 4
presents the neighborhood treatments, data structures and algorithm adapta-
tions proposed. Finally, Sections 5 and 6 presents our results and conclusions.

2 The Auction Algorithm

The AuctionAlgorithm was originally proposed as a distributed relaxationmethod
[1,2] and is semantically described as a real auction where persons compete for ob-
jects by raising their prices through competitive bidding.

Suppose that there are |S1| persons and |S2| objects (where (|S1| ≤ |S2|)).
Its goal is to match them in a way such that each person should be assigned to a
single object and each object should be assigned to at most a single person. The
matching should respect the restriction that each person i can only be assigned
to object a j if the pair (i; j) belongs to a given set Ob(i) of possible matching
pairs. Analogously, for each object j it is possible to define Pe(j) as the set of
persons that can be matched with j. There is a benefit matrix Bij for matching
a person i with an object j, and the goal of the auction is to assign persons to
objects and maximize the total benefit, defined as:

s1−1∑
i=0

biji (1)
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The auction algorithm introduces an economic equilibrium problem that can
be seen as a dual problem. It supposes that an object j has a price pj and that the
person who receives the object must pay the price pj . As each person associates
an benefit bij with each object, then the object j net value of for person i is
related with the difference between the corresponding benefit the object price.
Each person i would logically want to be assigned to an object ji with maximal
value, that is, with

biji − pji = max {bij − pj} . (2)

The Auction Algorithm goal is to find an equilibrium assignment and its
corresponding price vector. The algorithm iterates between two steps: a bidding
phase and an assignment phase. During the bidding phase, each unassigned
person finds an object j which offers maximal value (according to equation 2)
and makes a bid for that object offering a bidding increment γi calculated as:

γi = vi − wi + ε (3)

where (vi) and (wi) are respectively the maximal and second maximal net values
of objects that the person i is interested in.

After the bidding phase, the algorithm turns into the assignment phase. Then,
each object j, if it was selected as a best object by any nonempty set of people
Pe(j), determines the highest bidder by:

ij = arg maxi∈Pe(j) γi (4)

Using the highest bidding increment the object raises its price and gets as-
signed to the person i, considered as highest bidder ij . If the object was previ-
ously assigned to other person, that person becomes unassigned.

Iterating between those two phases, the algorithm continues until all persons
have an assigned object. The termination with a feasible assignment (if it exists)
is assured by noting that once an object is assigned to any person, it will never
be turned into an unassigned object again. Besides, if an object receives a bid
in k iterations, its price must exceed its initial price by at least kε, thus, at
some point of the iteration, an assigned object will become expensive enough to
be judged less valuable (according to equation 2) than some other object that
has not received a bid so far. It follows an object can receive a bid in a limited
number of iterations while some other object still has not yet received any bid.
Once all objects have received at least one bid, the auction terminates.

3 Parallel Auction Computation on GPU

Our proposal reformulates The Auction Algorithm for a GPU computation using
an iteration cycle with one kernel for the bidding phase, one kernel for the
assignment phase and a loop that iterates between the phases triggering the
GPU threads until convergence is achieved (Figure 2).

Before the matching computation begins, data streams have to be created
on GPU representing some of the algorithm’s temporary data and the bipartite
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Fig. 2. Proposed iteration cycle: independent kernels

graph structure. The existing edges and its weights are represented according to
the graph model adopted (complete or local) and are discussed in Section 4.1.

The other structures adopted are represented as unidimensional streams.
There are dynamic value streams created to represent: the objects prices (ini-
tially set as zero); the objects indexes associated with each person (or a sentinel
value if not associated); the persons indexes associated with each object (or a
sentinel value if not associated); the bids values suggested by each person in last
iteration; the bids targets from each person in last iteration (an object index, if
any).

For efficiently accessing and storing data, we propose to split some structures
that are naturally represented with a 2D sparse matrix of n∗n elements into two
1D dense streams, of n elements each. For instance, we store the persons bids
values to the objects, into two unidimensional streams: one for storing the value
and one for the target index. Such separation was possible because a person can
only bid for a single object in each iteration. In our formulation, each person
can still write its bidding concurrently to all the others with no communication
between them, but requiring much less storage space.

Once the iteration cycle starts, the bidding kernel (bk) is executed by every
person concurrently. During its execution, a person decides if he is going to
suggest a bid and which object will be the target, or if he is already associated
to an object(does not ask for another).

Next, the assignment kernel (ak) is executed by every object concurrently, for
checking if they have received any bid recently. If true, they are responsible for
updating their own prices and the current bidder. They are also responsible for
setting a previous bidder free (if any) to let them restart bidding.

Once that GPU can not trigger its own processes and threads, the convergence
decision is taken on CPU. It evaluates if all persons have already been assigned
to an object, and, if not, it triggers the bidding kernel (bk) and the assignment
kernel (ak) once more.

Data transfers of GPU streams into CPU memory space are one of the most
expensive operations in CPU-GPU computing and such cost is directly propor-
tional to the amount of data retrieved. Thus, our proposal reduces the amount
of data consulted on CPU for the convergence decision into a minimum.

Our proposal tracks (from within the GPU kernels), the algorithm cases when
the number of assigned persons changes. A single value representing this counter
is transfered between the GPU and CPU at the end of each iteration cycle. Those
changes occur when a free object receives the first bid. In cases when and assigned
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object changes its corresponding bidder, the number of assigned persons remains
unchanged. These observations are assured by the algorithm property that once
an object is assigned for any person it never turns to unassigned again.

4 Neighborhood and Grids

Checking (and representing) edges connecting every sample from a first set
against every sample from a second set induces unnecessary calculations and
waste of storage space in applications where only a subset of those connections
are actual real matching candidates. This observation inspires our approach for
constructing a bipartite graph with edges based on grid adjacency, in which a
node from a first grid will only be connected to those nodes within a neighbor-
hood range in the second grid (Figure 1b).

4.1 Memory Requirements

Traditionally, the existent edges in a graph are represented into an adjacency
matrix that is a N × N matrix with rows and columns labeled by the nodes
indexes, with a 1 or 0 in its positions according to whether the corresponding
nodes are adjacent or not. In our previous solution [6], assuming bipartite graphs
(N = S1 ∪ S2, S1 ∩ S2 = ∅) the adjacent matrix was replaced with the auction
benefit matrix (S1 × S2 ≤ N × N), where its rows/columns indexes represent
nodes from the first/second set respectively and the values stored represent the
edges weights as the benefit for matching the corresponding pair of nodes.

Some applications have intrinsic assumptions about the maximum distance
between the matching candidates, as if observing some physical effect or if based
on chain alignment criteria. Consider, for instance, the matching problem over
a pair of 2D grids composed by S1 = S2 = N × N samples each. Modeling
the complete bipartite graph connecting samples from one grid versus the other
would require O((N ×N)2) edges. These facts motivated the grid’s formulation
proposed here in which the edges are taken only connecting elements among the
grids natural neighborhood. We suggest two different approaches, depending on
the matching candidates criteria connecting the input sets S1 and S2:

– Complete candidature: any element of S1 can be matched with any element
of S2. The auction benefit matrix is a dense matrix.

– Neighborhood candidature: each element i of S1 can only be matched with
elements of S2 that belong to a local neighborhood defined around i’s posi-
tion transfered to the second grid. In such case, the auction benefit matrix
is a sparse matrix.

Storing the auction benefits matrix on GPU memory space is the largest
memory requirement of our former algorithm (S1 × S2) [6], as the other data
structures can be kept with the dimension of only one of the input distinct sets
(S1 or S2). Even though such solution, based on a complete bipartite represen-
tation, can be easily adapted to any kind of bipartite graph by setting negative
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Fig. 3.Matching a pair of 2D grids(from left to right): Depth-Grid; Neighbors to Depth
Mapping; Invertible Person-Object Mapping

infinity benefits to non-existent edges, in practical such representation imposes
a limitation over the graph’s size bounded by GPU memory available. Besides,
in cases were S1 and S2 are huge, this model may turn not only memory re-
quirements very high but also the optimization computing time unacceptable.

The ideal memory requirements for the representation of the neighborhood
candidature can be formally calculated as follows. For 1D grids, consider a node
i ∈ S1, and a neighborhood maximum distance of md. There is an edge to every
node j ∈ S2 where i−md ≤ j ≤ i + md. In such cases, the benefit matrix is a
sparse matrix, having at most 2∗md+1 non-zero values in each row. For 2D, 3D
or d−dimensions grids, and a neighborhood maximum distance of md, there is an
edge to every node j ∈ S2 where i−md ≤ j ≤ i + md in each of the dimensions
of the grid, thus, the benefit matrix is a sparse matrix, having (2 ∗ md + 1)d

non-zero values for each row. Inspired by applications where md << S2, we seek
for replacing the complete graph representation (S1 × S2) with a storage and
algorithm solution with the ideal memory space requirement of S1×(2∗md+1)d.

4.2 Data Structures and Kernels Adaptation

In this section it is shown how to decrease the memory usage and number of
computations to the ideal presented for neighborhood candidatures.

In a new kernel, before the auction starts, we evaluate the benefits for match-
ing a node in S1 with each candidate from S2 within a neighborhood maximum
distance md. Then, these benefits are stored in a memory called here as depth-
grid with (S1 × (2 ∗md + 1)d) entries, of the same base resolution of the grid
S1, but with one additional dimension, we called here as depth. The elements
that vary only in depth coordinate, represent the set of edges (and corresponding
benefits) connecting a single element in S1 to all its candidate neighbors in S2.
This structure stores only the auction benefits for the existent edges. The list of
edges itself is obtained by dynamically calculating (no storage space) the first
node (∈ S1) from the entry grid’s coordinates and the second node (∈ S2) from
the entry depth coordinate. The 2D case is illustrated in Figure 3.

The auction processing kernels have to be adapted to this new representation
of the benefits in a depth-grid in order to retrieve Pe(j) and Ob(i) dynamically



BGM over Complete or Local Grid Neighborhoods 431

and to register the biddings and assignments correctly. Originally, the bidding
kernel had a loop over a row of the benefits matrix. In the depth-grid represen-
tation, each instance of this kernel loops in depth from the same grid position.

Dynamical conversions between the local index (ranging from 0 to the maxi-
mum number of neighbors -1) have to be taken to a global reference, in order to
discover which person is bidding for which object, and vice-versa, and also be-
tween local indexes (person to object local indexes and vice-versa). Mappings are
calculated dynamically that convert a depth in the matrix to the corresponding
neighbor position (and vice-versa); to recover from (and to) a local index (in-
dexes from 0 to ((2 ∗md) + 1)d − 1) to the global index (in S1 or S2 coordinate
systems); or to local index based on different grid positions (see figure 3).

For performance reasons, another level of indirection was introduced. As
GPU’s processing kernels are grouped into blocks, induced by our proposal to
group those kernels processing neighboring elements (neighboring persons during
bidding, and neighboring objects during assignment), the kernels within the same
block tend to read data from a well defined memory region. As a starting point
in each block computation, these memory targets are dynamically retrieved from
global memory and the corresponding data are preloaded into Shared Memory,
offering fast data accesses through Shared Memory local mappings.

5 Results

The proposed Depth-Grid representation has its memory requirement reduction
warranted if implemented in CPU or GPU (as long as (2 ∗md + 1)d < S2). As
we are interested in the parallel computation, the results were obtained testing
the auction in two scenarios with CUDA [3] support: the first one, running in
a notebook with a Nvidia geForce 9600 GT with 512MB of VRAM, and the
second with a stronger desktop machine with a Nvidia geForce with 1536MB.

The table presented in Figure 4 illustrates the obtained results. It shows
that when adopting the complete graph representation even a small grid of
S1 = S2 = 2562 elements became impracticable in both GPUs tested, but with
the Depth-Grid representation proposed even grids with S1 = S2 = 10242 and
289 neighbors could be processed in the weakest GPU, and with 1089 neighbors

Fig. 4. Depth-Grid versus Complete Representation memory usage
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in the strongest tested. This impacts directly on processing timing by reducing
the number of memory accesses realized during the auction computation. Aiming
to let the scientific community to be able to analyze their own experiments on
complete graphs or graphs over data grids, the source codes for both represen-
tation developed in CUDA [3] will be available for download from the author’s
homepage [5].

6 Conclusions

The optimization of a bipartite graph matching considering the possibility of
matching between every element from a first set against every element from a
second set (complete bipartite graphs) can be impracticable when dealing with
huge sets. This paper presented a GPU-friendly formulation for a bipartite graph
matching and extended our previous work [6] by dealing with huge data sets and
with the special cases when input data have adjacency relations.

Our main contribution is to show that in cases where the neighborhood size
is much smaller than the number of elements in the second grid, a neighborhood
candidature represented as a complete bipartite graph is a waste of resources. We
propose new data structures and modifications to our former algorithm parallel
kernels in order to consider neighborhood constraints over the matching candidate
pairs of notes, thus, inducing bipartite graphs with more reasonablememory usage
and lower computational requirements (from (S1×S2) to (S1×(2∗md+1)d)). The
number of computations within algorithm’s kernels is also reduced by dynamically
mapping the neighboring edges and the candidate sets (Pe(j) and Ob(i)) instead
of checking every element in the opposite grid.

Spacial related data are common in several applications including finding
correspondences between 1D, 2D or 3D signals. The results presented show that
the extensions proposed here allow the computation of the matching over huge
data grids, opening the possibility of considering such graph and technique as a
model in applications using huge sets of data and demanding fast results. The
source code will be available for download from the author’s homepage [5].
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Abstract. Bioinspired methods usually need a high amount of compu-
tational resources. For this reason, parallelization is an interesting alter-
native in order to decrease the execution time and to provide accurate
results. In this sense, recently there has been a growing interest in devel-
oping parallel algorithms using graphic processing units (GPU) also ref-
ered as GPU computation. Advances in the video gaming industry have
led to the production of low-cost, high-performance graphics processing
units (GPUs) that possess more memory bandwidth and computational
capability than central processing units (CPUs). As GPUs are available
in personal computers, and they are easy to use and manage through
several GPU programming languages (CUDA, OpenCL, etc.), graphics
engines are being adopted widely in scientific computing applications,
particularly in the fields of computational biology and bioinformatics.
This paper reviews the use of GPUs to solve scientific problems, giving
an overview of current software systems.

1 Introduction

Recently there has been a growing interest in Graphics Processing Unit (GPU)
computation. The fact that GPUs have the ability to perform restricted parallel
processing has elicited considerable interest among researchers with applications
requiring intensive parallel computation.

GPUs are specialized stream processors, initially useful for rendering graphics
applications. Typically, a GPU is able to perform graphics manipulations at a
much higher speed than a general purpose CPU, since the graphics processor
is specifically designed to handle certain primitive operations which occur fre-
quently in graphics applications. Internally, the GPU contains a number of small
processors that are used to perform calculations. Depending on the power of a
GPU, the number of threads that can be executed in parallel on such devices
is currently in the order of hundreds and it is expected to multiply in a few
months. Nowadays, developers can write (easily) their own high-level programs
on GPU. Due to the wide availability, programmability, and high-performance
of these consumer-level GPUs, they are cost-effective for, not just game playing,
but also scientific computing. Now, GPUs are exposed to the programmer as a

J. Cabestany, I. Rojas, and G. Joya (Eds.): IWANN 2011, Part I, LNCS 6691, pp. 433–440, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



434 M.G. Arenas et al.

set of general-purpose shared-memory SIMD (Single Instruction Multiple Data)
multi-core processors. This makes these architectures well suited to run large
computational problems, such as those from bioinformatics area.

Then, the goal of this article is to review the use of GPUs to solve bioinfor-
matic problems, explaining the general approach to using a GPU and given an
overview of currently usable software systems.

To this end, the rest of this paper is structured as follows: Section 2 presentes
GPUs as higly parallel devices architectures. Section 3 gives a background on the
different higher level programming languages used to profit GPUs. Finally, Sec-
tion 4 reviews the related works in bioinformatic applications on GPUs, followed
by a brief conclusion (Section 5).

2 Throughput, Parallelism and GPUs

Moore’s Law describes a long-term trend in the history of computing hardware:
the number of transistors that can be placed inexpensively on an integrated
circuit has doubled approximately every two years. The trend has continued for
more than half a century and is not expected to stop (theoretically until not too
many years above 2015). On 2005 Gordon Moore stated in an interview that the
law cannot be sustained indefinitely because transistors would eventually reach
the limits of miniaturization at atomic levels.

Parallel computation has recently become necessary to take full advantage
of the gains allowed by Moore’s law. For years, processor makers consistently
delivered increases in clock rates and instruction-level parallelism, so that single-
threaded code executed faster on newer processors with no modification. Now, to
manage CPU power dissipation, processor makers favor multi-core chip designs,
and software has to be written in a multi-threaded or multi-process manner to
take full advantage of the hardware. Graphics processors have rapidly matured
over the last years, leaving behind their roots as fixed function accelerators and
growing into general purpose computational devices for highly parallel work-
loads. Some of the earliest academic work about GPUs as computational devices
date back to University of Washington in 2002[1] and Stanford in 2004[2].

3 GPUs Programming

3.1 Programming Model

In respect to the programming tools which a developer can use to exploit a
GPU, most of the Application Program Interfaces (APIs) are based on C-like
languages, but having some restrictions to improve the parallel execution, such
as no recursion or limited pointers. Some of them use the open source compiler
LLVM [3] from University of Illinois.

From 2003 the two main GPU developers, ATI an NVIDIA, started selling
hardware solutions that need to be programmed with proprietary APIs. Despite
previous work, the first widely supported GPUs were DX10 generation GeForce
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8 series from NVIDIA, using the famous API CUDA. On the other hand, the
Radeon HD2xxx series from ATI, applied the API Close To Metal.

In addition, some people at Apple betted on the potencial of GPUs and de-
veloped another tool , known as OpenCL. While, at the same time, Microsoft
created DirectCompute (for Windows).

OpenCL aimed to became the OpenGL of heterogeneous computing for paral-
lel applications. It is a cross-platform API with a broad and inclusive approach to
paralelism, both in software and in hardware. While explicitly targeting GPUs,
it also considers multi-core CPUs and FPGAs. The applications are portable
across different hardware platforms, varying performance while keeping func-
tionality and correctness. The first software implementations date back to 2009.

3.2 Execution Model

OpenCL, DirectCompute and CUDA are APIs designed for heterogeneous com-
puting with both a host CPU and an optional GPU device. The applications have
serial portions, that are executed on the host CPU, and parallel portions, known
as kernels. The parallel kernels may execute on an OpenCL compatible device
(CPU or GPU), but synchronization is enforced between kernels and serial code.
OpenCL is distinctly intended to handle both task and data parallel workloads,
while CUDA and DirectCompute are primarily focused on data parallelism.

A kernel applies a single stream of instructions to vast quantities of data
that are organized as a 1-3 dimensional array. Each piece of data is known as a
work-item in OpenCL terminology, and kernels may have hundreds or thousands
of work-items. The kernel itself is organized into many work-groups that are
relatively limited in size; for example a kernel could have 32K work-items, but
64 work-groups of 512 items each.

Unlike traditional computation, arbitrary communication within a kernel is
strongly limited. However, communication and synchronization is generally al-
lowed locally within a work-group. So work-groups serve two purposes: first,
they break up a kernel into manageable chunks, and second, they define a lim-
ited scope for communication.

3.3 Memory Model

The memory model defines how data is stored and communicated within a device
and between the device and the CPU. DirectCompute, CUDA and OpenCL share
the same four memory types (with different terminology):

– Global memory: it is available for both read and write access to any work-
item and the host CPU.

– Constant memory: is a read-only region for work-items on the GPU device,
but the host CPU has full read and write access. Since the region is read-only,
it is freely accessible to any work-item.
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– Private memory: is accessible to a single work-item for reads and writes and
inaccessible for the CPU host. The vast majority of computation is done
using private memory, thus in many ways it is the most critical term of
performance.

– Local memory: is accessible to a single work-group for reads and writes and
is inaccessible for the CPU host. It is intended for shared variables and
communication between work-items and is shared between a limited number
of work-items.

4 Bioinpired Methods on GPUs

This section reviews different Evolutionary Computation (EC) approaches using
GPUs found in bibliography. The main EC paradigms are: Evolutionary Strate-
gies (ES) [4], Evolutionary Programming (EP) [5], Genetic Algorithms (GA) [6]
and Genetic Programming (GP) [7,8,9] with hybridations and variations on each
one. Moreover, parallel EC approaches can be classified in master-slave model,
fine-grained, or coarse-grained. All the EC approaches on GPUs are parallel, thus
a classification depending on the parallel model used is presented in this section.
We will focus on master-slave, fine-grained (cellular EAs), coarse-grained (Island
Model or Deme Model) approaches; and a hierarchical model [10].

Master-Slave Approaches. Wong et al. [11] proposed an EP algorithm for
solving five simple test functions, called Fast Evolutionary Programming (FEP).
In this master-slave approach, some actions are executed in the CPU (main loop
of the algorithm and crossover operator), while evaluation and mutation are run
in the GPU (no need of external information). The competition and selection
of the individuals are performed on the CPU, while mutation, reproduction
and evaluation are performed on the GPU. In this case, the reproduction step
implies interaction among, at least, two individuals. A maximum speedup of
x5.02 is obtained when the population size increases. This is the most common
organization in GPU implementations, since no interaction among individuals is
required during the evaluation, so this step can be fully parallelizable.

A GP method proposed by Harding and Banzhaf [12] uses the GPU only for
performing the evaluation, while the rest of the steps of the algorithm are run on
the CPU. The authors tested real-coded expressions until 10000 nodes, boolean
expressions until 1500 nodes, and some real world problem where they evaluate
expressions until 10000 nodes. In some cases, the results yielded speedup of
thousand times.

Zhang et al. [10] adapt different EAs to a GPU using CUDA. The authors
implemented an hierarchical parallel genetic algorithm using a deme model at the
high level, and a master-slave schema at the low level. In this implementation,
the CPU initializes the populations and distributes them to thread blocks in
shared memory. Then, GPU threads within each block run a GA independently
(selection, crossover, mutation and evaluation), and migrates individuals to other
thread blocks in its neighborhood. In this case, no speedup results were reported.
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Fine-grained Approaches. In this scheme, Wong et al. [13,14] proposed a
parallel hybrid GA (HGA) where the whole evolutionary process is run on the
GPU, and only the random number generation is done in CPU. Each GA indi-
vidual is set to each GPU, and each one selects probabilistically an individual in
its neighborhood to mate with. Just one offspring individual is generated, and
replaces the old one in that GPU. The authors compare HGA with a standard
GA run in a CPU and the FEP [11] algorithm. Using a new pseudo-deterministic
selection method, the amount of random numbers transferred from the CPU is
reduced.HGA reaches speedup of 5.30 when compared against the sequential
version.

Yu et al. [15] implemented the first real cellular EA using GPU, for solving the
Colville minimization problem. They place the population in a toroidal 2D grid
and use the classical Von Newmann neighborhood structure with five cells. They
store chromosomes and their fitness values in texture memory on the graphic
card, and both, fitness evaluation and genetic operations, are implemented en-
tirely with fragment programs executed in parallel on GPU. Real-coded indi-
viduals of a population are represented as a set of 2D texture maps. BLX − α
crossover and non-uniform mutation are run as tiny programs on every pixel at
each step in a SIMD-like fashion, solving some function optimization problems
and reaching a speedup of x15 with a population of 512x512 individuals. They
store a set of random numbers at the beginning of the evolution process to solve
the random number generation problem when using GPU processors.

Luo et al. [16] implemented a cellular algorithm on GPU to solve three dif-
ferent SAT problems using a greedy local search (GSAT) [17] and a cellular GA
(cGA). They saved local minimums using a random walk strategy, jumping to
other search space location. The cellular GA adopts a 2D toroidal grid, using
the Moore neighborhood, stored on texture GPU memory. This implementation
generates the random numbers in the GPU (using a generated seed on the CPU
at the beginning of the process). The GPU version reduces in about 6 times the
running time.

Li et al. [18] proposed a cellular algorithm on GPU for solving some common
approximation functions. The authors reported experiments using big popula-
tions (up to 10000 individuals) reaching speedups of x73.6 for some implemen-
tations.

In [19] the authors propose a fine-grained parallel immune algorithm (FGIA)
based on GPU acceleration, which maps parallel IA algorithm to GPU using
CUDA. The results show that the proposed method (even increasing the popu-
lation size) reduces running time.

Alba et al. [20] use CUDA and store individuals and their fitness values in the
GPU global memory. Both, fitness evaluation and genetic operators, are run on
GPU (no CPU is used). They use a pseudo random number generator provided
by the SDK of CUDA named Merseinne Twister. Their experiments include
some general discrete and continuous optimization problems, and they compare
physical efficiency and numerical efficacy with respect to CPU implementation.
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Coarse-grained Approaches (island model). With regard to the last topol-
ogy, one of the first island models on GPU approaches was published on the GPU
competition of GECCO 2009 [21]. It presents some technical details of an island
model entirely hard-coded on GPU, with a ring-like topology. Nevertheless, the
evolutionary operators implemented on GPU are only specific to the GECCO
competition, and the validity of the experiments just works on a small number
of problems.

Tsutsui et al. [22] propose run a coarse-grained GA on GPU to solve the
quadratic assignment problem (QAP) using CUDA. This is one of the hard-
est optimization problems in permutation domains. Their model generates the
initial population on CPU and copied it to the GPU VRAM; then, each subpop-
ulation in a GPU (NVIDIA GeForce GTX285) is evolved. At some generations,
individuals in subpopulations are shuffled via the GPU VRAM. Results showed
a speedup from x3 to x12 (using eight QAP instances), compared to the Intel i7
965 processor.

The model by Luong et al. [23] is based on a re-design of the island model.
Three different schemes are proposed: The first one implements a coarse-grained
EA using a master-slave model to run the evaluation step on GPU. The second
one distributes the EA population on GPUs, while the third proposal extends
the second one using fast on-chip memory. Second and third approaches reduce
the CPU/GPU memory latency, although their parameters (number of islands,
migration topology, frequency and number of migrants) must be adapted to the
GPU features. Sequential and parallel implementations are compared, obtaining
a speedup of x1757 using the third approach.

Posṕıchal et al. [24,25] propose a parallel GA with island model running on
GPU. The authors map threads to individuals, thus, threads-individuals can be
synchronized easily in order to maintain data consistency, and on-chip hardware
scheduler can swiftly swap existing islands between multiprocessors to hide mem-
ory latency. Fast, shared memory within the multiprocessor is used to maintain
populations. Since the population size is limited to 16KB per island on most
GPUs, if the population is larger, slower main memory has to be used. The mi-
gration process is based on an asynchronous unidirectional ring, that requires an
inter-island communication (slower main memory has to be used). The authors
report speedups up to 7000 times higher on GPU compared to CPU sequential
version of the algorithm.

5 Conclusions

In this paper we have reviewed the use of GPUs to implement bioinspired algo-
rithms to solve optimization problems. We have commented the GPU computing
general approach, and given an overview of currently usable programming lan-
guages and software tools.

Most of the bio-inspired methods use the GPU mainly to speed up just the
fitness evaluation (usually the most time-expensive process). In most of the
EC approaches, competition and selection are performed by CPU, while fitness
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evaluation, mutation and reproduction are performed on GPU (which is a
massively parallel machine with shared memory). GPU allows processors to
communicate with any other processors directly, thus more flexible fine-grained
algorithms can be implemented on GPU.

In general, approaches found in literature obtain speedups up to several thou-
sands times higher on GPU compared to CPU sequential versions of the same
algorithms.

However, as the programming tools improve, newer EC approaches run the
whole optimization algorithm on the GPU side, with no need of CPU interaction.
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24. Posṕıchal, P., Jaros, J., Schwarz, J.: Parallel genetic algorithm on the CUDA ar-
chitecture. In: Di Chio, C., Cagnoni, S., Cotta, C., Ebner, M., Ekárt, A., Esparcia-
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Abstract. In this paper we consider complete obligatory hybrid networks of evo-
lutionary processors (OHNEPs) with insertion and deletion operations (without
substitution). Such networks are not computationally complete and we modify
the notion of obligatory operation introduced in [1] in order to reach universality.
We use very simple evolutionary processors with one modified operation of in-
sertion or deletion per node (without substitution). Using techniques presented in
the paper a universal complete OHNEP with 182 nodes can be constructed.

1 Introduction

Insertion, deletion, and substitution are fundamental operations in formal language the-
ory. Networks of evolutionary processors (NEPs) [6] are systems built of elementary
agents connected in a graph, each one specializing in one of these three operations.
Such teams of agents with limited capabilities have been shown to be very powerful
and flexible, taking advantage of their ability to communicate with each other inside
the network. They operate on a set of words by rewriting them and redistributing them
according to the system’s protocol. The usual associated result is the set of words ever
appearing in a specific node. NEPs are inspired by cell biology: each processor can rep-
resent a cell with DNA point mutations and a filtering mechanism. NEPs with a very
small number of nodes are known [4] to be computationally complete.

Particularly interesting variants of these devices are the so-called hybrid
networks of evolutionary processors (HNEPs) [10], where each (string rewriting) pro-
cessor performs only one of the above operations in a certain position of the words in
that node. Furthermore, the filters are random-context conditions, i.e., they check pres-
ence/absence of certain symbols in the words. It is known that HNEPs with 7 nodes are
universal [3] and Accepting HNEPs with 6 nodes are universal [9], while HNEPs with
2 nodes are not computationally complete [3].
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In this paper we consider a variant of HNEPs, called Obligatory Hybrid Networks of
Evolutionary Processors (OHNEP for short) introduced in [1]. The differences between
HNEP and OHNEP are the following:

1. in deletion and substitution: a node discards a string if no operations in the node
are applicable to the string (in HNEP case, this string remains in the node),

2. the underlying graph is a directed graph (in HNEP case, this graph is undirected).

These differences make OHNEPs universal [1] with 1 operation per node, no filters
and only left insertion and right deletion. (The second difference is not important for
this paper, since the graph is complete).

In [2] one considered complete OHNEPs, i.e., OHNEPs with complete underlying
graph. One may now regard complete OHNEP as a set of very simple evolutionary pro-
cessors “swimming in the environment”. In [2] it is proved that the complete OHNEPs
with very simple evolutionary processors, i.e., evolutionary processors with only one
operation (obligatory deletion, obligatory substitution and insertion) and filters contain-
ing not more than 3 symbols are computationally complete. An open problem posed in
the paper is as follows: whether one can avoid substitution in order to reach universal-
ity using very simple evolutionary processors? First of all, we notice that in complete
OHNEPs without substitution there is no control on the number of insertion or dele-
tion of terminal symbols (i.e., those symbols which appear in output words). Therefore,
we need to modify the definition of OHNEPs in order to increase their computational
power. We show that it is possible to avoid substitution using modified operations of
insertion and deletion in evolutionary processors similar to “matrix” rules in formal
language theory. By using the techniques presented in the paper a universal complete
OHNEP with 182 nodes without substitution can be constructed. Several questions are
posed, in particular the question about the minimal total power of filters of evolution-
ary processor in computationally complete OHNEPs and the question about universal
complete OHNEP without substitution with the minimal number of nodes.

2 Definitions

We recall some notions we shall use throughout the paper. An alphabet is a finite and
nonempty set of symbols. The cardinality of a finite set A is written as card(A). A
sequence of symbols from an alphabet V is called a word over V . The set of all words
over V is denoted by V ∗, and the empty word is denoted by ε; we use V + = V ∗ \ {ε}.
The length of a word x is denoted by |x|, while we denote the number of occurrences
of a symbol a in a word x by |x|a. For each nonempty word x, alph(x) is the minimal
alphabet W such that x ∈W ∗.

Circular Post Machines (CPMs) were introduced in [8], where it was shown that all
introduced variants of CPMs are computationally complete, and moreover, the same
statement holds for CPMs with two symbols. In this article we use the deterministic
CPM0s.

A Circular Post Machine is a quintuple (Σ,Q,q1,q f ,R) with a finite alphabet Σ
where 0 ∈ Σ is the blank, a finite set of states Q, the initial state q1 ∈ Q, the final
state q f ∈ Q, and a finite set of instructions R with all instructions having one of the



About Complete OHNEPs without Substitution 443

forms px→ q (erasing the symbol read by deleting a cell), px→ yq (overwriting and
moving to the right), p0→ yq0 (overwriting and creating a blank cell), where x,y ∈ Σ
and p,q ∈ Q, p �= q f . We also refer to all instructions with q f in the right hand side as
halt instructions. The storage of this machine is a circular tape, the read and write head
moves only in one direction (to the right), and with the possibility to delete a cell or to
create and insert a new cell with a blank.

We now summarize the necessary notions concerning obligatory evolutionary oper-
ations. For an alphabet V, we say that a rule a→ b, with a,b ∈V ∪{ε} is an obligatory
substitution operation if a �= ε and b �= ε; it is an obligatory deletion operation if a �= ε
and b = ε; and it is an (obligatory) insertion operation if a = ε and b �= ε. The set
of all obligatory substitution, deletion, and insertion operations over an alphabet V are
denoted by SubV ,DelV , and InsV , respectively. Given such rules π,ρ,σ, and a word
w ∈ V ∗, we define the following obligatory evolutionary actions of π, ρ, σ on w if
π≡ a→ b ∈ SubV , ρ≡ a→ ε ∈ DelV , and σ≡ ε→ a ∈ InsV :

π∗(w) = {ubv | w = uav, u,v ∈V ∗}, ρ∗(w) = {uv | w = uav, u,v ∈V ∗} (1)

ρr(w) = {u | w = ua}, ρl(w) = {v | w = av} (2)

σ∗(w) = {uav | w = uv, u,v ∈V ∗}, (3)

σr(w) = {wa}, σl(w) = {aw}. (4)

We enhance operations (2) and (4) to matrix operations of deletion and insertion as
follows:

ρr
1,2(w) = ρr

1(ρ
r
2(w)), ρl

1,2(w) = ρl
1(ρ

l
2(w)), where ρr

1,ρ
r
2,ρ

l
1,ρ

l
2 ∈ DelV (5)

σr
1,2(w) = σr

1(σr
2(w)), σl

1,2(w) = σl
1(σ

l
2(w)), where σr

1,σr
2,σl

1,σ
l
2 ∈ InsV (6)

This extension of operation insertion and deletion is correct taking into account that
context-free insertion-deletion systems of size (2,0,0;2,0,0) (insertion of two symbols
without context or deletion of two symbols without context) are not computationally
complete [11]. Notice that in (1), (2) and (5) the result of obligatory evolution operation
may be the empty set (this is the main difference between obligatory hybrid networks
of evolutionary processors and hybrid networks of evolutionary processors).

Symbol α ∈ {∗, l,r} denotes the way of applying an insertion or a deletion rule to a
word, namely, at any position (α = ∗), in the left end (α = l), or in the right end (α = r)
of the word, respectively. Note that a substitution rule can be applied at any position.
For a rule σ, an action α ∈ {∗, l,r} and a language L⊆V ∗, we define the α-action of σ
on L by σα(L) =

⋃
w∈L σα(w). For a given finite set of rules M, we define the α−action

of M on a word w and on a language L by Mα(w) =
⋃

σ∈M σα(w) and Mα(L) =⋃
w∈L Mα(w), respectively.
Before defining an evolutionary processor, we define the filtering mechanism.
For disjoint subsets P,F ⊆ V and a word w ∈ V ∗, we define the predicate ϕ (see [7]

and [3]) as ϕ(w;P,F) ≡ (P = /0∨ alph(w)∩P �= /0)∧ (F ∩ alph(w) = /0). This corre-
sponds to predicate ϕ(β) = ϕ(2) in the definitions from [7], i.e., when the filtering pa-
rameter is β = 2. Other values of β correspond to different filtering conditions, but we
do not need them in this paper. The construction of this predicate is based on random-
context conditions defined by the two sets P (permitting contexts) and F (forbidding
contexts). For every language L⊆V ∗ we define ϕ(L,P,F) = {w ∈ L | ϕ(w;P,F)}.
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An obligatory evolutionary processor (with matrix operations) over alphabet V is a
5-tuple EP = (M,PI, FI,PO,FO), where:

- Either M ⊆ SubV or M ⊆DelV or M ⊆ InsV . The set M represents the set of obliga-
tory evolutionary operations (1) – (4) of the processor ((1) – (6) in the case with matrix
operations). Note that every processor is dedicated to only one type of the above oblig-
atory evolutionary operations.

- PI,FI ⊆ V are the input permitting/forbidding contexts of the processor, while
PO,FO⊆V are the output permitting/forbidding contexts of the processor.
We denote the set of obligatory evolutionary processors over V by OEPV .

Definition 1. An obligatory hybrid network of evolutionary processors (an OHNEP for
short) is a 6-tuple Γ = (V,G,N,C0,α, i0), where the following conditions hold:

- V is a finite set (the alphabet).
- G = (XG,EG) is a directed graph where the set of nodes is XG and the set of edges

is EG. G is called the underlying graph of the network.
- N : XG −→ OEPV is a mapping which associates with each node x ∈ XG the oblig-

atory evolutionary processor N(x) = (Mx,PIx,FIx,POx,FOx).
- C0 : XG −→ 2V∗ is a mapping which identifies the initial configuration of the net-

work. It associates a finite set of words with each node of the graph G.
- α : XG −→ {∗, l,r}; α(x) defines the action mode of the rules performed in node x

on the words occurring in that node. We indicate α as a superscript of Mx.
- For every node, x ∈ XG, we define the following filters: the input filter is given as

ρx(·) = ϕ(·;PIx,FIx), and the output filter is defined as τx(·) = ϕ(·,POx,FOx). That is,
ρx(w) (resp.τx) indicates whether or not the word w can pass the input (resp. output)
filter of x. More generally, ρx(L) (resp. τx(L)) is the set of words of L that pass the input
(resp. output) filter of x.

- i0 ∈ XG is the output node of the OHNEP.

An OHNEP is said to be a complete OHNEP, if its underlying graph is a complete
graph. A configuration of an OHNEP Γ, as above, is a mapping C : XG −→ 2V∗ which
associates a set of words with each node of the graph. A component C(x) of a configu-
ration C is the set of words that can be found in the node x in this configuration, hence
a configuration can be considered as the sets of words which are present in the nodes of
the network at a given moment. A configuration can change either by an evolutionary
step or by a communication step. When it changes by an evolutionary step, then each
component C(x) of the configuration C is changed in accordance with the set of evolu-
tionary rules Mx associated with the node x and the way of applying these rules α(x).
Formally, configuration C′ is obtained in one evolutionary step from the configuration

C, written as C =⇒C′, iff C′(x) = Mα(x)
x (C(x)) for all x ∈ XG.

When the system evolves by a communication step, each evolutionary processor
N(x), where x∈ XG, sends all its words passing the output filter of x to the processors in
all nodes connected with x; from all the words sent by processors to N(y), this processor
N(y) receives those words that pass the input filter of x. Formally said, configuration
C′ is obtained in one communication step from configuration C, denoted C % C′, iff
C′(x) = (C(x)− τx(C(x)))∪⋃(y,x)∈EG

(τy(C(y)∩ρx(C(y))) for all x ∈ XG.
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For an OHNEP Γ, a computation in Γ is a sequence of configurations C0, C1,C2,
. . . , where C0 is the initial configuration of Γ, C2i =⇒C2i+1 and C2i+1 %C2i+2, for all
i≥ 0. If we use OHNEPs as language generating devices, then the generated language
is the set of all words which appear in the output node at some step of the computation.
Formally, the language generated by Γ is L(Γ) =

⋃
s≥0 Cs(i0).

3 Obligatory Hybrid Networks of Evolutionary Processors with
Matrix Operations

Lemma 1. There are regular languages that cannot be generated by any complete
OHNEP where evolutionary processors have only one operation per node (either oblig-
atory deletion or obligatory insertion and with no substitution).

Proof. Indeed, consider the regular language (ab)∗. Suppose Π is a complete
OHNEP where evolutionary processors have only one operation per node and with no
substitution rules. Consider a computation that produces a word (ab)n,n > 0, of suffi-
cient length. Clearly, on this computation system Π uses a node that inserts symbol a at
some point. But then, this insertion can be repeated arbitrary amount of times. Indeed,
such word may pass arbitrary amount of times the same input/output filters of the node
that inserts a. Hence, Π generates also words with more then one consecutive letters a.
This is a contradiction.

Theorem 1. Any CPM0 P can be simulated by a complete OHNEP P′ where evolu-
tionary processors are with only one insertion (matrix insertion) or deletion (matrix
deletion) operation per node.

Proof. Let us consider a CPM0 P with symbols a j ∈ Σ, j ∈ {0,1 . . . ,n}, a0 = 0 is the
blank symbol, and states, qi ∈ Q, i ∈ {1,2, . . . , f}, where q1 is the initial state and the
only terminal state is q f ∈Q. Denote by Lab(R) set of labels corresponding to the rules
R of P.

A configuration v = qia jW of CPM0 P describes that P in state qi ∈ Q considers
symbol a j ∈ Σ to the left of W ∈ Σ∗. This configuration corresponds to the string v in
a node of OHNEP P′. The final configuration q f a jW of P corresponds to the string
q f a jW in the output node 〈out〉 of P′.

Now we construct a complete OHNEP P′ with matrix operations that simulates P.

P′ = (V,G,N,C0,α, i0),V = {S}∪Q∪Σ∪Δ, where

Δ = {δp,δ′p | p ∈ Lab(R)},
G = (XG,EG), is a complete graph : EG = XG×XG,

XG = {〈init〉,〈out〉= i0}∪{〈p〉at } | p : qia j→ ql ∈ R, 1≤ t ≤ 5}
∪ {〈p〉bt } | p : qia j→ akql ∈ R,1≤ t ≤ 5}
∪ {〈p〉ct } | p : qi0→ akql0 ∈ R, 1≤ t ≤ 5}.

C0(x) = {Sq1W}, if x = 〈init〉, where q1W is the input of P,

C0(x) = /0, x ∈ XG \ {〈init〉}, N(〈init〉) = ({S→ ε}l, /0, /0, /0, /0),
N(〈out〉) = ( /0,{q f},Δ, /0, /0) and we define the other nodes below.
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CPM0 P starts a computation from a configuration q1a jW and OHNEP P′ starts
computation from a string Sq1a jW in the input node 〈init〉 accordingly (other nodes

of P′ contain empty sets of strings): Sq1a jW
N(〈init〉)−→ q1a jW (it means that evolutionary

processor N(〈init〉 is applied to string Sq1a jW and resulting string q1a jW is sent to all
nodes of P′, including node 〈init〉). Clearly, string q1a jW will be rejected by N(〈init〉)
as there is no operation applicable to this string. Further we continue to construct P′ and
describe how P′ simulates three types of rules of CPM0 P.

Case (A). Rule p : qia j→ ql ∈ R is simulated by the following nodes.

N(〈p〉a1) = ({ε→ δp}r,{qi},Δ, /0, /0),

N(〈p〉a2) = ({(qi→ ε,a j→ ε)}l,{δp},{δ′p}, /0, /0),

N(〈p〉a3) = ({ε→ δ′p}r,{δp},{δ′p}, /0,{qi}),
N(〈p〉a4) = ({ε→ ql}l,{δ′p},{ql}, /0, /0),

N(〈p〉a5) = ({(δ′p→ ε,δp→ ε)}r,{ql}, /0, /0, /0).

Let qia jW
qia j→ql−→ qlW be a computation step in P, i.e., rule qia j → ql is applied to

configuration qia jW and qlW is the next configuration.

In P′ the string qia jW (copies of this string) is distributed among all nodes N(〈p〉a1),
where p is a label of instruction qiat → ql, at ∈ Σ. It is clear that this word will be
rejected by other evolutionary processors N(〈p〉a1) of P′, where p is a label of instruc-
tion of P with the left part 〈qsar〉, qs �= qi,ar ∈ Σ. Thus for nodes N(〈p〉at ), 1 ≤ t ≤ 5
evolution of string qia jW leads to the correct result qlW :

qia jW
N(〈p〉a1)−→ qia jW δp

N(〈p〉a2)−→ W δp
N(〈p〉a3)−→ W δpδ′p

N(〈p〉a4)−→ qlWδpδ′p
N(〈p〉a5)−→ qlW

Assume that p is a label of instruction of P with the left part 〈qiat〉, at �= a j or 〈qsar〉,
qs �= qi, ar ∈ Σ. It is easy to check that during an evolution of string qiatW (qsarW ) the
pair 〈qiat〉 (〈qras〉) cannot be deleted by node N(〈p〉a2) and this string will be lost.

Thus OHNEP P′ correctly simulates rule qia j→ ql of CPM0 P.

Case (B). Rule p : qia j→ akql ∈ R is simulated by the following nodes.

N(〈p〉b1) = ({(ε→ ak,ε→ δp)}r,{qi},Δ, /0, /0),

N(〈p〉bt ) = N(〈p〉at ), t = 2,3,4,5

We use the same techniques as above and show that OHNEP P′ correctly simulates
rule qia j→ akql of CPM0 P.

qia jW
N(〈p〉b1)−→ qia jWakδp

N(〈p〉b2)−→ Wakδp
N(〈p〉b3)−→

Wakδpδ′p
N(〈p〉b4)−→ qlWakδpδ′p

N(〈p〉b5)−→ qlWak
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Case (C). Rule p : qi0→ akql0 ∈ R is simulated by the following nodes.

N(〈p〉ct ) = N(〈p〉bt ), t = 1,3,5,

N(〈p〉c2) = ({(qi→ ε,0→ ε)}l,{δp},{δ′p}, /0, /0),

N(〈p〉c4) = ({(ε→ 0,ε→ ql)}l,{δ′p},{ql}, /0, /0).

We use the same techniques as above and show that OHNEP P′ correctly simulates
rule qi0→ akql0 of CPM0 P.

qi0W
N(〈p〉c1)−→ qi0Wakδp

N(〈p〉c2)−→ Wakδp
N(〈p〉c3)−→

Wakδpδ′p
N(〈p〉c4)−→ ql0Wakδpδ′p

N(〈p〉c5)−→ ql0Wak

Now we can conclude that if a computation in CPM0 P starts with configuration q1W
and ends with the final configuration q fW ′ then OHNEP P′ starting with string Sq1W
in the node 〈init〉 will obtain string q fW ′ in the output node 〈out〉 and if P does not stop
then in the node 〈out〉 of P′ never appears some nonempty string. Thus P′ correctly
simulates P.

Corollary 1. The family of complete OHNEPs with obligatory evolutionary processors
with only one operation (matrix) insertion or (matrix) deletion per node (without sub-
stitution) is computationally complete.

Corollary 2. There exists a universal complete OHNEP with obligatory evolutionary
processors with only one operation of (matrix) insertion or (matrix) deletion per node
(without substitution) having 182 nodes.

Proof. Let us consider the smallest known universal CPM0 P with 6 states and 6 sym-
bols [5]. Now we construct OHNEP P′ according to the algorithm in Theorem 1 above
and we get 182 nodes (five nodes per CPM0 rule plus input and output nodes).

4 Conclusions

The general theory of Networks of Evolutionary Processors brings together formal lan-
guages and multi-agent systems, in a research field that has shown to share the consis-
tency of the first and the flexibility of the latter.

Taking advantage of these features, we continue developing the the model of Hybrid
Network of Evolutionary Processors. In previous works [1,2], we introduced and con-
sidered a new variant of HNEPs, Obligatory HNEPs. OHNEPs have two characteristics
that are different from HNEPs: a) they have a directed underlying graph, and b) they
discard a string if operations at the node are not applicable to such string. This paper is
a step forward in the same line of research. We consider here a special case of OHNEPs
with two properties: a) the underlying graph is complete and, b) the nodes do not have
the rule of substitution. We name such mechanisms COHNEPs without substitution.

Such networks are not computationally complete and, to reach universality, we mod-
ified the notion of obligatory operation. We used very simple evolutionary processors
with one modified operation of insertion or deletion per node.

We demonstrated that very simple OHNEPs without substitution are able to simulate
any deterministic Circular Post Machine CPM0. Therefore, paper proves, once more,
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the flexibility of OHNEPs, and their suitability to simulate different systems. Not only
Circular Post Machines, but other complex mechanisms can be successfully approached
by OHNEPs.

Using techniques presented in our paper a universal complete OHNEP with 182
nodes can be constructed. Several open questions are posed, in particular the question
about the minimal total power of filters of evolutionary processor in computationally
complete OHNEPs and the question about universal complete OHNEP without substi-
tution and having the minimal number of nodes.

The efficiency of our model has been demonstrated by simulations. This shows that
OHNEPs, being devices coming from formal language theory, have also a their role
in multi-agent systems. OHNEPs can also be easily applied to to artificial intelligence,
because they are able to build complexity from extremly simple units that, additionally,
are able to communicate and collaborate in a very simple way. Therefore, the develop-
ment of OHNEPs and COHNEPs is very attractive from the mathematical point of view
and very useful and promising for artificial intelligence and applied research.
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Abstract. Declarative logic programs have proved useful for resource
management problems since the early 80’s. However the complexity of
such programs is in a direct exponential relationship with the growth
in the number of resources and users. We provide a simple, easy to im-
plement, methodology for mathematically representing requests over re-
sources inspired by the chemical signaling model of neural networks. Our
resource management model uses substructural logic in its novel incarna-
tion, HYPROLOG, to provide a connectionist neural network representa-
tion in which requests for resources are mapped to signals triggered and
consumed by resource requesters and resource consumers respectively.
Through this connectionist representation model, we achieve high level
of expressivity while making the model directly executable. We exem-
plify the power of our model through representing a concrete temporal
resource scheduling information system and then apply it to some real
world mathematical problems.

Keywords: Substructural Logic, HYPROLOG, Constraint Handling
Rules, Assumptions, Resource Allocation.

1 Introduction

Logic based Natural Language (NL) processing and intelligent information sys-
tems have a long history of interesting cross-fertilizations. Two notable examples
are Prolog itself, which (as is not too widely known) evolved from Alain Colmer-
auer’ s Q-systems for processing natural language, and memoization, a technique
first developed by David H. D. Warren for natural language processing appli-
cations, which became widely used for information systems. On the other hand
there have been efforts to integrate logical reasoning with connectionist models
similar to those represented in neural networks [10][18][19]. The main reason
in doing so is to extend the binary model of logical inference to a more fuzzy
inference model capable of handling infinite information [14].

Connectionist models of neural networks can as well serve as an inspiration to
conceptually represent classic problems of intelligent information systems. The
class of intelligent information systems which we address here, is that of resource
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allocation systems. These have been long addressed through Logic Programs, as
from the first expert systems to dynamically built computer system specifications
from the hardware and software resources given by the manufacturing companies
[7]. In this paper, we focus on those resource allocation problems which involve
temporal boundaries, e.g. scheduling problems. Generally, the diversity of the re-
sources and constraints that should be taken into consideration while addressing
such problems (e.g. the order of appearance for the activities [5], or reserva-
tion of some special resources for some activities [12]), hinders the possibility of
providing efficient resource allocation algorithms.

Current techniques for resource management are mostly based on finite do-
main constraint satisfaction approaches as a sub-branch of Artificial Intelligence.
However, mapping the concepts of a domain to a set of machine-understandable
constraints is not a straightforward task, and consequently, even for simple
scheduling problems, complicated constraints and relations must be defined.
A simplification to such complications can happen through using the connec-
tionist model of neural networks in which resources are introduced as neurons
connected to one another through axons representing resource dependencies. A
resource dependency can be considered as a request for consuming one resource
and generating a second potentially nonidentical resource.

This can well represent resource allocation problems in which available time-
slot resources are consumed to collectively produce scheduling resources. This
can be seen as a neural network, where initially available resources are rep-
resented by activated neurons. To solve the problem axons trigger and thusly
activate and deactivate resource-neurons. The problem is solved when all target
neurons happen to be finally activated. Activation and deactivation is modeled
by presence or absence of certain chemicals. Here we provide a user friendly
while easy-to-implement methodology for resource allocation problems that fol-
lows the connectionist model of neural networks. We also show a directly exe-
cutable rendition of it in terms of substructural logic (in particular, a version of
linear logic [13] called affine logic [8]). Affine Logic is embodied in Hyprolog
[6] which provides an extension to Prolog with abduction, assumptions and the
full power of Constraint Handling Rules (CHR) [11]. We exemplify our proposed
approach within a temporal meeting-scheduling problem - parent-teacher inter-
view scheduling - as a well-known resource allocation problem, and describe its
advantages. Our choice of the connectionist approach to solve resource allocation
problems, other than lending itself closely to a direct identification between re-
sources and requests as neurons, and actions as axons, has the further advantage
of direct executability as provided by our implementation.

Section 2 provides an overview of the approaches in the area of resource allo-
cation, introduces Hyprolog, and motivates its use to mimic resource manage-
ment problems along the neural net metaphor. Section 3 describes our approach
in using Hyprolog to solve the scheduling problem, and Section 4 presents our
conclusion.
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2 Background and Motivation

Scheduling problems are combinatorial problems defined over allocating a set of
resources to a group of activities. For instance, people in an organization may
need to allocate their free time resources so as to materialize required meeting
activities into some feasible overall schedule. This process is often complicated by
some additional constraints. The two main approaches respectively focus on a)
enforcing the required constraints, or b) omitting constraints with low priority.
These approaches are mostly referred to as constraint propagation [1][2][4][12]
and local search [9][16][17]. A constraint propagation approach reduces the set of
possible values for the variables intervening in the constraints [3]. A local search
starts from an initial partial solution and then improves the results by navigating
from one partial solution to another, trying to find the optimal solution. A partial
solution’s degree of optimality is measured based on the number of violated
constraints, i.e. distance to feasibility, where the solution with less distance to
feasibility is chosen as the best one.

Although there has been a lot of research in both these areas, neither approach
is easily portable to other domains. A higher level and more intuitive approach
would be to allow the user to state what the resources are (e.g., Dumbledore has a
free hour at noon, and so does Hermione), what the requests are (e.g., Hermione
needs to meet with Dumbledore) and what the possible actions are (e.g. remove
Dumbledore’s free hour at noon, Hermione’s free hour at noon, and Hermione’s
request to meet Dumbledore, while noting that Hermione and Dumbledore are to
meet at noon), and let an intelligent solver choose applicable actions as needed
to solve the problem. This is precisely what our proposed methodology provides:
users can formulate a particular problem’s resources and requests as linear affine
implications, also called assumptions [8]; and describe possible actions in terms
of consuming resources and requests, while noting through assumptions those
requests that have been satisfied. Our solver manages the process of trying out
applicable actions and uses abduction [15] to ensure that no unsatisfied requests
remain at the end of the solving process. Our methodology also borrows from the
connectionist model of neural networks in which assumptions resemble neurons
with chemicals that lead to triggering the abductive rules in the network and
consuming the neurons’ chemicals, which in turn lead to propagating the neurons
or morphing the neurons to other neurons capable of generating new chemicals
that trigger other abductive rules in the network. This behavior transitively
continues until the network becomes stable. The eventual state of the network
describes a solutions sought for the given problem.

The entire system is formulated in Hyprolog [6], an extension to Prolog
with assumptions and abduction which provides one of the most efficient imple-
mentations of abductive logic programming, is implemented directly on top of
SICStus Prolog 1 and CHR [11] and can use the full power of these languages.
CHR is a declarative, rule-based language for writing constraint solvers which
is now included as an extension of several versions of Prolog. Operationally

1 http://www.sics.se/sicstus/
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Table 1. The logical meaning of the Hyprolog rules inherited from CHR

Propagation Rule Simplification Rule

Hyprolog Rule H ::> G|B H <:> G|B
Logical meaning: ∀x̄((∃ȳG)→ (H → ∃z̄B)) ∀x̄((∃ȳG)→ (H ↔ ∃z̄B))

and implementation-wise, CHR extends Prolog with a constraint store, and the
rules of a CHR program serve as rewriting rules over constraint stores. CHR
is declarative in the sense that its rules can be understood as logical formulas
with constraint predicates that must be declared as such, and can be called from
a Prolog program. Integrity constraints in Hyprolog are written as any sort
of CHR rules with abducibles and assumptions in the head. Similar to CHR,
Hyprolog provides two main rules, Propagation and Simplification, each rep-
resenting a logical meaning shown in Table 1. Assumptions in Hyprolog are
divided into two parts, timeless and regular, where timeless assumptions allow
the consumption of concepts either prior or after their assumption while regular
assumptions only allow the consumption of concepts after their assumption. Fur-
thermore, both timeless and regular assumptions can be declared as intuitionistic
or linear, taken from intuitionistic or linear logic, according to whether the avail-
ability of resources is infinite or limited respectively (see Table 2). Concepts in
Hyprolog must be identified as either regular or timeless through declarations
such as, assumption a/1 or timeless assumption b/1.

Table 2. The notation for linear and intuitionistic assumptions in Hyprolog

+h(a), *h(a) linear and intuitionistic definition of concept a in regular assumption

=+h(b), =*h(b) linear and intuitionistic definition of concept b in timeless assumption

-h(a), =-h(b) regular or timeless consumption of concepts a and b

Our Hyprolog-based model of resource management takes advantage of as-
sumptions and consumptions to represent the degradation of the resources.

3 Resource Management in Substructural Logic

3.1 Our Proposed Model

We are given a set R of resources, a set Q of requests, and a set of allowed ac-
tions. Our aim is to satisfy the requests and to acquire a new set R′ of resources
that might be needed for some future tasks (the set can be empty). Completion
of an action consumes some resources, satisfies some requests and may produce
additional resources. For example, we have a set of people, each person has some
free time slots and some people need to meet each other. In this case resources
are the free time slots, and requests are the given requests for people to meet.
To solve the problem we build the following neural network. We use neuron to
model each resource and request. Each action is modeled by an axon. Resources
which the action consumes are marked as inputs of the axon, resources it pro-
duces and the requests are marked at outputs of the axon. Each neuron at each
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moment is either active or passive. Activity of the neuron can be implemented
by the neuron containing a certain chemical if it is active and not containing it
if it is not active. Each axon connects several neurons, some of them are inputs
and some are outputs for the axon. For the axon to trigger all inputs must be
active. When the axon triggers it deactivates all inputs and activates all outputs.
That is the axon consumes the activation chemical in its inputs and produces
it at outputs. Thus we can use the neural network to model resource alloca-
tion problems. Various methods can be used for the network evolution. We find
that encoding the network in HYPROLOG is a straightforward and elegant ap-
proach. Let us consider a meeting scheduling problem as an example. We have a
collection of people, and a collection of slots. Some of the people request to have
meetings with each other and report their time slots availability. The aim is to
schedule all requested meetings within available slots. Our Hyprolog formal-
ization of this model is as follows. Neurons are represented by assumptions. So,
for each request r ∈ R and each slot q ∈ Q we have assumptions +r, +q. Note
that goals and resources might have some parameters. So, in the example above
we have assumptions +free(Person, T ime) that specify that Person is free at
time Time and +request(PersonA, PersonB) that specifies that PersonA needs
to meet PersonB. Using such parameters allows us to define a neural network
parametrically and thus avoid redundancy in the description. All initially avail-
able resources ri and all problem requests qj are expressed as assumptions in
the right-hand side of an initialization predicate problem/0, of the form:

problem:-+ r1, . . . , +rn, +q1, . . . , +qm. (1)

Possible actions are described as predicates act/0 which consume some resources,
satisfy requests, produce some resources and place assumptions of the form +o(·)
to record output. Thus we have predicates

act:-− r1
1 , . . . ,−rn1

1 , +r1
n1+1, . . . , +rn1+l1

1 ,−q1
1 , . . . , q

m1
1 , +o. (2)

...
act:-− r1

k, . . . ,−rnk

k , +r1
nk+1, . . . , +rnl+kl

1 ,−q1
k, . . . , qmk

k , +o. (3)

A sample problem might be

problem :- +free(potter, 1), +free(potter, 2), (4)
+free(dumbledore, 1), +free(dumbledore, 2), (5)
+free(hermione, 1), +request(potter, dumbledore), (6)
+request(hermione, dumbledore). (7)

and the only possible action is assigning two persons to meet at a certain time.
The action consumes available time slots and fulfills the request of the meeting:

act:-− free(A, T ime),−free(B, T ime),−request(A, B),+o(meet(A, B, T ime)).

To guarantee that no requests remain unsatisfied at the end of the process, we use
a special abducible done which will be called after the problem has been “solved”



454 E. Skvortsov, N. Kaviani, and V. Dahl

to test that all problem requests have been granted, and we add for each request
assumption q ∈ Q a constraint rule: q, done ⇒ fail. For our example, we have
+request(A, B), done⇒ fail. Actions are called recursively through our solver:

solve. (8)
solve:-act, solve. (9)

The top querying predicate is defined as

go:-problem, solve, done,

where the problem predicate initiates the constraint store with resources and
requests, solve runs the solution procedure, and done makes sure that all requests
are satisfied and if needed consumes resources that must be available for eventual
further use. A variety of resource management problems can be described using
this methodology. The Prolog code for our sample problem and some other
examples is shown at the project homepage:

http://www.cs.sfu.ca/~ evgenys/personal/SLRM/SLRM.html

3.2 Completeness of the Model

A Prolog program is called complete if for any solvable query the system outputs
a result in a finite number of steps. In general the proposed resource manage-
ment model is obviously not complete. For example if the first possible action
doesn’t consume any resources and produces some, then the system will loop
forever. There might be more complicated reasons to loop. See the Wolf, Goat,
Cabbage program on the project website for an example of how one can avoid
this problem, within our model. On the other hand, in some naturally restricted
cases the system is complete; for example if any allowed action consumes more
resources than it produces. We next give necessary and sufficient conditions for
the completeness of a specific model where there are no CHR rules which change
the set of available resources. For any action A, we define RA

c as the set of re-
sources consumed by the action and RA

p as the set of resources produced by the
action. Let R be the set of all resources.

Theorem 1. The model containing actions A is complete if and only if there is
a function V : R &→ N such that for any action A ∈ A we have inequality∑

r∈RA
c

V(r) >
∑

r∈RA
p

V(r). (10)

Proof. Let m be the number of resources considered in the model and n be
number of actions. We will suppose that actions and resources are ordered. Let
C be a matrix such that cij equals to number of units of resource i produced
(cij < 0 if the resource is consumed) by application of j-th action. Problem of
incompleteness of the model can be reduced to the following system of linear
inequalities: ⎧⎪⎨

⎪⎩
Cx ≥ 0∑

xi > 0
x ≥ 0
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I. e. the model will be incomplete if there is a non-empty sequence of application
of actions such that after it no resources are consumed. By Farkas lemma it
follows that the system has solution if and only if there is no solution to{

CT v ≥ 1
v ≥ 0.

(11)

It’s easy to see that system 11 is equivalent to finding the required values of
resources. �

Corollary 1. The meeting scheduling model here proposed is complete.

Proof. The only available resource in the model is a free slot while the only
possible action consumes one slot, and doesn’t produce any resources. Thus by
Theorem 1 we obtain the corollary. �

4 Discussion

We have proposed and formalized a directly executable high level model of re-
source management in terms of substructural logic as embedded in HYPRO-
LOG. We have demonstrated the completeness of our model in certain special
but useful cases. We have exemplified our model with a running HYPROLOG
implementation of a system for scheduling meetings. Readers interested in al-
ternative applications were referred to the project website. The CLP family of
languages, in which unification in the Herbrand universe is supplemented with
constraint processing of linear equations or inequalities over the numbers, pro-
vides perhaps the closest approaches to our own. Previous work on CHR itself
has explored temporal applications such as scheduling and working with time
points, but continues the CLP tradition of thinking in terms of equations, or
using techniques such as path consistency. Our approach is novel in that it does
not express the problem constraints equationally, but in the resource-based terms
of substructural logic, within a novel incarnation of it, HYPROLOG. This re-
sults in elegant and efficient formulations where resources can be represented as
linear resources. We have not focused on efficiency but on direct executability
within user-friendly formulations. With this work we hope to stimulate further
work on the potential of substructural logics for executable models of resource
management.
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Abstract. 1 In this paper we face the spatial difficulties inherent to
the simulation of P systems on conventional (von Neumann) comput-
ers when they are applied to solve real problems. We have extended P
Lingua (a well known textual programming language for P systems) to
access distributed resources by means of Hadoop (a freely available im-
plementation of the MapReduce paradigm). The current work shows the
way that we propose to develop distributed, general purpose simulators
for P systems.

Keywords: Natural computing, P systems, distributed simulation.

1 Motivation

This paper is phocused on Membrane Computing (also called P systems, from
its main author Gheorge Păun) a new model of computation in the realm of
Natural Computing. P systems abstract the processes taking place in the com-
partimental structures of the living cells to consider them as computations. This
compartimental structure is formalized as an external membrane (called skin)
that contains one or more sibling membranes each of which has the same struc-
ture (they contain one or more membranes with, again, the same structure). The
biochemical contents of the cells in the living beings are represented by means of
multisets of symbols (set of symbols in which more than one copy of each symbol
is allowed) and a set of rules that consume some symbols of the multiset to pro-
duce others. Different families of P systems allow the creation and dissolution
of membranes as well as different mechanisms for carrying symbols across the
membranes. P systems are inherently parallel, both in the selection of symbols
consumed and in the application of the rules. [1,2] show different results on their
expressive power and the performance of their algorithms.

There are almost none kind of P systems actually supported by specific hard-
ware implementations. [3]. Under these circumstances the only available plat-
form for natural computers implies the simulation of the bio-inspired models in
conventional computers.
1 This work was partially supported by the R&D program of the Community of Madrid
(S2009/TIC-1650, project “e-Madrid”).
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When P systems are simulated in conventional computers, the exponential
amount of temporal resources needed to solve NP-problems could become an
exponential amount of spacial resources. For example, let us consider a NP-
problem whose solution implies to check 2n elements to determine which one is
the solution. A sequential algorithm would take an exponential number of steps
(2n) to check all the possibilities and would need to store only the current one in
each moment. P systems, theoretically, have no spacial limit for the number of
membranes they contain. Let us consider a P system with just one membrane in
the skin. Let us suppose that this membrane is able to create another one in each
step. It is easy to see that we will have 2n membranes after n steps. P systems
process all their membranes in parallel. If we use one of them for each possible
solution and are able to check if any of them is a solution in linear time; we could
finally find the solution of the problem after a linear number of steps but we will
need an exponential amount of membranes. This example shows the reason why
the size of problems we are able to actually solve by general simulators of P
systems on conventional computers is small. If we are interested in developing
a general purpose programming platform based on P systems we have to take
into account the spatial complexity of the problem. Clusters of computers and
the access to distributed resources (grid and cloud computing) could offer an
alternative to manage as much resources as necessary to solve bigger and more
interesting problems. This approach is focused rather on the spatial limitations
than on the temporal performance.

This paper explores for the first time the map-reduce programming
paradigm for simulating P systems with distributed resources. We have
used hadoop (a well known implemetation of map-reduce freely available at
http://hadoop.apache.org/) Nevertheless it is not the first approach to the
distributed simulation of P-systems. In [4] a Java distributed simulator of tran-
sition P-system is described. It uses the RMI protocol. We have previously ex-
plored this same approach to the parallel simulators of other natural computing
models (NEPs [5]) It is difficult to properly handle parallel and distributed re-
sources of clusters of computers by means of Java because it is mandatory to
add a non standard distributed Java Virtual Machine. The RMI protocol, be-
sides, seems a less efficient and natural approach than, for example, the message
passing interface (MPI [6]) extensions for C++. Other works like [7] actually
shows parallel implementations of a specific P system. It uses GPUs as a paral-
lel computing platform. Although they get an excellent performance we are more
interested in general purpose approaches that provides the researchers with easy
to use parallel and distributed simulators for more general families of models.

There are several research groups interested in programming tools for natural
computers. P-Lingua (developed by the Research Group on Natural Computing
of the University of Sevilla) is a programming language for membrane computing
which aims to be a standard to define P systems. One of its main features is
to remain as close as possible to the formal notation used in the literature to
define P systems. The programmer will not have to do any additional effort to
describe his P systems with P-Lingua once he has formalized them. P-Lingua

http://hadoop.apache.org/
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is also the name of a software package that includes several built-in simulators
for each supported model as well as the needed compilers to simulate P-Lingua
programs. More details can be found at http://www.p-lingua.org and [8].

We have used some of the P-Lingua modules freely available to develop our
hadoop simulator. We have also used a notation similar to that of P-Lingua for
some configuration files.

In the following paragraphs we first introduce the map-reduce programming
paradigm, and hadoop, one of its Java implementations; then we will explain
how we propose to use distributed resources to simulate P systems. Finally we
will show some conclusions and highlight our further research lines.

2 Introduction to Map Reduce

MapReduce [9] is a programming model designed to address distributed pro-
cessing of large amounts of information with a simple and easy-to-use approach.
When it was conceived at Google labs, they were spending too much time devel-
oping ad-hoc solutions to conceptually straightforward problems because they
need to handle details of parallelization, fault-tolerance, data distribution and
load balancing. An analysis of these tasks shown that most of them could be
solved handling the input data as a list of records and using map and reduce
primitives to treat it and to generate another list of records as output.

A MapReduce implementation performs the following steps. First, the Map
function takes each record in the input data, a key/value pair, and produces a set
of intermediate key/value pairs. Next, after all intermediate pairs are generated,
a second intermediate set is created with each different intermediate key and the
list of all its associated intermediate values. Finally, the Reduce function takes
each key and its values from this second intermediate data and produces a list
with output values, which is usually smaller than the received one.

In this process, the programmer is just responsible for writing the Map and
Reduce functions. The only restriction in this task is to mantain the consistency
of the types, i.e. Map output key and value types must match Reduce input
types. Aditionally, the developer must be careful with the access to the external
resources, in order to avoid multithread related issues, as concurrent access to
data. Counters are a facility defined with the model that can help in this task,
allowing to create a global counter without using mutually-exclusive operations.
This technique consists in keeping a local counter on each node and in calculating
the total sum at the end of each processing phase.

A third optional function that can be implemented is the Combiner function.
It allows to increase the system performance through a local reduction of the
data before starting the communication between the system nodes. The Reduce
function can also be sometimes used for this purpose.

A simple way to understand this programming model is trying to implement
SQL grouping and aggregate functions as MapReduce programs. For example,
the SUM function could be done straightforward. First, the Map function emits
for each input record a pair with the grouping fields values and the value to sum.
Then, the Reduce function sums all the received values for each key.
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3 Introduction to Hadoop

One of the most popular implementation of the MapReduce model is included in
the Apache Hadoop project. This is an open-source framework for creating dis-
tributed applications in Java. It is based on two main components: a distributed
file system (Hadoop Distributed File System, or HDFS) and a MapReduce en-
gine.

Typically, Hadoop MapReduce engine works with HDFS data, where each
HDFS node runs a MapReduce node. It consists of a single master Job Tracker
and a Task Tracker per node. The first receives MapReduce jobs from clients and
distributes smartly to the Task Trackers. These are the responsible of running
the received jobs. This configuration allows the framework to exploit the data
locality in order to reduce bandwidth consumption.

Another important task performed by the Job Tracker is the fail recovery.
It monitors the jobs running in the system and re-executes tasks when a Task
Tracker fails.

So simple as the MapReduce model itself, developing an application with
Hadoop MapReduce consists in implementing two classes, one for each function,
and a main function that configures the environment. Besides, as the theoretical
model specifies, a Combiner class can also be defined.

In addition to the basic functionality, Hadoop MapReduce includes debbuging
and profiling development tools and advanced features as Counters, distributed
read-only files cache, as well as data compression facilities.

One major advantage from choosing Hadoop MapReduce implementation is
the wide availability of commercial services that runs it as a cloud computing
tool. A list of these services can be found at http://wiki.apache.org/hadoop/
Distributions%20and%20Commercial%20Support. This fact extends the range
of applications of the systems which are developed with this framework.

4 Distributed Simulation of P Systems

The goal of this work is to distribute the P system simulation between several
simultaneous processes by using the MapReduce programming model. In this
procedure, each MapReduce cycle represents a step in the evolution of the P
system, where there are as many calls to the Map function as membranes in the
system before the simulation step is executed. After the simulation step, there
are as many Reduce function executions as membranes in the system. Each
execution of the function Map simulates a single membrane in its context and
emits its results to itself and to the membranes to which it is directly connected
(its parents and sons). The Reduce function simply joins all the data received
for one membrane and writes its new configuration in the distributed filesystem.

In our approach, it is mandatory to use unique identifiers for the membranes in
the system. This is unnecessary when the information of the complete structure
is kept together, but becomes crucial when it is split. A Global Unique IDentifier,
also called GUID, is assigned to each membrane, with a numeric value greater

http://wiki.apache.org/hadoop/Distributions%20and%20Commercial%20Support
http://wiki.apache.org/hadoop/Distributions%20and%20Commercial%20Support
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than all labels in the system. The library used to simulate the behaviour of the
membranes is not designed to support this need, but it has a rarely used feature
called EnvironmentID which has been used to solve it temporarily.

A New Input Format Based on P-Lingua

We had to define a syntax for describing the P systems under consideration.
We call it ‘Distributed P-Lingua’ and use the file extension ‘dpli’ for the input
files to our system. As we have explained before, an important issue to take into
account is the distributed storage of the P system structure. The goal is to define
a special version of the P-lingua syntax with the fewest possible changes which
are required to support the distributed execution. Each membrane is stored
indepently with all the associated data that would be needed in order to execute
its related rules. With all this information, each line in a distributed P-Lingua
file has the following format:

GUID:label:structure:symbols

The structure field includes the membrane itself surrounded, when it is not
the system skin, by its parent membrane labelled with its GUID. Besides, it
contains its children membranes, including its GUIDs as EnvironmentID with a
comma after its label. Finally, the symbols could be included in the structure or
in a separated field. For example, the following P-Lingua fragment:

@mu = [[[]’3 []’4]’2]’1;

@ms(3) = a,f;

It could be written in Distributed P-Lingua as:

101:1:[[]’2,102]’1

102:2:[[[]’3,103 []’4,104]’2]’101

103:3:[[a,f]’3]’102

104:4:[[]’4]’102

Regarding rules, on the other hand, it is pointless to copy them on every
membrane line. Therefore, they are kept in the original P-Lingua file. This file
is made available to all nodes in the Hadoop cluster using the distributed cache
feature.

Supported Rules

The development described in this document is focus on simple rules, i.e. evo-
lution, communication, creation and dissolution rules. Consequently, it can be
used to simulate P systems with transitions and creation of new membranes. In
additon, it seems easy to follow a similar approach to add support to P systems
with division.
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Pseudocode

Finally, the pseudocode from the important program functions is included. As
already mentioned, the key work is done in the Map function, while the Reduce
function just joins the information and writes it to disk. The Main function
creates a Map/Reduce task for each simulation step.

function Map(key, value):

// create a small P sys, with the membrane context structure

psystem = create_psystem(value)

// simulates a step on the created system

sim = create_simulator(psystem)

stopped = sim.step()

// locate membranes in the resultant structure

parent = get_parent(sim)

current = get_current(sim)

children = get_children(sim)

// emits the resultant structure to the related membranes

if parent != null: emit(parent.id, parent.symbols)

if current == null: emit(parent.id, current disolved)

if current != null: emit(current.id, current)

for children as child: emit(child.id, child.symbols)

// increment counters to determine if the simulation is over

mem_counter++

if stopped: stop_counter++

function Reduce(key, values):

parse values

join structure + symbols received + dissolved children

write to distributed filesystem

function Main():

// run map and reduce while simulation is not over

do

mem_counter = stop_counter = 0

configure enviroment

execute map/reduce

while mem_counter > stop_counter

5 The Simulation of an Example P System

To verify that the designed solution is feasible, we have simulated a P system
taken from the literature with the implemented system. This simple example
generates a random number and calculates its square, and is defined as follows
in the P-lingua language:

@model<transition>

def main() {

call n_cuadrados(); }

def n_cuadrados() {

@mu = [[[]’3 []’4]’2]’1;
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@ms(3) = a,f;

[a --> a,bp]’3;

[a --> bp,@d]’3;

[f --> f*2]’3;

[bp --> b]’2;

[b []’4 --> b [c]’4]’2;

(1) [f*2 --> f ]’2;

(2) [f --> a,d]’2; }

Since the initial structure of the P system consists of four membranes, the first
step will be simulated using four calls to the Map function, which will generate
the results of the first step of evolution of each membrane separately using the
P-lingua simulation framework, and an equivalent number of calls to the Reduce
function, to reassemble the new structure of each membrane. It can be seen
that, at some point, the application of the unique dissolution rule will affect the
membrane labeled with 3. In the simulation of this step, the Reduce function call
for that membrane will receive the dissolve order and will not write to disk the
resultant structure. From that time, the system will not apply more dissolution
rules, so the rest of steps will imply three calls of each function per step.

We have successfully simulated this P system. In addition, we have not used
any specific technique that, according to the documentation of Hadoop, could
prevent our implementation from being run in a real cluster.

6 Conclusions

P systems are one of the better known new bio-inspired models of computa-
tion. Their intrinsic parallelism and their unbound spatial capacity are two
of their main characteristics that allow to define new algorithms to solve NP
problems with better temporal performance than the corresponding versions for
coventional (von Neumann) architectures. Therefore, they could be considered
an alternative architecture to develop new computers. Nevertheless the specific
hardware to effectively support this model is currently far from being considered
a real architecture.

When simulating P systems on conventional computers, the potentially ex-
ponential space complexity of some of the algorithms makes it impossible to
tackle instances with a size big enough to be considered interesting. This is one
of the reasons why there are not computers actually based on P systems and the
main motivation of this work. In this paper we take the first steps to access to
distributed resources (usually by means of internet) while simulating P systems.

We have choosen the MapReduce programming paradigm, and hadoop, one
of its Java implementation freely available.

For describing the P systems being simulated, we have defined ‘Distributed P
Lingua’, an extension to a subset of P Lingua (a textual programming language
that can be considered a ‘de facto’ standard). We have found a rather straight-
forward way to develop these kind of distributed P systems simulators hiding
low level details and keeping them as general as the theoretical models.
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7 Further Research

With respect to our current implementation, in the future we plan to improve
some of its aspects (for example, the unique identification of membranes and
the reuse of the rules in different membranes). We have, also, to increase its
robustness and improve its performance. We also plan to actually test this im-
plementation on a cloud computing environment.

With respect to the families of P systems supported, we have to incorpo-
rate other features to completely cover the theoretical definition of them. These
features include advanced rules, as division, symmetric communication or prob-
abilistic rules, but also environment identifiers, tissue-like membranes or para-
metric sentences.

Last but not least, it must be considered the worst-case scenario. Since the
structure of each membrane is held together in a single cluster node, it is pos-
sible that it could be overwhelmed by a membrane containing a large amount
of daughter membranes. In this situation, it would be necessary to propose a
solution that allows the simulation of a membrane breaking its structure into
smaller parts, while maintaining the proper functioning of the application.
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1. Păun, G.: Computing with membranes. Journal of Computer and System Sciences,
61(1) (2000), 108-143, and Turku Center for Computer Science-TUCS Report Nr.
208 (1998)
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Abstract. We consider stateless counter machines which mix the fea-
tures of one-head counter machines and a special type of two-head
Watson-Crick automata (WK-automata). Our biologically motivated ma-
chines have heads that read the input starting from the two extremes. The
reading process is finished when there are no more symbols between the
heads. Depending on whether the heads are required to advance at each
move, we distinguish between realtime and non-realtime machines. If ev-
ery counter makes at most k alternations between nondecreasing and de-
creasing modes in every computation, then the machine is k-reversal. In
this paper we concentrate on the properties of nondeterministic stateless
WK-automata with counters. Results about deterministic versions can be
found in (Eğecioğlu et al.: Stateless multicounter 5′ → 3′ Watson-Crick
Automata, BIC-TA 2010).

1 Introduction

A well investigated branch of DNA computing is the theory of Watson-Crick
automata ([3,13]). These are finite state machines equipped with two read-only
heads. They operate on DNA molecules, i.e., on double stranded sequences of
bases. The strands of a DNA molecule have directions as a result of the un-
derlying chemical bonds, determining the 5′ and 3′ ends of a strand. The two
strands have opposite biochemical directions. Between the two strands, there is
a one-to-one correspondence of the bases given by the so-called Watson-Crick
complementarity relation. In this way a strand of the molecule uniquely de-
fines the other, and therefore the DNA molecules can be described by ordinary
strings (as, for instance, in [6,7]). In biology several enzymes are known to act
on a DNA strand in direction from 5′ to 3′. Consequently, in the case of 5′ → 3′

Watson-Crick automata, at the beginning of a computation, the reading heads
start from opposite ends of the input and they can move opposite direction in
computational point of view (but the same direction biochemically). These au-
tomata have been used to characterize linear context-free languages in [10]. In
this paper we consider only 5′ → 3′ Watson-Crick automata, and consequently
use the terminology WK-automata and omit the qualification 5′ → 3′.
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Stateless machines (i.e. machines with only one state) have recently been con-
nected to certain aspects of membrane computing [11,12]. As the name shows,
a stateless machine (without additional storage) cannot store any information.
Thus other methods are used, e.g., the automaton is equipped with some num-
ber of counters which are zero at the beginning and again zero at the end of
a computation. In [5,14] the computing power of stateless multihead automata
with respect to decision problems and head hierarchies were investigated.

If the machine is not allowed to make transitions without moving a head,
then the model is called realtime. Otherwise the machine is non-realtime and
can make transitions without moving the heads. We say that a counter is in in-
creasing/decreasing mode if its value is increased/decreased at the last transition
that changed its value. A counter machine is k-reversal if each counter makes
at most k “full” alternations between increasing mode and decreasing mode and
vice-versa on any computation (accepting or not), and is reversal bounded if it
is k-reversal for some k.

Deterministic stateless (one-way) m-counter machines were investigated in [1],
where hierarchies with respect to the number of counters and number of rever-
sals were studied. Similar hierarchy results and characterizations are reported
in [4] for the non-realtime versions. Hierarchies of the accepted language fam-
ilies by WK-automata are presented in [9] including stateless versions without
counters. In this paper we concentrate on nondeterministic stateless realtime
WK-automata with counters. Some results about the deterministic case can be
found in [2]. We give examples and establish hierarchies of WK-automata with
respect to counters and reversals.

2 Stateless Multicounter WK-Automata

We start with the description of the components of a stateless multicounter WK-
automata. The input is of the form cw$ with w ∈ Σ∗ and c and $ are endmarkers
that are not in Σ. The machine has two read-only heads H1, H2. Head H1 moves
from left to right and H2 moves from right to left. Originally, H1 is on c and
H2 is on $. The machine is equipped with m counters, that are initially all zero.
A move of the machine depends on the symbols under the heads and the signs
of the counters (the automata can distinguish two cases: zero or positive). It
consists of moving the heads and at the same time incrementing, decrementing,
or leaving unchanged each counter. The input w is accepted by M if the counters
are again zero when the heads meet.

The essence of when the heads H1 and H2 meet is captured best by making
use of a function ϕ which indicates whether the heads are close or far apart
in processing the input. This locality requirement can be justified in part by
biological properties that give rise to WK-automata. For the model it suffices
to know if there are zero, one, two, or more than two letters between the heads.
Define

ϕ(M) =
{

p if there are p letters between the two heads of M and p ≤ 2,
∞ if there are more than two letters between the heads of M.
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We use the notation ϕ(M) although ϕ is actually a function of the current
positions of the heads of M , i.e., function of the actual configuration.

For a deterministic stateless multicounter WK-automaton M , a transition (a
move)

((x, y; s1, s2, . . . , sm), p)→ (d1, d2; e1, e2, . . . , em) (1)

has the following parameters: x, y ∈ Σ∪{c, $} are the symbols under the heads H1

and H2, respectively; si is the sign of counter Ci: si = 0 if the i-th counter is zero,
si = 1 if it is positive. s1s2 · · · sm is referred to as a sign vector; d1, d2 ∈ {0, 1}
indicate the direction of move of the heads with d1 + d2 ≤ p. A value 0 signifies
that the head stays where it is. d1 = 1 means that H1 moves one cell to the
right, and d2 = 1 means that H2 moves one cell to the left; ei = +,−, or 0,
corresponding to the operations of increment, decrement, or leave unchanged
the contents of the i-th counter. Here ei = − applicable only if si = 1. A move
(1) is possible if and only if ϕ(M) = p. It should be noted that ϕ(M) is not part of
the system, nor it is a counter, just a technical parameter. M is nondeterministic
if multiple choices are allowed for the right hand side of (1).

The machine is realtime if not both d1 and d2 are zero for any move of the
machine. Otherwise it is non-realtime.

The machine is k-reversal if for a specified k, no counter makes more than
k alternations between increasing mode and decreasing mode (i.e. k pairs of
increase followed by decrease stages) in any computation, accepting or not. The
machine is reversal bounded if it is k-reversal for some k.

We denote the set of all nondeterministic realtime k-reversal m counter non-
realtime WK-automata by WKCk

m, and the realtime versions by RWKCk
m. The

reversal bounded versions are given by

WKC∗
m =

∞⋃
k=0

WKCk
m, RWKC∗

m =
∞⋃

k=0

RWKCk
m;

while WKC∞
m and RWKC∞

m denote the unbounded reversal versions. We use a
“d” prefix to refer to the deterministic versions of these machines. So dRWKCk

m

denotes all deterministic realtime k-reversal m-counter machines. This notation
is also used for the corresponding language classes.

The formal definition of a nondeterministic stateless multicounter WK-auto-
maton is as follows.

Definition 1. A nondeterministic stateless multicounter WK-automaton is a
quadruple M = (Σ, δ, c, $) where Σ is a nonempty alphabet, δ is a mapping from
(Σ ∪ {c, $})2×{1, 0}m×{0, 1, 2,∞} to 2({0,1}2×{0,+,−}m) and c, $ �∈ Σ are two
special symbols called endmarkers.

3 Closure Properties of Nondeterministic Stateless
Multicounter WK-Automata Languages

Some closure properties of languages accepted by nondeterministic stateless mul-
ticounter WK-automata follow.
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Proposition 1. The language family accepted by nondeterministic stateless re-
altime multicounter WK-automata is closed under the union operation.

Proof. If M1 is a k1-reversal m1-counter machine and M2 is a k2-reversal m2-
counter machine, then we can construct a max{k1, k2}-reversal, max{m1+m2}+
2-counter machine which can simulate both M1 and M2. The two additional
counters keep track of which machine is being simulated. '(

Proposition 2. Language families WKCx
m, RWKCx

m, dWKCx
m, dRWKCx

m (m ∈
N, x ∈ N ∪ {∗,∞}) are closed under reversal (mirror image) of words.

Proof. Suppose a machine accepts w with k-counters and m-reversals. Then wR

can also be accepted with the same parameters, just the behaviour of the heads
have to be exchanged. '(

Proposition 3. For |Σ| ≥ 2, language families accepted by nondeterministic
stateless realtime multicounter WK-automata are not closed under concatenation
operation.

Proof. The idea of the proof is as follows. Let us consider the language of even
palindromes L = {wwR | w ∈ {a, b}∗}. It can be accepted by a realtime de-
terministic WK-automaton without counters [9]. Its concatenation with itself is
L ·L = {wwRuuR | w, u ∈ {a, b}∗}. Since an RWKC∞

m machine has only memory
by counters, there is no way to store a word of arbitrary length as w or uR could
be. Without storing any (or both) of these words our stateless machine is unable
to check their reverse. '(

Corollary 1. Languages accepted by nondeterministic realtime stateless multi-
counter WK-automata are not closed under Kleene-closure.

4 Hierarchies Regarding Nondeterministic Stateless
Multicounter WK-Automata

Theorem 1. RWKCk
m is more powerful than dRWKCk

m.

Proof. Clearly all deterministic machines with m counters and k reversals are
a special case of nondeterministic machines with the same number of counters
and reversals.

For n ≥ 0 we define the language

Ln = {aibj1abj2 · · · abjn | i, jk ≥ 0 , k = 1, 2, . . . , n,

and i = j� where � = 1, or � = 2, or . . . � = n}.

Then L′ =
⋃∞

n=1 Ln cannot be accepted by a deterministic stateless realtime
WK-automata with any number of reversals and any number of counters. The
machine does not know for which � ∈ {1, 2, . . . , n} the equality stands, so it
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must be tested for all possible values. It is clear that for any numbers k, m ∈ N:
w ∈ L2(k+1)(m+1)+1 cannot be accepted by a machine in WKCk

m.
Furthermore, in the nondeterministic case, only one counter is enough to

accept the language. If i = jk for a k in {1, 2, . . . , n}, then the right head can
read the end of the input till the end of the subword bjk without changing the
counter, then at the beginning of that block (i.e., at the previous symbol a or
$ in case of k = n, i.e., at the last block) the counter is changed to 1. If the
counter is positive, both heads move while reading symbols. The left head reads
the prefix ai while the right head reads bjk . Thus they are reading the same
number of symbols. At the end of the blocks the counter set to be zero again
only if both blocks ended at the same step. Then the remainder of the input can
be read by the first head to finish the input. '(

The following theorem is a known result regarding to deterministic WK-automata.

Proposition 4. [2] For fixed i ≥ 3, languages in the form L = {ain | n ≥
0}, cannot be accepted by any stateless deterministic realtime reversal bounded
WK-automaton.

These languages are clearly accepted by nondeterministic stateless WK-automata
with k-reversals and m-counters, where k, m depend on the value of i. If the ma-
chine is 1-reversal, m = � i

2�−1 counters are needed to accept L (for i = 1, 2, . . .).
A linear grammar G = (N, T, P, S) is in normal form if every rule has one of

the following forms A → aBb, A → aB, A → Ba, A → a with A, B ∈ N and
a, b ∈ T . This can be achieved by basic transformations of the rules.

Theorem 2. Let G = (N, T, P, S) be a linear grammar in normal form. Then
L(G) can be accepted by a nondeterministic stateless realtime WK-automaton
with unbounded number of reversals and m = |N |−1 counters so that

∑m
i=1 ci ≤ 1

at any time of the computation (where ci is the value of the i-th counter).

Proof. We give a sketch of the construction of the machine which accepts L(G).
Each counter represents a nonterminal which is not S. The symbol S is rep-
resented by the sign vector (0, 0, . . . , 0). Initially both heads make a step from
the boundary markers without changing the values of the counters. For a rule
X → aY b ∈ P the move

((a, b; 0, 0, . . . , 0, sX = 1, 0, . . . , 0),∞)→

(1, 1; 0, 0, . . . , 0, eX = −, 0, eY = +, 0, . . . , 0)

is added. The order of CX and CY in the sequence may be different depending
on how the counters were assigned to the nonterminals. If X = Y , then the
counter is not changed. For a rule X → aY ∈ P similar moves are added (for
ϕ(M) > 1 . This time H2 does not move: b can be any terminal symbol, so
the moves should be constructed for all b ∈ T , and only the left head makes a
step. The case of X → Y a ∈ P is very similar and X → a ∈ P can be handled
with ϕ(M) = 1 by reading an a with the left input head and decreasing the
counter CX . '(
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Remark 1. It is known that counter machines with a finite control and two
counters accept all recursively enumerable languages [8]. In this way we can
add two additional counters to the automaton in Theorem 2 and get machine
equivalent to the Turing-machine. Thus, reversal boundedness is a key factor at
hierarchy of stateless multicounter WK-automata by limiting their power.

Let us define the following languages over Σ = {a, b, c} for j ≥ 1:

Lj = an1can2c · · · anj cbn1cnj bn2cnj−1 · · · bnj−1cn2bnj cn1 ,

where ni ≥ 0 for all i = 1, . . . , j.

Theorem 3. For any j ≥ 1, Lj is in dRWKC1
j , but not in RWKCk

j−1 for any
k ≥ 1.

Proof. First we remark that without the delimiters c between the subwords ani ,
only one counter is enough to accept Lj .

It is easy to see that Lj can be accepted by a 1-reversal machine with j
counters. The machine first counts the number of a’s in the prefix an1 subword
with counter 1, then, if a c is read, the second counter is increased by 1 to indi-
cate, that the an2 subword is going to be read. After reading an2 and increasing
counter 2 in each step, another c comes. This time, while reading it, the second
counter is decreased by 1 (it contained n2 + 1, because of the first c) and the
third counter is increased to indicate, that now an3 is to be read and counted.
In this way, the machine counts all these ani subwords and after the jth one,
while reading a c with the left head, it also reads the right end marker, $ with
the right head, while decreasing the jth counter by 1 (this is also because of
the previously read c). At this point, the value of counter i (i = 1, . . . , j) is
ni. After these steps, the subword bn1cnj bn2cnj−1 · · · bnj−1cn2bnj cn1 is processed
while decrementing the corresponding counters.

We use induction on j to show, that Lj cannot be accepted by j− 1 counters
with any number of reversals. For j = 1, it is obvious, that the language L1 =
ancbncn cannot be accepted without counters. Note, that the expression of Lk+1

can be constructed from the expression of Lk in the following way:

1. let w and x be the sequences bn1cnk · · · bnkcn1 and an1can2c · · ·ankc respec-
tively

2. Lk+1 = a�cxb�h(w)c�, where h is a morphism such that h(b) = c and
h(c) = b.

Suppose, that for some k ≥ 1, Lk cannot be accepted with k − 1 counters
with any number of reversals. For Lk+1, we have an additional counter. In this
counter, we should store the number � to test whether the first block of b’s have
the same number of symbols. So, the additional counter is needed to store �.
Then, after reading a�, or c� (or both) we have k−1 counters and the remaining
part of the input to be processed (without the b� subword) is in Lk, except that
the corresponding b’s and the c’s in the suffix are exchanged. But that does not
help the machine to accept Lk. And we know that Lk cannot be accepted with
k− 1 counters. Thus there is no way to get to b� without loss of information, so
Lk+1 cannot be accepted with k counters. '(
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Corollary 2. dRWKC1
m and RWKCk

m−1 are incomparable (for k ≥ 1, m ≥ 2).

Proof. Lm can be accepted by a 1-reversal m-counter machine, but cannot be
accepted by any k-reversal m − 1 counter machines for any k ≥ 1. On the
otherside, the language L′ (after Theorem 1) is in RWKCk

m−1 for k ≥ 1, m ≥ 2,
but it is not in dRWKC1

m. '(

5 Conclusions

Figure 1 contains some hierarchy results about WK-automata based on our new
results and [2]. Arrows stand for proper inclusion. RE stands for the class of re-
cursively enumerable languages. Some open problems are represented by dotted
arrows. Another further direction of research can be to investigate such multi-
counter WK-automata where the heads do not sense when they meet, therefore
both heads read the full input in an accepting computation. Other extension can
also be considered: multicounter WK-automata which may read strings and not
just letters in a single transition, for example.

dWKC∞
∗ =WKC∞

∗ = RE

RWKC∞
m

RWKCk
m

RWKC1
(2k−1)m

dRWKC1
(2k−1)m

dRWKC∞
m

dWKC∞
m WKC∞

m

dRWKCk
m

dWKCk
m

WKCk
m

dWKC1
(2k−1)m

Fig. 1. Hierarchy of stateless multicounter 5′ → 3′ WK automaton languages
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2. Eğecioğlu, Ö., Hegedüs, L., Nagy, B.: Stateless multicounter 5′ → 3′ Watson-Crick
Automata. In: Fifth International Conference on Bio-Inspired Computing: Theories
and Applications, pp. 1599–1606. IEEE Press, Los Alamitos (2010)
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Abstract. This paper tries to bring together the theory of Grammatical
Inference and the studies of natural language acquisition. We discuss how
the studies of natural language acquisition can improve results in the field
of Grammatical Inference, and how a computational model inspired by
such studies can help to answer several key questions in natural language
learning.

1 Introduction

Children, independently of their culture and the language they are exposed to,
are able to acquire their native language easily, efficiently and without any spe-
cific training. However, the ease with which children acquire their language skills
contrasts with the difficulty to explain this process.

The desire to better understand how children acquire their native language
has motivated research in formal models of language learning [14,13]. Such mod-
els can allow us to address several key questions in natural language learning,
such as: what types of input are available to the learner? what is the impact of
semantic information on learning the syntax of a language? Moreover, such mod-
els can have important implications in the field of human language technologies.
Therefore, it is of great interest to study formal models of language learning.
However, in order to better simulate the human processing and acquisition of
language, it is important that such models are inspired by studies of natural
language acquisition.

Based on all these ideas, we present and discuss some of our main contributions
within the field of Grammatical Inference (GI), and its implications for studies
of natural language acquisition. We claim that ideas coming from studies of
natural language acquisition can help GI to improve models and techniques used
in this field, and even to obtain new challenging results. Moreover, GI models can
also help in the understanding of natural language acquisition/processing. The
simulation of such human capacity would provide natural interfaces to improve
the communication between machines and humans.
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2 Grammatical Inference versus Natural Language
Acquisition

GI is a subfield of Machine Learning that deals with the learning of formal
languages. The basic framework can be considered as a game played between two
players: a teacher and a learner. The teacher provides information to the learner,
and the learner must identify the underlying language from that information
[10]. For example, imagine that the target language is ba+ (i.e., a language that
contains strings starting with one b, followed by at least one a), and the teacher
provides to the learner strings that belong to the language (i.e., positive data),
such as ba, baa, baaa. . . The learner, from this information, should infer that the
target language is ba+.

Several formal models of language learning have been proposed in the field
of GI. The main ones are: Identification in the limit [11], Query learning model
[1], and PAC learning model [15]. The problem of these models is that they
do not take into account some relevant aspects of natural language learning.
Therefore, they have aspects that make them useful to study the problem of
natural language acquisition to a certain extent, but other aspects of the models
make them unsuitable for this task.

For example, let us focus on the model proposed by E.M. Gold, Identification
in the limit. E.M. Gold was really motivated by the question of how children ac-
quire their native language. His goal was to construct a formal model of language
learning in order to investigate from a theoretical point of view how to learn a
language artificially. Identification in the limit views learning as an infinite pro-
cess. In this model, the learner passively receives more and more examples, and
he has to produce a hypothesis of the target language (i.e., the language to be
learned). If he receives new examples that are not consistent with the hypothesis,
then he has to change it. The hypothesis has to converge to a correct hypothesis.

Note that in this model, the learner can never be sure of having correctly
guessed the language, since new examples could appear at any time. The justi-
fication of Gold for studying this model was that

a person does not know when he is speaking a language correctly; there
is always the possibility that he will find that his grammar contains an
error. But we can guarantee that a child will eventually learn a natural
language, even if it will not know when it is correct [11]

Two traditional settings are considered: learning from text and learning from
informant. In learning from text, only positive data (i.e., strings that belong to
the language) are given to the learner. In learning from informant, positive and
negative data are given to the learner (i.e., strings that belong and do not belong
to the language).

Although we can find some similarities between learning in Gold’s model
and natural language acquisition (for example, in both cases there is a process
of improvement), this model has several aspects that are controversial from a
linguistic point of view.
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In Gold’s model, there is not limit on how long it can take the learner to guess
the correct language.

That is, a language has been correctly identified when the learner no
longer changes its guess through the presentation of all of the (possible
infinite) strings in the language. If the learner is lucky, the first guess
could be correct. Alternatively, it might take several billions of years to
come up with the correct guess.[12]

Hence, considerations of efficiency form a somewhat separate line of analysis
from Gold’s work. However, from natural language acquisition point of view
efficiency is also important. Although learning natural language is an infinite
process, we are able to learn the language in an efficient way.

Moreover, in identification in the limit the learner hypothesizes complete
grammars instantaneously. From a linguistic point of view this assumption is
unrealistic, since this is not the case in children’s language acquisition.

Although natural language learning is mainly based on positive examples,
positive data only is less than what a child actually gets in the learning process
and, informant is much more than what a learner can expect. Moreover, the
distinction that Gold does between positive and negative data is clear within
the framework of formal languages, but not within the framework of natural
languages, since we can find data that contains positive and negative information
at the same time (as we will see in the next section), and hence it is difficult to
classify them as positive or negative.

Learning from text or informant is also known as passive learning, as the
learner passively received strings of the language. We know that natural language
learning is more than that. Children also interact with their environment. They
produce sentences that could be grammatically correct or not, and they can also
ask questions to the adults, etc. Therefore, there is an interaction between child
and adult, that is not gained by Gold’s model.

Therefore, the model of identification in the limit postulates greatly idealized
conditions, as compared to the conditions under which children learn language.
For a longer discussion of the main models proposed in GI, see [6].

3 Towards a Bio-computational Model of Language
Learning

The problem of language learning in GI presents similarities with the process of
language acquisition. For example, in the context of natural language acquisition,
instead of a teacher and a learner, we have an adult and a child. Moreover, a
child learns a language from the data that he/she receives (a child with an
English environment will learn to speak English, and the same child with a
Chinese environment will learn to speak Chinese). Therefore, GI provides a good
theoretical framework for investigating the process of language learning.

However, as we have seen in the previous section, the formal models proposed
so far within the field of GI are not satisfactory. Therefore, it would be of great
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interest to develop a new computational model inspired by studies of natural
language acquisition. We claim that studies of natural language acquisition can
help to improve models and techniques in GI, and even to improve formal results
obtained in this field. Moreover, a model with such bio-inspiration can also help
to studies of natural language acquisition to better understand how children
acquire and process their native language, and to answer several key questions
about natural language learning (for example, what kind of data is available to
the learner? what is the role of semantics in language learning?) The application
of such a model could also be of great interest, for example, to improve the
communication between humans and machines.

Next we present some works that we have done in these directions, and discuss
the results obtained.

3.1 Learning from Corrections

Computational models of language learning should ideally provide the learner
the same kind of information that are available to children. But, what kind of
data is available to children during the learning process?

It is generally accepted that positive data are available to children. However,
the availability of another kind of data, which is often called negative data,
remains a matter of substantial controversy. As we can see, the definition of neg-
ative data is oversimplified, and could have different interpretations. Therefore,
beliefs about whether or not children receive negative data are going to depend
on how we define that concept. Moreover, as we have pointed in the previous
section, this distinction between positive and negative seems not to be very ad-
equate within the framework of natural languages, since we can find sentences
that are grammatically correct but contain negative information.

For example, let us consider the following conversation extracted from the
CHILDES database:

CHILD: milk, milk
ADULT: you want milk?
CHILD: uh-huh
ADULT: Ok. Just a second and I’ll get you some

As we can see, the child produces a sentence that is grammatically incorrect.
Immediately after, the adult tries to reformulate the sentence by checking on
what the child had intended to say. Moreover, after that, the child acknowledges
the reformulation.

This kind of conversations occurs very often during the first stages of children’s
language acquisition. Adults try to correct child’s erroneous utterances based on
the meaning that the child intend to express (then, the context in which this
sentence is produced is very important). Adults correct them just to be sure
that they have understood the child’s intentions. Therefore, child’s utterance
and adult’s correction have the same meaning, but different form.
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What kind of data are these corrections? Positive or negative? As we can see,
corrections contain positive and negative information at the same time. A cor-
rection is a sentence grammatically correct, then, contains positive information.
But, as Chouinard and Clark pointed out

Since, like adults, children attend to contrast in form, any change
in form that does not mark a distinct, different, meaning will signal to
children that they may have produced something that is not acceptable in
the target language. [9]

Therefore, negative information is also available.
Based on linguistic arguments that support the presence of corrections in

children’s language acquisition [9], we have applied the idea of corrections to GI
studies, and showed that GI models can be benefit from corrections, for instance,
the query learning model proposed by D. Angluin. In this model, the learner is
allowed to make queries to the teacher, and the teacher has to answer correctly
his queries. Membership and equivalence queries have established themselves as
the standard combination to be used. In the case of a membership query, the
learner asks to the teacher if a string is in the target language, and the teacher
answers “yes” or “not”. In the case of a equivalence query, the learner asks if
his conjecture is correct, and the teacher answers “yes” or gives to the learner a
counterexample (if the conjecture is not correct).

The queries available to the learner in Angluin’s model are quite unnatural
for real learning environments. Based on the corrections that children receive
during the first stages of language acquisition, we have proposed a new type of
query called correction query (CQ). In a CQ, the learner asks if a string is in the
language, and if the string does not belong to the language, the teacher returns
a correction.

In [8], we present the first attempt to learn from corrections. Taking into ac-
count the simplicity of DFA and their adequacy for some applications of natural
language processing, we considered that a good starting point was to apply cor-
rections to learn deterministic finite automata (DFA). We design an algorithm
called Learning from Corrections Algorithm (LCA), which is able to infer a DFA
using CQs and equivalence queries. In this context, a correction of a string con-
sists of the shortest extension of the queried string. We showed that it is possible
to learn DFA from corrections, and that the number of queries needed by the
learner is reduced considerably.

In [7] we proposed a new CQ based on edit distance. When the learner sub-
mits to the teacher a string that does not belong to the target language, the
teacher returns a string of the language close to the query with respect to the
edit distance (the edit distance is the minimum number of deletion, insertion or
substitution operations needed to transform one string into another). We con-
sider non-standard classes of languages defined via edit distance : the balls of
strings. We showed that this class is not learnable in Angluin’s model, but is
with a linear number of CQs. We also conducted several experiments with a
teacher simulating a human Expert, and showed that our algorithm is resistant
to approximate answers.
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Therefore, all these results show that new challenging results can be ob-
tained in the field of GI by using ideas coming from studies of natural language
acquisition.

3.2 Learning with Semantics

The kinds of corrections considered in the papers cited above, are mainly syntac-
tic corrections based on proximity between strings. However, as we have pointed
out in the previous section, the corrections given to children during the first
stages of language acquisition preserve the meaning that the child intend to
express. Therefore, one of our goals has been to develop a formal model that
gives an account of this kind of correction, and in which we can address the
following questions: What are the effects of corrections on learning syntax? Can
corrections facilitate the language learning process? Can semantic information
simplify the problem of learning formal languages?

Inspired by the two-word stage of children’s language acquisition, we have de-
veloped a formal model that takes into account semantics for language learning.
This model accommodates two different tasks: comprehension and production.
Such a model tries to reflect several aspects of natural language acquisition. For
example, our model does not rely on a complex syntactic mechanism; in that
way, we try to represent the fact that, although the child and adult grammars
are different, the semantic situation allows communication

The first attempt to incorporate semantics in the field of GI can be found
in [3,2,5]. We have presented an algorithm that learns a meaning function and
prove that it finitely converges to a correct result under a specific set of as-
sumptions about the transducer and examples used. The learning problem has
been formulated as follows: (i) The teacher provides to the learner several ex-
ample pairs consisting of a situation and an utterance denoting something in
the situation (like in the 2-words stage, where in addition to hearing utterances,
children have access to the context in which these utterances are generated); (ii)
The goal of the learner is to learn the meaning function, allowing the learner to
comprehend novel utterances. We have shown that a simple algorithm can learn
to comprehend an adults utterance (in the sense of producing the same sequence
of predicates), even without mastering the adults grammar. We have presented
and analyze the results of empirical tests of our algorithm with natural language
samples in an example domain of geometric shapes and their properties and
relations.

We have also explored the possibility of applying existing automata-theoretic
approaches to machine translation (concretely, subsequential transducers and the
OSTIA algorithm) to model language production [4]. For ten natural languages
and a limited domain of geometric shapes and their properties and relations we
have defined sequential transducers to produce pairs consisting of an utterance
in that language and its meaning. Using this data we have empirically explored
the properties of OSTIA and DD-OSTIA algorithms for the tasks of learning
comprehension and production in this domain, to assess whether they may pro-
vide a basis for a model of meaning-preserving corrections. Our results suggest
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that OSTIA and DD-OSTIA may be an effective method to learn to translate se-
quences of predicates into natural language utterances in our domain. However,
some of our objectives seem incompatible with the properties of OSTIA (e.g., the
intermediate results of the learning process do not seem to have the properties
we expect of a learner who is progressing towards mastery of production).

Finally, we have considered a statistical approach to model comprehension and
production, which has produced a more powerful version of our initial model and
has allowed us to model corrections [5]. In this new approach, the teacher is able
to understand a flawed utterance produced by the learner and respond with a
correct utterance for that meaning. Moreover, the learner can recognize that
the teachers utterance has the same meaning but different form. This approach
allows us to compare a learner that only receives positive data, a learner that is
corrected sometimes (with different probabilities) and a learner that is corrected
whenever this is possible, and therefore, to study the effect of meaning-preserving
corrections on language learning. The results obtained so far show that: the ac-
cess to the semantics facilitates language learning, and the presence of correc-
tions by the teacher has an effect on language learning by the learner (even if
the learner does not treat corrections specially). Hence, this new approach points
out the relevance of semantics and corrections in language learning, and sheds
interesting questions about them.

4 Conclusions

The understanding and simulation of natural language acquisition constitutes
one of the biggest challenges of the 21st century. Therefore, it is of great interest
to develop formal models of language learning that can help us to better un-
derstand how children acquire their native language. Such a models could also
have important implications in the field of human language technologies. If we
are able to create machines that can recognize, understand and generate natural
languages, we will make possible for the user to interact with the computer,
without any special skill or training, just as they would do to a person.

In this paper we have discussed how the theory of GI and the studies of
natural language acquisition can be brought together. Based on the fact that
language learning in GI exhibits similarities with natural language acquisition,
the need for an adequate/sophisticated bio-computational model for language
learning has been discussed and confirmed.

To employ the results of the field of GI and natural language acquisition in
each other, both theories should be developed. On one hand, we have argued why
GI models need to involve the concept of corrections, and we have demonstrated
how the models get advantage in this way. On the other hand, we have shown
how a computational model that incorporates semantics as well, can allowed us
to investigate aspects of the roles of semantics and corrections in the process of
learning to understand and speak a natural language.

Therefore, we have tried to bring together the theory of GI and studies of
natural language acquisition, and shown the benefits that can be obtained by
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doing so. Ideas coming from linguistics can be useful in GI in order to obtain new
perspectives of the problem and possible new solutions and, of course, the theory
of GI can also help to understand the process of language acquisition. Hence, it is
of great interest to study natural language acquisition from an interdisciplinary
point of view. Ideas and techniques coming from different areas can help us to
develop computer systems with human-like capabilities and go deeper in the
understanding of children’s language acquisition.
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Abstract. This paper is an overview of agent-based models and/or bio-
inspired devices that have been defined in the field of formal language the-
ory. Grammar systems, colonies and eco-grammar systems are presented
as syntactical devices for multi-agent architectures. L systems, DNA com-
puting and P systems show the biological inspiration/motivation in for-
mal languages. And finally, Networks of Evolutionary Processors can be
defined as bio-inspired multi-agent systems. All these models can be used
to compute languages, either natural or formal.

1 Introduction

Languages can be natural or formal/artificial. In both cases, we can define a
language as a set of sentences, where a sentence is a finite string of symbols over
an alphabet. Therefore, languages, either natural or artificial, are particular cases
of symbol systems. The manipulation of symbols is the stem of formal language
theory. The theory of formal languages mainly originated from mathematics and
linguistics. From the area of mathematics, A. Thue and E. Post introduced the
formal notion of a rewriting system, while A. Turing introduced the general idea
of finding models of computing where the power of a model could be described
by the complexity of the language it generates/accepts. From linguistics, the
study of grammars and the grammatical structure of a language was initiated
by N. Chomsky in the 1950s. Chomsky introduced his grammar hierarchy as
a tool for modeling and investigating syntax of natural languages. After 1964,
formal language theory developed as a separate branch with specific problems,
techniques and results and since then it has had an important role in the field
of computer science, in fact it is considered as the stem of theoretical computer
science.

The first generation of formal languages, fitted into the Chomskian hierarchy,
were based on rewriting, and caused the generalization of the tree-like models
for computing languages. Turing machines, Chomsky grammars, Post, Thue, or
Markov systems are rewriting formalisms. However, the idea of modeling certain
objects or phenomena has initiated large and significant parts of the theory of
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formal languages. In this paper, we review two of the most important motiva-
tions in the developing of formal languages models in the last decades: 1) agent
technologies and 2) biological ideas.

According to [14], computing has enjoyed several different metaphors for the
notion of computation. Until the mid-1960s, most people thought of compu-
tation as calculation, or operations undertaken on numbers. From the 1960s,
computation was re-conceptualized more generally as information processing,
or operations on text, audio or video data. With the growth of the Internet,
a new metaphor for computation has appeared: computation as interaction. In
order to exploit this new metaphor of computing, many people deal with agent
technologies. In fact, agent-based systems are one of the most important areas
of research and development that have emerged in information technology in
the 1990s. Roughly speaking, an agent is a computer system that is capable of
flexible autonomous action in dynamic, unpredictable, multi-agent domains. The
concept of agent can be found in a range of disciplines as, for example, computer
networks, software engineering, artificial intelligence, human-computer interac-
tion, distributed and concurrent systems, information retrieval, etc. In general,
multi-agent systems offer strong models for representing complex and dynamic
real-world environment. The idea of multi-agent systems has been taken into ac-
count in formal language theory as well. While in classic formal language theory,
grammars and automata modelled classic computing devices where the compu-
tation was accomplished by one central agent, new models in formal languages
take into account the idea of modern computer science where distributed compu-
tation plays a major role. The idea of several devices collaborating for achieving
a common goal was formalized in the theory of colonies [12] or grammar systems
[5] that were developed as grammatical models for distributed computation.

Biology has become a pilot science, so that many disciplines have formulated
their theories under models taken from biology. The knowledge of the behavior of
nature has influenced a number of areas such as artificial intelligence, mathemat-
ics or theoretical computer science, giving rise to new perspectives in research. In
the last decades, natural computing has become the most extended framework
where new models for formal language theory have been developed. One of the
most developed lines of research in natural computing is molecular computing,
a model based on molecular biology. An active area in molecular computing is
DNA computing [19], inspired in the way DNA performs operations to generate,
replicate or change the configuration of the strings. During the last years, systems
biology and cellular biology have achieved an important development. These ad-
vances have provided new models for computer science. One of them is cellular
computing, a model that emphasizes the concept of microbiological populations
as well as the equilibrium of the devices and the relationships between the ele-
ments. P systems [17] can be considered an example of this emerging paradigm.
On the other hand, natural computing has evolved from the first numeric mod-
els –like neural networks– to symbolic models –as cellular computing– which are
closer to multi-agent systems. Networks of evolutionary processors (NEPs) [3]
are inspired in both, bio cellular models and basic structures for parallel and
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distributed symbolic processing. The main reason for adopting such theoretical
perspectives is the need to reach a more realistic human-designed computing,
both understanding the processes the nature carries out and taking advantage
of the natural mechanisms that science is discovering.

In what follows, we review some of the models in formal language theory
that have been motivated by agent theory and/or biological ideas. In section 2,
we introduce colonies, grammar systems and eco-grammar systems as multi-
agent formal models for computing languages. In section 3, biological inspired
theories like Lindenmayer systems, DNA computing and P systems are sketched.
In section 4, we refer to Networks of Evolutionary Processors as a model where
bio-inspiration and agent architecture have been the basis of the definition of
this new formal language framework.

2 Computing Languages with Multi-Agent Systems

2.1 Grammar Systems

Grammar systems theory is a branch of the field of formal languages that pro-
vides syntactic models for describing multi-agent systems at a symbolic level
using tools from formal grammars and languages. The theory was launched in
1988 [4], when Cooperating Distributed Grammar Systems (CDGS) were pro-
posed as a syntactic model of the blackboard architecture of problem solving.
One year later, Parallel Communicating Grammar Systems (PCGS) –very much
inspired by the ‘classroom model’ of problem solving– were introduced as a gram-
matical model of parallelism [20]. Since 1988, the theory has developed in several
directions related to several scientific areas. Easy generation of non-context-free
structures using context-free rules, modularity, parallelism, interaction, distri-
bution, and cooperation are just some of the advantages that grammar systems
have over classical models.

Roughly speaking, a grammar system is a set of grammars working together,
according to a specified protocol, to generate a language. Note that while in
classical formal language theory one grammar (or automaton) works individ-
ually to generate (or recognize) one language, here we have several grammars
working together in order to produce one language. There are two basic classes
of grammar systems:

1. Cooperating Distributed Grammar Systems which work sequentially.
2. Parallel Communicating Grammar Systems that work in parallel.

A CDGS consists of a finite set of generative grammars that cooperate in the
derivation of a common language. Component grammars generate the string in
turns (thus, sequentially), under some cooperation protocol. The basic model
of CDGS presents sequentiality in its work and homogeneity in the cooperation
protocol, however, variants have been introduced that have some parallelism in
their function (teams) and that change the initial homogeneity into heterogeneity
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of modes of cooperation (hybrid systems). The basic model has been extended,
also, by the addition of ‘extra’ control mechanisms.

A PCGS consists of several usual grammars, each with its own sentential form.
In each time unit, each component uses a rule, which rewrites the associated
sentential form. Cooperation among agents takes place thanks to the so-called
query symbols that permit communication among components. In PCGS, we
also find variants of the basic model. Modifications in the type of components or
in the way strings are communicated produce several new types of PCGS. For
more information and formal results about all these variants see [5] and [7].

2.2 Eco-grammar Systems

Eco-grammar systems, introduced in [6] as a subfield of grammar systems, pro-
vide a syntactical framework for ecosystems, this is, for communities of evolving
agents and their interrelated environment. An eco-grammar system can be de-
fined as a multi-agent system where different components, apart from interacting
among themselves, interact with a special component called ‘environment.’ So,
within an eco-grammar system we can distinguish two types of components: en-
vironment and agents. Both are represented at any moment by a string that
identifies the current state of the component. These strings change according to
sets of evolution rules (L systems). Interaction between agents and environment
is carried out through agents’ actions performed on the environmental state by
the application of some rewriting rules from the set of the action rules of the
agents. For formal definitions of eco-grammar systems see [6].

The concept of eco-grammar system is based on six postulates formulated
according to properties of Artificial Life:

1. An ecosystem consists of an environment and a set of agents. Both the state
of the environment and the states of the agents are described by strings of
symbols of given alphabets.

2. In an ecosystem there is a universal clock which marks time units, the same
for all the agents and for the environment, according to which the evolution
of the agents and of the environment is considered.

3. Both the environment and the agents have characteristic evolution rules,
which are in fact Lindenmayer systems, hence are applied in a parallel man-
ner to all the symbols describing agents and environment; such (rewriting)
step is done in each time unit.

4. Evolution rules of the environment are independent on agents and on the
state of the environment itself. Evolution rules of the agents depend on the
state of the environment (at a given moment, a subset of applicable rules is
chosen from a general set associated to each agent).

5. Agents act on the environment according to action rules, which are pure
rewriting rules used sequentially. In each time unit, each agent uses one
action rule which is chosen from a set depending on the current state of the
agent.
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6. Action has priority over evolution of the environment. In a given time unit
exactly the symbols which are not affected by action (in the environment)
are rewritten (in parallel manner) by evolution rules.

2.3 Colonies

Colonies as well-formalized language generating devices have been proposed in
[12], and developed during the nineties in several directions in many papers.

Colonies can be thought of as grammatical models of multi-agent systems mo-
tivated by Brooks’ subsumption architectures [2]. They describe language classes
in terms of behavior of collections of very simple, purely reactive, situated agents
with emergent behavior. Roughly, a colony consists of a finite number of simple
modules (regular grammars) which generate finite languages and operate on a
shared string of symbols –the environment of the colony– without any explicitly
predefined strategy of cooperation. Each component has its own reactive behav-
ior which consists in: 1) sensing some aspects of the context and 2) performing
elementary tasks in it in order to achieve some local changes. The environment
is quite passive, its state changes only as result of acts agents perform on it.
Because of the lack of any predefined strategy of cooperation, each component
participates in the rewriting of current strings whenever it can participate in it.
The behavior of a colony –this is, the language– is defined as the set of all the
strings which can be generated by the colony from a given starting string. For
formal definitions of colonies see [12].

3 Computing Languages with Bio-inspired Devices

3.1 Lindenmayer Systems

Lindenmayer systems (L systems) are the first bio-inspired model in the field of
formal language theory. Aristid Lindenmayer introduced L systems in 1968 [13]
as a theoretical framework in order to model the development of filamentous
organisms, which are composed of cells. These cells receive inputs from their
neighbors and change their states and produce outputs based on their states
and the input received. L systems model biological growth and because growth
happens in multiple areas of an organism, growth is parallel. This parallelism is
the main difference from sequential rewriting systems of the Chomsky hierarchy.
The investigations of L systems are an important and wide area in the theory
of formal languages. The modeling of different environmental influences, for ex-
ample, growth during day versus night, lead to different L systems and thus to
different L languages.

The study of L languages has resulted in a language hierarchy, namely the L
system hierarchy. Lindenmayer systems are well investigated parallel rewriting
systems. For an overview see [11] and for the mathematical theory of L systems
see [21].
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3.2 DNA Computing

One of the most developed lines of research in natural computing is molecular
computing, a model based on molecular biology. An active area in molecular
computing is DNA computing [19] inspired in the way DNA performs operations
to generate, replicate or change the configuration of the strings. Splicing sys-
tems or H systems –introduced by Tom Head [9]– represent a model for DNA
computation that is part of formal language theory. H systems can be viewed as
a development in formal language theory that provides new generative devices
that allow close simulation of molecular recombination processes by correspond-
ing generative processes acting on strings.

According to [9], in H systems an initial set of molecules is represented by
an initial set of strings. The action of a set of endonucleases and a ligase is
represented by a set of splicing rules acting on strings. The language of all
possible strings that may be generated is a representation of the set of all possible
molecules that may be generated by the biochemical recombination processes.
The splicing operation consists of splitting up two strings in an arbitrary way
an sticking the left side of the first one to the right side of the second one (direct
splicing) and the left side of the second one to the right side of the first one
(inverse splicing).

Application of molecular computing methods to natural language syntax gives
rise to molecular syntax [1]. Molecular syntax takes as a model two types of
mechanisms used in biology (especially in genetic engineering) in order to modify
or generate DNA sequences: mutations and splicing. Mutations refer to changes
performed in a linguistic string, being this a phrase, sentence or text. Splicing
is a process carried out involving two or more linguistic sequences. Methods
used by molecular syntax are based on basic genetic processes: cut, paste, delete
and move. Combining these elementary rules most of the complex structures of
natural language can be obtained, with a high degree of simplicity.

3.3 P Systems or Membrane Computing

P systems –introduced in [17]– are a model of computation inspired by some
basic features of biological membranes. They can be viewed as a new paradigm
in the field of natural computing based on the functioning of membranes inside
the cell.

P systems, as a computational model based in biology, consist of multisets of
objects which are placed in the compartments defined by the membrane structure
that delimits the system from its environment. Such structure is represented by a
Venn diagram where all the sets, membranes, are inside a unique skin membrane.
A membrane without any membrane inside is called elementary membrane. Ev-
ery membrane delimits a region. Objects, placed in these regions, are able to
evolve traveling to other membranes or being transformed in different objects.

Formal definitions and main issues related to the topic can be found in [17]
and [18].
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4 Computing Languages with Bio-inspired MAS

4.1 NEPs-Networks of Evolutionary Processors

Networks of Evolutionary Processors (NEPs) are a new computing mechanism
directly inspired in the behavior of cell populations. NEPs, introduced in [3] and
[15], can be defined as systems consisting of several devices whose communica-
tion is regulated by an underlying graph. Such devices, which are an abstract
formalization of cells, are described by a set of words (DNA) evolving by mu-
tations, according to some predefined rules. Their outcome travels to the other
nodes if they accept it after passing a filtering process. At the end of the process,
only the cells with correct strings will survive.

The cellular basis of NEPs relate them with P systems, especially with Tissue
P systems [16]. In tissue P systems, cells form a multitude of different associ-
ations performing various functions. NEPs could be linked to systems biology
as well, because the model aims to develop a holistic theory where the behavior
of each agent can influence the environment and the other agents. From the
computational point of view, NEPs are related to the Connection Machine [10]
and the Logic Flow paradigm [8]. Another important theoretical relationship of
NEPs is the theory of grammar and eco-grammar systems [5,6] which share with
NEPs the idea of several devices working together and exchanging results.

With all this background and theoretical connections, it is easy to understand
how NEPs can be described as agential bio-inspired context-sensitive systems.
Many disciplines are needed of these types of models that are able to support
a biological framework in a collaborative environment. The conjunction of these
features allows applying the system to a number of areas, beyond generation and
recognition in formal language theory.

5 Concluding Remarks

Taking into account the achievements of the theory of formal languages, its initial
linguistic motivation and its important role in computation, it is not possible to
do without this research area in the study of computing languages, either formal
or natural. Being part of what is called theoretical computer science, nobody
doubts about the adequacy of formal language theory in the field of program-
ming languages. What is maybe not so obvious is that all those devices can
be very useful in the description, analysis and processing of natural languages.
The multi-agent capabilities of some of these models make them a suitable tool
for simulating the processes of generation and recognition in natural language.
The biological inspiration of some of those devices may be very useful in the
field of natural language, since they provide simple, flexible and intuitive tools
for describing natural languages, making easier their implementation in natural
language processing systems.
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12. Kelemen, J., Kelemenová, A.: A Grammar-Theoretic Treatment of Multiagent Sys-

tems. Cybernetics and Systems 23, 621–633 (1992)
13. Lindenmayer, A.: Mathematical Models for Cellular Interaction in Development.

Journal of Theoretical Biology 18, 280–315 (1968)
14. Luck, M., McBurney, P., Shehory, O., Willmott, S. (eds.): Agent Technology: Com-

puting as Interaction. University of Southampton (2005)
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Abstract. This work deals with the transmission of images, previously
coded using the Embedded Zerotree Wavelet (EZW) transform, over wire-
less systems in which Space-Time Coding (STC) is used. It is shown how
the system performance, measured in terms of Peak Signal to Noise Ratio
(PSNR), can be improved using bit allocation strategies that take into
account the special structure of the EZW bitstream, where the bits firstly
allocated are associated to the lowest frequency subbands, and therefore,
an error–free transmission of such bits will be crucial to appropriately
recover the transmitted image.

Keywords: Artificial neural networks, learning rules, EZW transform,
Alamouti coding, PSNR metric, image processing, bit allocation, channel
estimation.

1 Introduction

The Embedded Zerotree Wavelet (EZW) transform is a quite simple image com-
pression algorithm based on a tree–ordering of the wavelet coefficients [1,2]. By
taking into account that, for wavelet transforms, the highest energy coefficients
reside in the lowest frequency subbands placed at the root node, and that a
parent-child relationship is defined between wavelet coefficients from frequency
subbands spatially related, so that the children correspond to higher frequencies
than their respective parents, one or more subtrees will entirely have coefficients
whose value is zero or almost zero with high probability. Those subtrees are
called zerotrees. Therefore, the bitstream is organized according to the wavelet
coefficients ordered from lowest to highest frequency subbands, which allows the
decoder to stop the decoding process at any point of the bitstream and still
recover the transmitted images but with lower quality. This property is termed
as progressive or incremental decoding.

This paper focuses on the transmission of EZW-coded images over wireless
systems making use of the popular Orthogonal Space-Time Block Code (OS-
TBC) scheme proposed by Alamouti [3], which has been incorporated to the
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IEEE 802.11 and IEEE 802.16 standards, for example. Coherent detection using
Alamouti–coded systems demands a unitary channel matrix, which is commonly
acquired from transmitted training symbols (pilots) by means of supervised al-
gorithms [4,5]. In order to increase the system throughput, there exists a great
interest about the development of algorithms to directly estimate the channel
from the observations without using pilots. This type of algorithms are termed
as unsupervised or blind [6].

Principal Component Analysis (PCA) was developed in 1901 by Karl Pearson
and it is one of the most important paradigms in Artificial Neural Networks
(ANN) since it is connected with Hebbian-type learning rules [7]. Nowadays,
PCA is mostly used as a tool for data analysis and for predictive modeling.
Shahbazpanahi et al. in [8] have shown that the channel matrix of Alamouti
coding systems can be estimated using PCA although it requires different en-
ergies for signal transmission. This unbalanced energy implies a degradation in
terms of Bit Error Rate (BER) for the signal transmitted with lower energy. In
fact, for EZW–coded images it will be shown how Peak Signal to Noise Ratio
(PSNR) can be considerably improved when the bits associated to the lowest
frequency subbands are sent using higher energy than that assigned for the bits
corresponding to higher subbands. However, this bit allocation strategy penal-
izes the EZW property for incremental decoding and, for this reason, it is also
proposed in this work a simple decision criterion to decide when that strategy
must be used or not.

The work is structured as follows. The channel model is shown in Section 2,
where the utilization of PCA for channel estimation is also described. Section 3
shows three different strategies to convert the EZW bitstream to the signals
transmitted through the antennas, and Section 4 compares those strategies by
performing several computer simulations. Finally, Section 5 presents the main
work conclusions.

2 Alamouti Coding Systems

We define the sources s1 and s2 as independent equiprobable discrete random
variables with values from a finite set of symbols belonging to a real or com-
plex modulation (PAM, PSK, QAM...). In a 2×1 Multiple–Input/Single–Output
(MISO) case, the vector x = [x1 x2]T of received signals (so–called observa-
tions) can be written as x = Hs + v, where s = [s1 s2]T is the source vector,
v = [v1 v2]T is the Additive White Gaussian Noise (AWGN) vector, and the
2 × 2 channel matrix has the form

H =
[

h1 h2

h∗
2 −h∗

1

]
. (1)

Note that this matrix is orthogonal, i.e. HHH = HHH = I2||h||22, where ||h||22 =
|h1|2 + |h2|2 and thus, the sources can be recovered applying ŝ = HHx.

In recent years, several unsupervised methods to estimate the channel matrix
(and to recover the sources) have been developed assuming that both sources
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and channel matrices are completely unknown at the receiver side (see, for in-
stance, [9] and references therein). PCA constitutes an interesting unsupervised
method to estimate the channel matrix since it implies to perform a reduced
number of operations. By considering the covariance matrix Cx obtained from
the observations, i.e. Cx = E[xxH], PCA computes an orthogonal basis U, so
that a new set of orthogonal signals, given by z = UHx, can be obtained [7].

0 5 10 15 20 25
10

−5

10
−4

10
−3

10
−2

10
−1

10
0

SNR [dB]

S
E

R

 

 

Perfect CSI

General SOS (γ2=0.64): s
1

General SOS (γ2=0.64): s
2

General SOS (γ2=0.64)

Fig. 1. SER performance of general SOS algorithm for randomly generated symbols

For the scenario of Alamouti coding systems, since H is unitary, the matrix U
is simply a normalized version of the channel matrix H. It has been proved in [8]
that the identification of the channel matrix is possible only when the sources
have different energies, i.e. when the source s1 is transmitted with an energy
given by E[|s1(n)|2] = 2/(1 + γ2), while s2 is sent with the energy E[|s2(n)|2] =
2γ2/(1 + γ2), where γ is the parameter of energy unbalance.

Many methods can be applied to compute the PCA decomposition. For in-
stance, Via et al. in [10] have proposed an adaptive learning procedure, while
Pérez et al. in [9] have presented a block algorithm for that purpose. In both
cases, the matrix Cx is estimated by sampling averaging of the NB symbols
received per frame.

In order to illustrate the degradation associated to the source energy unbal-
ance, we consider a scenario where blocks of NB = 1 000 symbols are generated
from an equiprobable distribution. These symbols are modulated using 4-QAM
and transmitted through block fading Rayleigh channels. We use the PCA im-
plementation presented in [9] referred to as general Sum-Of-Square (SOS) re-
construction, where the aforementioned unbalancing parameter, γ, is used and
whose value is set up to γ2 = 0.64, i.e. γ = 0.8. Figure 1 plots the Symbol Error
Rate (SER) in terms of Signal Noise Ratio (SNR) for each source, s1 and s2, and
the corresponding mean SER value. As a reference, it is also depicted SER under
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Perfect Channel Side Information (Perfect CSI) assumptions. Note that Perfect
CSI corresponds to the mean SER obtained for the two sources (s1 and s2) when
CSI is perfectly known at the receiver side. By comparing the perfect CSI curve
to those obtained using PCA, it can be seen from the figure that the source with
highest energy (s1) exhibits lower SER, while the source with smaller one (s2)
suffers from a loss in terms of SER with respect to perfect CSI scenario.

3 Bit Allocation Strategies

The results above reported show that the unbalanced energy is an important
drawback for the use of PCA because it produces a SER degradation for one of
the sources. In this section, we show that this degradation can be compensated
with an adequate bit allocation taking into account the bit organization into
the stream. The common strategy to convert a bitstream to a modulated signal
(like, for example, an M-QAM signal), consists of sequentially processing that
bitstream by taking groups of b = log2(M) bits, which are mapped to their corre-
sponding modulated symbol. The modulated symbols are subsequently divided
into two sources (remember that a 2×1 Alamouti coded system is implemented):
odd symbols, which are sent by the source s1, and even symbols, which are sent
by s2. For EZW, such bit allocation implies that bits associated to any frequency
subband are transmitted by both sources and, as a consequence, the degradation
caused by unbalanced energy affects to all the subbands. This bit allocation is
termed as Approach 1 in the following.

On the other hand, as a result of the structure observed for the EZW bit-
stream, we propose a novel bit allocation strategy (termed as Approach 2 in
this work), where the bitstream is divided into two parts. The first part (cor-
responding to the lower subbands) is transmitted by s1, while the second part
(corresponding to higher subbands and to the so–called refinement bits) by s2.
This method permits that the energy degradation does not affect to the lower
subbands but note, however, that it keeps from the incremental decoding of
EZW. For this reason, it is desirable to use this approach only when the re-
sulting quality of the recovered image is considerably better than that obtained
applying Approach 1.

The immense majority of current wireless communication standards make use
of feedback channels (usually limited in terms of throughput) between both sides
of the link to periodically send channel state information from the receiver to
the transmitter. For example, Worldwide Interoperability for Microwave Access
(WiMAX) standard uses this channel to send an index for selecting the most
adequate code according to channel conditions. In this work, we propose to use
this feedback channel to indicate to the transmitter which bit allocation strategy
must be used in order to obtain an adequate PSNR.

Since it is not possible to compute the PSNR at the receiver–end for a given
image, it is also proposed to use a set of training images to get the estimated
PSNR according to visual image quality as a function of SNR. Then, this infor-
mation is stored at the receiver. Before the transmission of each new image, the
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1 2

3 4

Fig. 2. Computer simulations: Training images

receiver estimates the SNR and decides the bit allocation approach with higher
estimated PSNR for a given SNR. An alternative way of interpreting this rule
consists of defining the SNR threshold, denoted by SNRt, which marks out the
working regions for each approach. In other words, this approach, termed as
Hybrid Approach, can be described by the following decision rule

estimated SNR ≥ SNRt → Use Approach 1
estimated SNR < SNRt → Use Approach 2,

(2)

whose result is sent to the transmitter through the feedback channel. The open
issue is how to find that SNR threshold, SNRt, which defines the border between
the two working regions. In the next section, we will show a method based on
the visual quality of the recovered images.

4 Computer Simulations

In order to compare the proposed bit allocation strategies, we consider a com-
puter scenario where the bitstream of EZW-coded images is modulated using
4-QAM. The symbols are transmitted in blocks of size NB = 1 000 using Alam-
outi coding. In order to guarantee that the channel matrix can be estimated
using PCA, the transmitter unbalances the source energy by means of a param-
eter γ2 = 0.64. Thus, PCA is used to acquire the channel matrix estimate per
received frame. Note that the covariance matrix obtained from the observations
is computed using all the frame symbols, i.e. NB symbols.

For the training step, the four images plotted in Figure 2 have been coded
using EZW 1. Figure 3 plots the PSNR in terms of SNR obtained by averaging

1 The original images are constituted by 256× 256 pixels with 256 gray levels.
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Fig. 3. Training step: Establishment of SNRt threshold using visual test

the results for 10 Rayleigh channels randomly generated. It can be seen from
this figure that the Approach 2 provides the best PSNR for low and medium
SNR values since bits associated to lower frequency subbands are sent by means
of the source having highest energy. With the goal of establishing the threshold
parameter SNRt for the decision rule described in Equation (2), the recovered
images corresponding to different SNR values, specifically 14, 17, and 20 dB for
10 channel realizations, have been empirically observed. A test oriented to decide
which approach provides the best quality percentage or ratio taking into account
all the set of training images is applied. Thus, Figure 3 also shows the results
obtained from this visual test, which allows us to conclude that

– Firstly, for an SNR value of 14 dB, the improvement achieved with Approach
2 compared to Approach 1 is substantial. Therefore, it is apparent that Ap-
proach 2 is the best choice in such a case leading to better quality recon-
struction.

– Secondly, for an SNR value of 17 dB, the improvement achieved with Ap-
proach 2 compared to Approach 1 is not as significant. By considering the
results obtained with Approach 1 and that both approaches exhibit exactly
the same performance for about a ratio of 20 to 100 (this scenario is labeled
in the figure as Same performance), Approach 1 can be decided as a more
adequate choice than Approach 2 if progressive decoding is desired.

– Finally, for an SNR value of 20 dB, Approach 1 is clearly the best choice,
since it is only outperformed by Approach 2 less than 20 % of cases.

As a result, it can be established a threshold parameter of SNR equal to 17 dB.
Figure 4 shows a comparison in terms of PSNR versus SNR between the

three bit allocation strategies studied in this work only considering one of the
test images depicted in Figure 2 and 10 channel realizations. Figure 5 illustrates



EZW over Alamouti Coding Systems 495

5 10 15 20 25 30
5

10

15

20

25

30

SNR [dB]

P
S

N
R

 [d
B

]

 

 

Approach 1

Approach 2

Hybrid Approach

Hybrid Approach  

  Approach 1

  Approach 2

Fig. 4. PSNR results obtained from computer simulations for image 1

 Approach
        2

 Approach
        1

SNR=14 dB SNR=17 dB SNR=20 dB

Fig. 5. Black rectangles indicate the reconstructed images for each SNR

the visual quality of the recovered images corresponding to SNR values of 14, 17,
and 20 dB for a given channel realization, where the black rectangle marks the
recovered ones in the event of implementing the above proposed hybrid approach.

5 Conclusions and Future Work

A lot of algorithms based on wavelets for image compressing, like EZW, produce
bitstreams by ordering the subbands from lowest to highest, which allows to
achieve different image qualities after the progressive decoder. This means that
the first bits of the EZW sequence are “more important” than the following
bits. In this work, we have used this property to improve the performance of the
EZW images transmitted over wireless systems where Alamouti space-time block
coding is used. We have focused on the utilization of PCA to acquire the channel
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matrix estimate avoiding the use of pilot symbols. As a result, three proposed bit
allocation strategies combined with a decision rule based on an empirical SNR
threshold parameter allow us to improve the quality of the reconstructed images
after their transmission affected by fluctuating wireless channel conditions.

Future work to be developed by the authors is focused on studying differ-
ent bit allocation strategies like, for instance, the sending of the refinement bits
corresponding to LL subband through the channel with largest energy. Since
PSNR criterion above explained is empirically obtained, other assessment met-
rics must be analyzed, specially those based on Human Visual System, as for
example the Visual Information Fidelity measure. Additionally, this work could
be extended to the standard of image processing JPEG2000, thus avoiding some
of the drawbacks inherent to EZW.

Acknowledgments. This work was supported by Xunta de Galicia (grant num-
bers 10TIC105003PR and 09TIC008105PR ) and Ministerio de Ciencia e Inno-
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Abstract. This paper proposes an improved Wyner-Ziv to H.264 transcoder for 
supporting mobile-to-mobile video communications. In this framework, both 
transmitter and receptor should employ video encoders and decoders of low 
complexity. Taking advantage of both paradigms, in terms of low complexity 
algorithms, a suitable solution consists in transcoding from Wyner-Ziv to H.264. 
In order to reduce this process this paper proposes an algorithm which is based on 
the hypothesis that macroblock coding mode decisions in H.264 video have a high 
correlation with the distribution of the side information residual in Wyner-Ziv 
video. The proposed algorithm, which is based on data mining techniques, selects 
one sub-set of the several coding modes in H.264. Simulation results show that 
the proposed transcoder reduces the inter prediction complexity in H.264 by up to 
53%, while maintaining coding efficiency.  

Keywords: Distributed Video Coding, Wyner-Ziv, H.264, Data Mining, 
Machine Learning, Transcoding. 

1   Introduction 

Mobile-to-mobile video teleconferencing is one of the most requested services that 
newest networks for mobile devices (such as 4G) can support. However, in this 
framework, both transmitter and receptor should employ video encoders and decoders 
of low complexity. On the one hand, traditional video codecs, such as H.264 
Advanced Video Coding (AVC) [1] are based on architectures which have encoders 
of higher complexity than decoders. On the other hand, Wyner-Ziv (WZ) [2] video 
coding is an innovative paradigm which reduces the processing complexity of the 
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encoder, leading to a low-cost implementation, while the majority of the computations 
are taken over by the decoder. Taking advantage of both paradigms, in terms of low 
complexity algorithms, a suitable solution could consist in transcoding from WZ to 
H.264 as Fig. 1 depicts. In the scenario the end-user devices will employ the lowest 
complexity algorithm of traditional and WZ video coding while the majority of 
computations will be taken over by the transcoder.  
 

 

Fig. 1. Scheme of DVC to H.264 transcoding framework  

 
Nevertheless, the transcoding process should be carried out in an efficient way so 

as to avoid major delays in communication. The fact is that between WZ and H.264 
there are many differences, such as type of frames (I, P frames as opposed to Key and 
Wyner-Ziv frames), GOP patterns ( IPPP as opposed to K-WZ-K ), GOP sizes (2, 4, 8 
as opposed to 12 ), that need to be resolved in the transcoder. This paper proposes an 
improved transcoder, with respect to the reference cascade one, which not only 
efficiently converts the bitstream, but also reduces the time to perform this task. The 
proposed algorithm reuses part of the information collected in the Side Information 
(SI) generation process (this algorithm can be seen as the motion estimation 
performed in the WZ decoding algorithm) to reduce the overall MB partition checked 
into a sub-set of them; the algorithm is based on a Data Mining (DM) process which 
generates a decision tree from this statistical information. The results show a 
transcoder that performs this process efficiently, with a time saving of up to 53% with 
a negligible Rate – Distortion (RD) penalty drop. 

Many different transcoding approaches, based on traditional standards, have been 
proposed in the literature, yet there are only a few approaches based on Wyner-Ziv 
which have been proposed recently for transcoding WZ to H.263 [3] or WZ to H.264 
[4]. Although the idea of applying the DVC paradigm in a transcoder framework was 
introduced in [2], it was not until 2008 that Peixoto et al. [3] proposed the first 
architecture to support mobile-to-mobile communications by a WZ to H.263 
transcoder. In this approach a reutilization of the MVs to accelerate the time spent on 
the H.263 ME was also made. 

The rest of the paper is organized as follows: Section 2 briefly reviews the 
principles of operation of the WZ video coding as well as the H.264 video coding 
standard; Section 3 introduces our approaches for inter-frame prediction, based on 
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machine learning techniques; in Section 4, we carry out a performance evaluation of 
the proposed algorithm; finally, Section 5 draws our conclusions. 

2   Technical Background 

2.1   Wyner-Ziv Video Codec Architecture  

The WZ video coding architecture adopted in this paper was established by the 
VISNET-II project [5] which is depicted in Fig. 2.  
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Fig. 2. Block diagram of the reference WZ video coding architecture 

In a nutshell, the video sequence is divided into Key (K) frames and WZ frames in 
the splitting module (1).  At the encoder, the K frames are encoded using Intra H.264 
video codec [1] (2). WZ frames will follow the WZ encoding algorithm which, firstly, 
transforms pixel values into coefficients by means of the DCT (3a). In addition, 
coefficients of WZ frames (already in DCT domain) are organized into bands, and 
then quantized (3b). Over the resulting quantized symbol stream, bitplane extraction 
is performed per band (3c). The parity bits produced by the channel encoder are 
stored in the buffer and transmitted in small numbers upon decoder request via the 
feedback channel; the systematic bits are discarded (3f).  

On the decoder side, the K frames are firstly decoded using Intra H.264 video 
codec [1] (4) and theses frames are used in the SI generation process (5). The frame 
interpolation module is used to generate the SI frame, an estimate of the WZ frame, 
based on previously decoded frames [5]. These SI pixel values are also transformed 
into coefficients and then are used as soft values for the information bits, taking into 
account the statistical modeling of the virtual noise (7b). A Laplacian model is used to 
obtain an approximation of the residual distribution (6). The SI is used by an iterative 
decoding algorithm to obtain the decoded quantized symbol. The success of the 
channel decoding algorithm is determined by module 8b; if the decoding algorithm 
does not converge, more parity bits are requested using the feedback channel. After 
that, the quantized reconstructed coefficients are obtained using the correlation noise 
model estimated in (6) and the quantized SI coefficients (8c). Finally, module (8d) 
inverts the transform coefficients to recover pixel values. 
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2.2   H.264 Inter Prediction 

H.264 contains a large amount of compression techniques and innovations compared 
with the previous standards; it allows more compressed video sequences to be 
obtained. Although H.264 can achieve higher coding efficiency than any other 
previous coding standard, the computation complexity also increases significantly. 
Inter prediction is the most time consuming task in the H.264 encoder. Inter 
prediction in H.264 allows not only the use of the MBs in which the images are 
decomposed for the motion estimation and compensation processes, but also the use 
of partitions resulting from dividing the MB in different ways. Greater flexibility 
gives greater reliability to the H.264 encoding process. This feature is known as 
variable block size for the ME.  

3   Proposed Transcoder 

To provide a mobile video communication framework of low complexity at both 
ends, this paper proposes a WZ to H.264 video transcoder which collects all the 
computations while keeping the complexity of the end-user devices as low as 
possible. The reference transcoder is composed of the full WZ decoding and full 
H.264 encoding algorithms, but both processes working sequentially implies higher 
time consumption and thus higher delays. As mentioned in Section 2.2, the inter 
prediction part of the WZ/H.264 transcoder takes a long time to search all inter modes 
and intra modes for inter-frame coding exhaustively, and it is the most suitable part to 
be accelerated. Therefore, the improved transcoder presented in this paper reuses 
some of the operations performed in the first half (WZ decoding) to prevent 
unnecessary operations from being performed in the second half (H.264 encoding).  

The homologous procedure to the inter prediction carried out on the WZ side is the 
SI creation process. This process tries to estimate the movement of the called WZ 
frames by means of motion compensated interpolation between adjacent K frames. It 
thus seems that most of the operations and data generated in the SI generation process 
can be useful in the inter prediction algorithm, or at least this information can be used 
to reduce the time taken.  

The starting point for this idea was the “look-and-feel” of the mathematical 
statistics applied to the WZ SI motion residual information. For example, the Flower 
Garden motion estimation behaviour against the mean and the variance is shown in 
Fig. 3. Fig. 3.a shows the original YUV second frame, Fig. 3.b the MB mode 
selection made by the H.264 reference software for coding each MB within the frame 
(for legend: gray are skip MB and black are Intra MB). Fig. 3.c and 3.d shows the 
mean and the variance statistic applied to this WZ motion residual information in 4x4 
blocks respectively. As the coding mode changes from low complexity modes 
(skipped, 16x16, 16x8, etc.) to high complexity modes (8x8 and Intra modes), the 
mean and the variance value increases for the corresponding MB, as can be clearly 
seen. Comparing the images shown in Fig. 3, we can see there are some relationships 
between the processed WZ motion residual information (generated in the SI 
generation process) and the H.264 mode partition selection. 
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Fig. 3. Block diagram of the reference WZ video coding architecture a) Original Frame; b) MB 
selection; c) Mean residual and d) variance residual 

 
DM is the process of finding correlations or patterns among dozens of fields in 

large relational databases. The information gathered in this way can be converted into 
knowledge, for use in applications that rely on knowledge.  Machine Learning (ML) 
is concerned with the design and development of algorithms and techniques that allow 
computers to "learn". [6]. At this point, the present approach consists of trying to 
understand (using an ML algorithm) all this statistical information and create a 
decision tree to be implemented as part of the H.264 encoder algorithm in order to 
replace the more complex reference one. 

For the training stage, the software used in this data mining process was WEKA 
v3.6 [7]. WEKA is a collection of ML algorithms for data mining tasks. The training 
files used by WEKA are formed using some statistical information extracted from the 
SI generation process and the corresponding MB codec decision. The minimum unit 
to apply these concepts is the MB; this procedure extracts the statistical information 
from every MB.  

The JRip rule learner [6], a fast algorithm for learning "IF-THEN" rules, was used 
for creating the rules of the different nodes in the decision tree. The idea consist thus 
on once the WZ video is decoded, try to gather as much information as we can in 
order to give WEKA attributes to work with. From the SI generation process the 
proposed algorithm stores: 1) the amount of the whole MB residual (16x16 residual); 
2) the means of the variances; it computes the sixteen 4x4 variances of the sixteen 
sub-partitions that an MB can be divided into, and then returns the mean of all of 
them; 3) the variance of the means; in this case, the sixteen 4x4 means are calculated, 
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and then their variance is returned; 4) the kelastic variable, defined as: kelastic = 
(residual/count)*(1.0+(√(dx+dy)/2)); where residual is the amount of the residual of 
the whole MB; count is the number of pixels per MB (16*16, 256 pixels); and dx and 
dy are the corresponding MVs for this MB; and finally, 5) the MV length defined as 
√(dx+dy). The class variable used for classifying the samples will be the decisions 
made by the H.264 reference software encoder (JM version 17.0 [8]), in the training 
sequence. 

In this process, we applied supervised learning because we found that, after some 
experimentation, there are MB partitions that are more correlated to each other than 
others. Therefore, in order to define mode sets when we need them, the H.264 
reference software decisions will be modified to create binary decisions, i.e., instead 
of trying to determine the final MB mode decision (such as 16x16, 16x8, Intra or 
whatever), the proposed algorithm only determines whether the final MB codec 
decision belongs to LOW COMPLEXITY or HIGH COMPLEXITY sets, which are 
defined as follows: The first one is made up of {SKIP, 16x16, 16x8, 8x16} and the 
second one of {8x8, 8x4, 4x8, and 4x4}. Intra mode will always be checked, although 
at the beginning the algorithm also tries to determine whether an MB can be coded as 
Intra. After some experimentation, we found that the RD results are better if both 
classifications (LOW COMPLEXITY and HIGH COMPLEXITY) can check for Intra 
coding. In addition, we emphasize that this procedure could be applied again for each 
leave in order to further divide both LOW COMPLEXITY and HIGH 
COMPLEXITY modes. In this work we have only implemented the first level 
decision; include more level of the proposed tree deal with more time reduction as 
well as an increase of RD penalty. 

 

Fig. 4. The Decision Tree 

After trying with different kinds of sequences, and for each sequence a different 
number of frames, we found that sequences which contain varying regions from 
homogenous to high-detail serve as good training sets. Good sample sequences could 
be Flower and Soccer sequences.  Finally, the best training set was made using 150 P-
frames (the whole sequence) in the Soccer sequence (QCIF format, frame rate 15 Hz), 
encoded at matrix for quantization of the WZ frames of 7 [3], and key frames were 
encoded with the H.264 [1] Quantization Parameter (QP) 31. 
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The decision trees proposed in this paper as a solution to replace the MB coding 
mode decisions in WZ to H.264 video transcoders consist of leaves and branches, as 
is shown in Fig. 4. The leaves are the classifications and the branches are the features 
that lead to a specific classification. The gray circle in Fig. 4 represents the decision 
tree and the white circles represent a set of MB partitions where the reference 
standard can choose. The output of the tree is a set of H.264 MB modes. Fig. 5 shows 
the different rules defined in the decision tree algorithm where, basically, this 
thresholds are been found by the ML process.  

 
if((meansofvariances4x4 >= 280.86) && (residual16x16 >= 2109)) return HIGH_COMPLEXITY;

if((_vectorlenght >= 2.83) && (meansofvariances4x4 >= 595.22)) return HIGH_COMPLEXITY;

if( (meansofvariances4x4 >= 439.07) && (kelastic >= 6.82)) return HIGH_COMPLEXITY;

if((_vectorlenght >= 2) && (meansofvariances4x4 >= 384.40) && (kelastic >= 5.81) return HIGH_COMPLEXITY;

if((meansofvariances4x4 >= 280.86) && (_vectorlenght >= 2) && (residual16x16 <= 1554) && (residual16x16 >= 
1109) && (varianceofmeans4x4 <= 3351.37))return HIGH_COMPLEXITY;

Otherwise: return LOW_COMPLEXITY
 

Fig. 5. The Decision Tree Algorithm 

4   Performance Evaluation 

The proposed WZ to H.264 Transcoder for the Baseline Profile has been implemented 
in the H.264/AVC JM 17.0 reference software [1]. First, the transcoder fully decodes 
the WZ sequence, and the information required by the decision trees is gathered in 
this stage. The MB coding mode decision determined by the decision trees is used in 
the low complexity H.264 encoding stage, and the H.264 MB mode decision is 
replaced by a simple mode assignment, or a range of them.  

This performance evaluation included an extensive set of experiments with videos 
representing a wide range of motion, texture, and colour. Four sequences were fully 
transcoded, at commonly used frame rates: 15. All of them were in QCIF (176x144) 
format, which is the most suitable resolution for mobile to mobile video conferencing. 
The parameters used in the H.264 encoder configuration file for testing the 
mechanism proposed against a cascade WZ to H.264 transcoder are those that are 
included in the encoder_baseline.cfg file. The metrics of interest are ∆Time, ∆PSNR 
and ∆Bitrate where ∆Time (%) = ((TJM-TFI)/ TJM)*100 and ∆PSNR and ∆Bitrate are 
calculates according to [8]. 

Table 1 shows the results; compared with the cascade WZ to H.264 reference 
transcoder, and for the average of all the sequences, the proposed transcoder has a 
PSNR drop of at most 0.14 dB on average for a given bitrate, and a bitrate increase of 
at most 3.3 % for a given quality.  This negligible drop in RD performance is more 
than offset by the decrease in computational complexity, which is reduced by around 
53% for the average of all the sequences.  
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Table 1. ΔTime, ΔPSNR, and ΔBitrate for the compared sequences 

 RD performance of the WZ/H.264 video transcoder 

 GOP 2 GOP 4 

Sequence 
ΔBitrate 

(%) 
ΔPSNR 

(dB) 
TR (%) 

ΔBitrate 
(%) 

ΔPSNR 
(dB) 

TR (%) 

Foreman 4,34% -0,171 50,99% 3,21% -0,124 53,09% 

Soccer 6,56% -0,272 46,01% 5,91% -0,239 47,43% 

Hall 0,54% -0,026 58,76% 0,73% -0,034 59,46% 

Mobile 2,89% -0,134 46,98% 1,63% -0,078 53,93% 

Coastguard 2,41% -0,102 50,32% 1,48% -0,060 54,92% 

mean 3,35% -0,141 50,61% 2,59% -0,107 53,77% 

5   Conclusions 

This work presents a low complexity WZ to H.264 transcoder which is able to support 
mobile to mobile video communications. The complex MB mode coded partition 
process is replaced by a decision tree algorithm which can determine a sub-set of the 
MB partitions and sub-partitions in which the H.264 encoder can search. This 
decision tree is based on a DM process which reuses most of the operations carried 
out in the WZ decoding algorithm, or to be more precise, in the SI generation process. 
In this way, a complexity reduction of 53% is achieved without negligible RD loss. 
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Abstract. Compression of wavelet coefficient sign has been assumed to
be inefficient for a long time. However, in the last years several proposals
have been developed and, in fact several image encoders like JPEG 2000
include sign coding capabilities. In this paper, we present a new sign
coding approximation using a genetic algorithm in order to efficiently
predict the sign of wavelet coefficients. We have included that predic-
tion in a fast non-embedded image encoder. Preliminary results show
that, by including sign coding capabilities to a non-embedded encoder,
the compression gain is up to 17.35%, being the Rate-Distortion (R/D)
performance improvement up to 0.25 dB.

Keywords: sign coding, wavelets, image coding, genetic algorithms.

1 Introduction

Wavelet transforms have proved to be very powerful tools for image compres-
sion. Many state-of-the-art image codecs, including the JPEG2000 standard [1],
employ a wavelet transform in their algorithms. One advantage is the provision
of both frequency and spatial localization of image energy. The image energy is
compacted into a small fraction of the transform coefficients and compression
can be achieved by coding these coefficients. The energy of a wavelet transform
coefficient is restricted to non-negative real numbers, but the coefficients them-
selves are not, and they are defined by both a magnitude and a sign. Shapiro
stated in [2] that a transform coefficient is equally likely to be positive or nega-
tive and thus one bit should be used to encode the sign. In recent years, several
authors have begun to use context modeling for sign coding [3][4][5].

In [5], A. Deever and S. Hemami examines sign coding in detail in the context
of an embedded wavelet image coder. The paper shows that a Peak Signal to
Noise Ratio (PSNR) improvement up to 0.7 dB is possible when sign entropy
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coding and a new extrapolation technique based on the mutual information that
biorthogonal basis vectors provide to improve the estimation of insignificant
coefficients are combined. However, the contribution of sign coding by itself to
the PSNR improvement is only up to 0.4 dB.

In [4] the Embedded Block Coding with Optimized Truncation of the embed-
ded bit-streams (EBCOT), core coding tool of the JPEG 2000 standard, encodes
the sign of wavelet coefficients using context information from the sign of hori-
zontal and vertical neighbor coefficients (North, South, East, West directions).
Five context are used to model the sign coding stage.

In [3], X. Wu presents a high order context modeling encoder. In this coder,
the sign and the textures share the same context modeling. This model is based
on a different neighborhood for the HL, LH and HH wavelet subbands. For the
HL subband, the information of North, North-West, North-East, North-North
and South sign is used to predict the current coefficient sign. The neighbors
sign information used for the LH subband are North, North-West, North-East,
West-West and East. Finally, for the HH subband, an inter-band prediction is
used besides the intra-band prediction used by the HL and LH subbands.

Genetic algorithms were first introduced by Holland in [6] and they are nowa-
days well known techniques for finding nearly optimal solutions of very large
problems and also, they have been used in image processing [7][8].

In a genetic algorithm, the evolution usually starts from a population of ran-
domly generated individuals and happens in generations. In each generation,
the fitness of every individual in the population is evaluated by means of a cost
function that determines the optimal degree we are looking for (i.e compression
rate). Multiple individuals are stochastically selected from the current popula-
tion (based on their fitness), and modified (recombined and possibly randomly
mutated) to form a new population. The new population is then used in the next
iteration of the algorithm. Commonly, the algorithm terminates when either a
maximum number of generations has been produced, or a satisfactory fitness
level has been reached for the population.

In this paper, we will explore the convenience of employing genetic algorithms
to efficiently predict the wavelet coefficient signs. If we find a genetic algorithm
that help us to define a good wavelet sign prediction, then, instead of coding
the sign, we will encode the result of the prediction (i.e success or failure). If
the sign prediction is really good, a binary entropy encoder will be able to get
significant compression rates. So, our goal is to define a genetic algorithm that
finds out the paremeters of our sign predictor that achieve the best prediction
performance. As studied in the literature, the parameters to be found by our
genetic algorithm will be a) the neighbor set that defines the prediction context,
and b) the sign values (sign patterns) of wavelet coefficient neighbor set with
the correspondent sign prediction for current wavelet coefficient.

After running the genetic algorithm and configured the sign predictor, we will
evaluate the impact of the sign coding module in the overall performance of an
image wavelet encoder. In particular, we will use the LTW wavelet encoder [9]
to determine the bit-rate savings for several test images.
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The remainder of the paper is organized as follows: Section 2 describes our sign
coding approximation. In Section 3, we show the results of the global encoder
system (with sign coding stage) and compare it with SPIHT and JPEG 2000.
Finally, in Section 4 some conclusions are drawn.

2 Wavelet Sign Prediction

Most wavelet image codecs do not consider the use of sign coding tools since the
wavelet coefficients located at the high frequency subbands form a zero-mean
process, and therefore equally likely positive as negative.

Schwartz, Zandi and Boliek were the first authors to consider sign coding,
using one neighboring pixel in their context modeling algorithm [10]. The main
idea behind this approach is to find correlations along and across edges.

The HL subbands of a multi-scale 2-D wavelet decomposition are formed
from low-pass vertical filtering and high-pass horizontal filtering. The high-pass
filtering detects vertical edges, thus the HL subbands contain mainly vertical
edge information. Oppositely defined are the LH subbands that contain primarily
horizontal edge information.

As Deever explained in [5], given a vertical edge in an HL subband, it is
reasonable to expect that neighboring coefficients along the edge have the same
sign as the coefficient being coded. This is because vertical correlation often
remains very high along vertical edges in images. When a low-pass filter is applied
along the image columns, it results in a series of similar rows, as elements in a
row tend to be very similar to elements directly above or below due to the high
vertical correlation. Subsequent high-pass filtering along similar rows is expected
to yield vertically correlated transform coefficients.

It is also important to consider correlation across edges, being the nature
of the correlation directly affected by the structure of the high pass filter. For
Daubechies’ 9/7 filters, wavelet coefficient signs are strongly negatively corre-
lated across edges because this filter is very similar to a second derivative of a
Gaussian, so, it is expected that wavelet coefficients will change sign as the edge
is crossed. Although the discrete wavelet transform involves sub sampling, the
sub sampled coefficients remain strongly negatively correlated across edges. In
this manner, when a wavelet coefficient is optimally predicted as a function of its
across-edge neighbors (e.g. left and right neighbors in HL subbands), the opti-
mal prediction coefficients are negative, indicating an expected sign change. This
conclusion is general for any wavelet with a shape similar to a second derivative
of a Gaussian.

To estimate sign correlation in a practical way, we have applied a 6-level
Dyadic Wavelet Transform decomposition of the source image and then a low
quantization level to the resulting wavelet coefficients. As a first approach and
taking into account that the sign neighborhood correlation depends on the sub-
band type (HL,LH,HH) as Deever assesses in [5], we have used three different
neighbors depending on the subband type. So, for HL subband, the neighbors
used are N, NN and W. Taking into account symmetry, for the LH subband,
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those neighbors are W, WW, and N. For the HH subband they are N, W, and
NW, exploiting the correlation along and across the diagonal edges. This lead
us to a maximum of 33 Neighbor Sign Patterns (NSP) for each subband type.

Table 1. Probability distribution of neighbor sign patterns (NSPs) of HL6 subband
(8x8 coefficients) in Lena image

C N NN W Occurrences %Probability

+ + + + 13 20.31
+ + + - 8 12.50
- - - + 8 12.50
- + + + 6 9.38
- - + + 6 9.38
Others 23 35.93

In Table 1 we show the NSP probability distribution for HL6 subband (from
the sixth decomposition level) of Lena test image. As shown, the probability
that the current coefficient (C) is positive when its N, NN and W neighbors
are also positive is around 20%. Besides, if the N and NN neighbors have the
same sign and the W neighbor has the opposite sign, the current coefficient (C)
has the opposite sign of its W neighbor with a probability of 25% as shown in
rows two and three in Table 1. The visible sign neighborhood correlation suggest
that the sign bits of wavelet coefficients are compressible. Using the previously
mentioned neighborhood for each subband type, we have developed a genetic
algorithm (GA) in order to find an accurate sign estimation.

2.1 Genetic Algorithm for Wavelet Sign Prediction

The goal of the desired genetic algorithm would be to find a table where for each
Sign Neigborhood Pattern (Vk) we have a sign prediction (Si,j) for coefficient Ci,j

. There is no an univocal relationship between a neighbor sign combination, i.e
not always for a same Vk pattern, Si,j is always positive or negative. However,
it is possible that for a Vk pattern, Si,j is more probably to be positive or
negative. But, the problem is still more complex, because a sign prediction for a
neighbor sign pattern could fit well for an image and not for others. Therefore,
the idea is to find suboptimal neighbor sign pattern predictions that better fit
for a representative set of images.

The use of genetic algorithms to compress the sign of wavelet coefficients is
twofold. First, when the number of neighbors used to analyze the sign correlation
grows or when there is a great number of images to be used in the analysis, the
search space is excessively wide. Second, it is not intuitive to find a way of
combining the predictions obtained for several images.

In Fig. 1 we show the genetic algorithm pseudocode for sign prediction. First
of all we define each individual, containing a sign prediction for each 33 NSP, then
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each NSP sign prediction of each individual of the universe is randomly initial-
ized as a positive or negative sign. Then, during evolution, sequences mate and
mutate to generate new sequences in the population and best sequences are se-
lected for survival on the basis of their fitness function. The mating of sequences
is performed through crossover operator, where parents are randomly selected
and its gens (NSPs) are mixed. The best two individuals, the ones that exhibit
best prediction performance, are selected for survival. Individuals can also un-
dergo mutation, where a sequence prediction is randomly modified. Finally, after
performing the maximum iterations, the algorithm finishes, obtaining an opti-
mal/suboptimal sign prediction for each NSP. We have performed the fitness
evaluation over Lena and Barbara test images, because these images are repre-
sentative for both low and high textured images respectively. Several parameters
should be taken into account when training a genetic algorithm: The population
size, the individuals initialization, the number of iterations performed, the muta-
tion probability, the crossover point, the crossover method, the selection criteria
of the best sequences to be selected for survival, etc. We have performed lots of
tests varying these parameters to tune the genetic algorithm. The parameters
used to obtain the sign prediction are: population size (100), individuals initial-
ization (ramdomly), number of iterations (1000), mutation probability (0.001),
crossover point (ramdomly) and crossover method (best two fitness individuals
over four randomly selected parents).

Individual Structure{
sign[NSP];//Prediction array for each neighbor sign pattern combination
fitness; //indicates the goodness of the individual
}Individual universe[NUM-POPULATION]; //Individual array

function SignPrediction (SubbandType, ImageFiles, mutation Probability)
//Initialization phase: sign[NSPs]= random(POSITIVE/NEGATIVE)
Initialize(universe, NUM-POPULATION, NSP);
//we evaluate each individual of the universe. For each image in ImageFiles
EvaluateFitness(SubbandType, ImageFiles, universe);
for i=0 to NUM-ITERATIONS
//Select the best two individuals from universe for survival.

best = SelectBestIndividuals(2);
//Crossover
crossPoint=random(NSP);
//randomly selects a father and a mother to mix its gens
SelectFatherAndMother(random(NUM-POLUTATION));
universe = MergeFatherAndMother(crossPoint);
Mutation(universe, mutation Probability);
universe = universe + best;
EvaluateFitness(SubbandType, ImageFiles, universe);

end
//Finally get the best individual.
best = SelectBestIndividuals(1);

end of function

Fig. 1. Genetic algorithm for sign prediction
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After running the genetic algorithm for each subband type, we obtain an
individual containing the prediction of the current coefficient sign (ŜCi,j [k]),
for each NSP (k) of each subband type. So, what we are going to encode is
the correctness of this prediction, i.e., a binary valued symbol from ŜCi,j [k] ·
SCi,j (see Table 2). In order to compress this binary valued symbol, we use two
contexts in the arithmetic encoder for each subband type, distributing all sign
coding predictions from NSPs between them so as to minimize the zero order
entropy of both contexts. The selection criterion is to isolate in one context those
NSPs with the highest correctness prediction probability and highest number
of occurrences derived from the probability distribution found in the previous
analysis. The rest of them are grouped into the other context. However, there
are certain NSPs with low correctness probability but with a great amount of
occurrences, so we have to heuristically determine the convenience of including
them in the first context or not.

Table 2. Sign prediction for HL subband in Lena image for some NSPs

NSP(k) N NN W Prediction

(ŜCi,j [k])

0 * * * -
. . .

13 + + + +
14 + + - +

. . .
26 - - - +

3 Performance Evaluation

In this section we analyze the behavior of the sign coding when implemented on
LTW image encoder [9]. This new encoder implementation is called S-LTW. We
will also compare the S-LTW encoder versus JPEG2000 (Jasper 1.701.0) and
SPIHT (Spiht 8.01) in terms of R/D and coding delay. All encoders have been
tested on an Intel PentiumM Dual Core 3.0 GHz with 2 Gbyte RAM memory.

In Table 3 we show the relative compression gain with respect to the original
LTW due only to the sign coding capability for several test images. As we can
see, the maximum sign compression gain is 17.35%. Furthermore, we show an
estimation of the bit savings for SPIHT encoder.

In Figure 2 we show the R/D improvement when comparing original LTW ver-
sus JPEG2000/SPIHT and S-LTW versus JPEG2000/SPIHT. As shown, there
is an increase in the PSNR difference between SPIHT and the new S-LTW en-
coder, and regarding JPEG2000, we can see than now S-LTW has a minor loss
in PSNR than original LTW. Regarding coding delay, the use of a higher context
modeling in the arithmetic encoder implies a higher computational cost. In order
to compensate the coding speed loss, we have changed the arithmetic encoder
stage by a fast arithmetic encoder [11]. As it can be seen in Table 4, S-LTW
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Fig. 2. PSNR-Gain for Bike image

Table 3. Sign compression performance at different bit-rates

Bit-rate S-LTW SPIHT %Gain
(bpp) #Significant #Bits #Significant #Bits

Coefficients Saved Coefficients Saved

Barbara (512x512)

1 45740 7936 54657 9482 17.35
0.5 22331 3648 27535 4499 16.34
0.25 10484 1520 13460 1951 14.50
0.125 4343 304 6016 421 7.00

Bike (2048x2560)

1 855266 115200 1371280 184711 13.47
0.5 412212 64424 798202 124758 15.63
0.25 198943 30472 366927 56213 15.32
0.125 91767 11992 162990 21302 13.07

Table 4. Coding delay (seconds)

Bit-rate JPEG SPIHT LTW S-LTW
(bpp) 2000 Orig.

CODING Barbara (512x512)
1 0.080 0.042 0.037 0.023
0.5 0.076 0.026 0.022 0.014
0.25 0.074 0.018 0.013 0.009
0.125 0.073 0.014 0.010 0.006

CODING Bike (2048x2560)
1 2.623 0.920 0.647 0.430
0.5 2.543 0.521 0.381 0.259
0.25 2.507 0.323 0.224 0.162
0.125 2.518 0.221 0.158 0.117
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encoder is 49% faster on average in the coding process than SPIHT encoder and
86% faster on average than JPEG2000. Furthermore, S-LTW encoder is even
faster than the original LTW version which does not include the sign coding
stage (1.5 times faster on average in the coding process).

4 Conclusions

We have presented a genetic algorithm that is able to find a good sign predictor
of wavelet coefficient sign. So, by encoding the sign prediction result (success
or failure) with an arithmetic encoder, the sign information will be highly com-
pacted in the final bitstream. To prove our proposal we have implemented it
over the LTW encoder. The new S-LTW proposed encoder has slightly better
R/D performance(up to 0.25 dB), or in terms of bitstream, it is able to reduce
it up to 17% for the same quality level. Regarding coding delay, the new image
encoder is on average 2 times as fast as SPIHT in the coding process and 1.5
times as fast as original LTW.
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Abstract. In this paper, we present an approach for kernel-based ob-
ject tracking using the HSV color space as the feature space and fuzzy
color histograms as feature vectors. These histograms are more robust to
illumination changes and quantization errors than common histograms.
To avoid a significant increase in the computational complexity, a sim-
ple fuzzy membership function is used. The efficiency of this approach is
demonstrated using videos from the PETS database and comparing the
results using the fuzzy color histogram and the common color histogram.

1 Introduction

Objects tracking is an important area of research in computer vision. This tech-
nique is useful in several situations where the object movement is important, as
in surveillance applications, human-computer interaction, video communication
and compression, etc.

Sports games analysis is another application scenario. By tracking the play-
ers, statistics can be automatically gathered, plays can be virtually recreated
and game highlights can be easily found, thus allowing to enhance the game
broadcast. Nevertheless, tracking player position is an especially difficult task,
because during the game the player body shape, size and color change. Also the
difficulty in tracking increases due to players irregular movement and changes
in velocity. For instance, the player may rotate and change its shape when ap-
proaching or moving away from the camera, the lighting and background may
change too, and even some players may be hidden by other objects or players.

A visual tracker is usually composed of a target representation and localization
process and a filtering and data association procedure. In this paper we have
developed a version of the kernel tracking algorithm by Comaniciu et al. [3] that
is typically used in the target representation and localization process. In this
algorithm an object feature vector is selected to represent the object, and the
mean shift method is used to locate this feature vector in the next frame.

One of the main contributions presented in this paper is the use of the HSV
color space as the feature space, and a fuzzy color histogram as the feature vector
to increase robustness to changes in lighting.
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Fuzzy color histograms (FCH) have been succesfully used in image retrieval [5]
and objects tracking applications [7,6]. This type of histograms are more robust to
illumination changes and quantization errors, but are computationally intensive.
A FCH is built using a fuzzy-set membership function that determines the degree
of association of the color of a pixel to every bin in the FCH . In the work presented
in this paper we use a simple triangular-shaped fuzzy membership function. Thus,
small variations due to lighting and shading artifacts are compensated with a low
computational complexity increase.

The rest of the paper is organized as follows: in section 2 we describe the
method for kernel-based object tracking and in section 3 we present a modifica-
tion that consists in using fuzzy color histograms. In section 4, we present some
experimental results and finally conclusions are drawn in section 5 of the paper.

2 Kernel-Based Object Tracking

In the kernel-based object tracking approach proposed by Comaniciu et al. [3],
a color histogram is calculated to represent the target model and the target
candidate in the next frame. An isotropic kernel, with a convex and monotonic
decreasing kernel profile, is used to regularize the target representation. In partic-
ular, it is used a kernel with an Epanechnikov profile that assigns smaller weights
to the pixels farther from the centre of the region that is being tracked. With
this kind of kernel the histogram robustness against occlusion and background
interference increases.

The target is localized in the next frame using the mean-shift algorithm. In
this approach, with an m-interval histogram, the target model is represented as:

q̂ = {q̂u}u=1...m, q̂u = C
n∑

i=1

bik(‖X∗
i ‖2)δ[b(X∗

i ) − u], (1)

where {X∗
i }i=1...n are the normalized pixel locations in the region defined by the

target model centered at the spatial location O. Also, δ is the Kronecker delta
function, bi is a function that associates to a pixel the index of its bin in the
quantized feature space, k is the Epanechnikov profile and C is a normalization
constant derived from the condition Σm

u=1q̂u = 1:

C =
1

Σn
i=1k(‖X∗

i ‖2)
(2)

The target candidate is represented as follows:

p̂(y) = {p̂u(y)}u=1...m, p̂u(y) = Ch

nh∑
i=1

bik

(∥∥∥∥y − Xi

h

∥∥∥∥
2
)

δ[b(Xi) − u],

(3)
where {Xi}i=1...nh

are the normalized pixel locations of the target candidate,
centered at y in the current frame, with Ch = 1

Σ
nh
i=1k

(∥∥∥ y−Xi
h

∥∥∥2
) .
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The normalization is inherited from the frame containing the target model
using the same kernel profile, but with bandwidth h. This bandwidth h is used
to make the algorithm invariant to changes in the object scale. To adapt the
target to this changes, the localization is computed three times using the same
bandwidth and with bandwidth h± 0.1h. The best localization result is selected
and the bandwidth adapted to reflect the change in scale.

In order to measure how similar is one histogram to the other, the Bhat-
tacharyya coefficient can be used:

ρ̂(y) ≡ ρ[p̂(y), q̂] =
m∑

u=1

√
p̂u(y)q̂u (4)

and a metric distance can be defined as

d(y) =
√

1 − ρ[p̂(y), q̂] (5)

This distance gets closer to 0 as the target model and candidate histograms
are more similar. The goal is to minimize the distance as a function of y. The
localization process starts in the target model position in the previous frame
and looks for the position where the distance is minimum in the neighborhood.
As the distance function is smoothed thank to the use of the kernel, the process
uses gradient information provided by the mean-shift vector.

Minimizing the distance is equivalent to maximizing the Bhattacharyya coeffi-
cient ρ̂(y). Firstly, it is computed the target candidate histogram {p̂u(ŷ0)}u=1...m

at ŷ0 in the current frame. Using Taylor expansion around p̂u(ŷ0) the following
approximation to the Bhattacharyya coefficient is obtained:

ρ[p̂(y), q̂] ≈ 1
2

m∑
u=1

√
p̂u(ŷ0)q̂u +

Ch

2

nh∑
u=1

wik

(∥∥∥∥y − Xi

h

∥∥∥∥
2
)

(6)

with

wi =
m∑

u=1

√
q̂u

p̂u(ŷ0)
δ[b(Xi) − u] (7)

To minimize the distance d(y) =
√

1 − ρ[p̂(y), q̂], the second term of (6) must
be maximized. This second term represents the density estimation calculated
with the kernel profile k(x) at y, in the current frame and with the data weighted
by wi. The mode of this density in the local neighborhood is the maximum
searched, which may be found using the mean-shift procedure.

According to the following equation, the kernel moves from the current posi-
tion ŷ0 to the new position ŷ1 until converging at the accurate target position.

ŷ1 =

∑nh

i=1 Xiwig

(∥∥∥ ŷ0−Xi

h

∥∥∥2
)

∑nh

i=1 wig

(∥∥∥ ŷ0−Xi

h

∥∥∥2
) . (8)
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3 Tracking Using Fuzzy Color Histograms

The color histogram used in [3] is computed in the RGB color space. This space
is very sensitive to changes in scene lighting, thus we have selected the HSV
space that is less susceptible to variations in shades of similar colors. The hue
component of the HSV space has been successfully used for face tracking [1],
but in this work we use a fuzzy HSV color histogram representation using 16
bins for each channel (hue, saturation and value).

Fig. 1. Comparison of common and fuzzy color histograms. First row: image on the
right is a brighter version of image on the left. Second row: common color histograms
of patches inside blue bounding boxes in previous images. Third row: FCH versions.

Other authors have previously used FCH with kernel tracking. In [6] the most
representative fuzzy clusters are extracted from a training data set that are used
to build the FCH of the target using just a few bins. This FCH represents
the target model better than the common RGB histogram, but computation of
the set of fuzzy clusters is expensive and results show an improvement only in
the number of mean-shift iterations. In [7] a training image is transformed to
the CIELAB color space and a fuzzy c-means algorithm is used to compute a
membership matrix that can transform a common color histogram in a FCH
with a simple matrix multiplication. The cost of computing this membership
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matrix is very high, thus this method is not suitable for tracking objects in
different scenarios or with changing background.

In this work we use a simple triangular-shaped membership function, thus the
FCH can be efficiently computed without the need of a training data set:

bi =
{

br−|x−bc|
br

if|x − bc| < br

0 otherwise
(9)

where x is the value of the pixel being added to the histogram, bc and br are the
centre point and range respectively of bin b, and bi is the resulting bin increment
(0→1) for bin b. In order to extend the fuzzy increment to multiple dimensions,
we have to combine the bin increment for each bin: bi =

∏N
n=1 bi(n).

In Figure 1 it is compared the common HSV color histogram with the FCH
proposed in this work. First row shows two almost identical images: the image
on the right is a gamma transformed version of the image on the left using a
value of 0.5. The bounding box over the referee shows the area used to compute
the weighted histogram in (1). The weighted common color histograms for both
images are displayed in the second row while their fuzzy counterparts are shown
in the third row.

Although there is no significant differences between both images, both his-
tograms are dissimilar because the color distribution has changed. Nevertheless,
if the distance metric in (5) is computed between the histograms in the second
row of Figure 1, a value of 0.1187 is obtained while the distance between the
FCH in the third row is 0.073. That is, the FCH is more robust to lighting
changes than the common color histogram

4 Experimental Results

A number of experiments have been done to test the performance of the kernel
tracking algorithm proposed in this work. To that end we have run the algorithm
on a video of PETS’2003 dataset that consists of football players moving around
a pitch. This dataset provides a total of 59 objects and a list of ground truth
tracks.

In a real tracking application the kernel tracking algorithm is a part of the tar-
get representation and localization procedure. Problems like objects detection,
total occlusions or very fast movement cannot be solved with this algorithm
and other methods like background segmentation, Kalman filters, multiple hy-
pothesis testing, etc. are combined with kernel tracking to obtain a robust track
estimation. To evaluate the performance of our kernel tracking algorithm, object
detection is done manually using the first instance of every ground truth track.
The object bounding box and frame number of its first appearance is passed to
the algorithm to follow the track and to obtain a so called system track.

The tracking results were compared with the given ground truth by three dif-
ferent metrics. The first one is the intersection area between the system bounding
box and the ground truth bounding box for each frame. For that metric we have
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Fig. 2. Comparison of the tracking result (big black ellipse) of both versions with the
ground truth bounding box (small red ellipse). Area intersection and centroid distance
are worse in the normal version (a) than the fuzzy version (b).

used the Video Performance Evaluation Resource (ViPER)[4] that provides a set
of tools for ground truth generation, metrics for evaluation, and visualization of
video analysis results. We have used that evaluation tool to obtain the bound-
ing box area precision for each object. The final result is given by the average
bounding box area precision among every object.

The second metric used is based on proximity. We have measured the average
euclidean distance between the system bounding box centroid and the ground
truth bounding box centroid for each object [2] as follows:

TDuration∑
i

Dist(pGT
i , pSys

i ) (10)

where pGT
i is the centroid of the ground truth track at the ith ground truth

frame, pSys
i is the centroid of the system track, and TDuration is the duration,

in frames, of the object track. Finally, we have taken the average distance among
every object.

The last metric used is related with the internal performance of the mean-
shift algorithm by measuring the average number of iterations for each tracked
object.

The final results are summarized in Table 1. It must be noticed that 29 of
the 59 objects suffer a large occlusion at some point that should be detected
using another algorithm, thus we have collected two results for each evaluation,
one considering the full ground truth and another discarding the values after
an occlusion (between parenthesis in the table). The system has been evaluated
using the normal color version and the fuzzy color version. As it can be observed
the fuzzy version is better than the normal one in every test. In Figure 2, where
the referee is being tracked, it can be seen how the target candidate found by the
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Table 1. Summary of results for different metrics

Metric Normal version Fuzzy version Improvement

Box Area Precision 0.43 (0.49) 0.47 (0.52) 9.30% (6.12%)

Centroid Distance 48 (38) 39 (30) 23.07% (26.67%)

Number of Iterations 3.4 3.1 9.67%

fuzzy version is closer to the ground truth. It is worth mentioning that the fuzzy
version needs less number of iterations than the normal one to obtain better
tracking results.

5 Conclusions

In this work it has been proposed the use of the HSV color space as the feature
space for the kernel-based object tracking algorithm, and a simple triangular
shaped fuzzy membership function to obtain a fuzzy color histogram.

The FCH is more robust than the common color histogram to illumination
changes and quantization errors. Several experiments have been conducted to
demonstrate that this modification produces better tracking results while keep-
ing the computational complexity low.
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Abstract. Computational intelligence (CI) is awell-established paradigm
that incorporates characteristics of biological computers (brains) to per-
form a variety of tasks that are difficult or impossible to do with con-
ventional computers. This paper reviews some of the applications of CI
in multimedia processing, including shot detection in video, logotype de-
tection, video copy detection and retrieval, and faces coding in video
sequences.

1 Introduction

Multimedia processing is a very important research domain with a broad range of
applications that cover techniques like object-based representation and coding,
segmentation and tracking, patter detection and recognition, multi-modal signals
fusion, content-based indexing, subject-based retrieval, etc. [1]. The utilization of
Computational Intelligence (CI) in multimedia processing has allowed the inclu-
sion of more sophisticated methods to solve these applications than those used in
traditional computation. These methods are based on characteristics of biological
computers (i.e. brains) and include techniques such as rough sets, neural net-
works, fuzzy logic, swarm intelligence, reinforcement learning and evolutionary
computation. This paper reviews some applications of CI in multimedia process-
ing. Section 2 focuses on shot detection, Section 3 presents logotype detection
and its applications, Section 4 presents the problem of video copy detection and
retrieval and, finally, Section 5 focuses on face recognition and its utilization in
face coding in video sequences.
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2 Shot Detection in Video

As video demand continues growing, fast and reliable methods for indexing pur-
poses are needed. One of the most useful techniques in video indexing is shot
detection, where a shot is defined as a sequence of frames captured from a sin-
gle camera operation. Shot detection is performed by means of shot transition
detection algorithms. Two different types of transitions are used to split a video
into shots:

– Abrupt transitions, also referred as cuts or straight cuts, occur when a sudden
change from one shot to the next one is performed in just one frame.

– Gradual transitions use several frames to link two shots together, referred
by other authors as optical cuts [2].

Depending on how the shots are mixed up in the transition, there are many dif-
ferent types of gradual transitions. Dissolves are the most common. Fades and
wipes are also frequently used. What is most important about gradual transitions
is that they are often used to establish some kind of semantic information in the
video. For example, dissolves have been widely used to perform scene change in
video edition, where a scene is a set of shots closely related in terms of place
and time. While abrupt transitions detection is a relatively easy task [3], gradual
transitions detection is still an open issue, as the amount of false positives re-
ported by the algorithms is very high for certain sequences. The main problem in
gradual transitions detection is that camera operation (pan, tilt, swing, zoom,
etc.) originates similar patterns to those generated by gradual transitions [4].
Thus, a method to estimate global motion in video is needed in order to discard
false positives induced by camera operations [5].

The first stage of shot transition detection algorithms is the extraction of
characteristics from the video streams. One or more metrics are then used to
compute several parameters from the characteristics. These metrics can be based
on pixel luminance, contour information, block tracking, etc. Although most
of the proposed methods make use of only one metric, using several of them
is recommended, as drawbacks from one metric could be compensated by the
others [6], as long as the used metrics rely on different video characteristics. The
computed parameters are then used to determine the occurrence of a transition.
Here, data driven methods address the problem from the data analysis point of
view.

On the other hand, model driven methods, based on mathematical models
of video data, allow a systematic analysis of the problem and the use of do-
main specific constraints, which helps to improve the efficiency [7], [8]. Other
authors use non-deterministic classifiers to study the computed parameters in
order to perform pattern recognition, as transitions generally result in a char-
acteristic pattern in the parameters. Using a non-deterministic classifier makes
unnecessary a specifically designed pattern recognition method, which usually
needs several parameters to be tuned. Also, by using a supervised classification
scheme, the system is able to learn the patterns generated by different types
of gradual transitions. Some shot transition detection algorithms using neural
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networks [9][10], Hidden Markov Models [11] or Support Vector Machines [12]
have been proposed.

Neural networks have been proposed to detect abrupt shot transitions us-
ing four parameters extracted from video [13]. The parameters were computed
using an evolution of the classical sliding window thresholding algorithm. Jun
[10] proposed a neural network based algorithm for abrupt transitions detec-
tion using only I frames from the MPEG streams. Histograms and pixel-by-pixel
comparison between frames are performed. Nevertheless, this last metric is very
sensitive to motion. Moreover, only news videos were used to test the proposed
method. A proposal which is highly dependent on the MPEG codifier was stated
by Mallikarjuna [9], reporting results difficult to compare with other proposals.

Another work, [14], presents a reliable real time approach to temporal video
segmentation in MPEG compressed video. A scheme based on luminance and
contour information is proposed.

3 Logotype Detection and Learning

Logotypes convey information that can be crucial to infer semantics implicit in
broadcasted videos. It is a common practice for broadcasters and specific TV
programs, e.g., news, talk shows, advertisements, etc., to superimpose a spe-
cific logotype on the broadcasted material. Usually such logotypes refer to the
actual video content or the content creator and, as such, they can be used to
support automatic semantic-based video annotation. Logotypes extracted from
broadcasted videos can be annotated in a database by indicating their shape
and shots or scenes where they appear. Then, video retrieval tools can be used
to search for a particular TV program or to group different pieces of video ma-
terial with related contents. As a consequence, accurate logotype detection can
be efficiently exploited for semantic-based video classification, video retrieval,
aggregation and summarization.

Many works related to logo detection in document analysis have been re-
ported in the literature [15]. However, few approaches consider logo detection
in conventional video sequences. Logo detection techniques have been used to
differentiate advertisements from TV programs in [16]. This approach assumes
that a logo exists if an area with stable contours can be found in the image. The
authors claim that their approach does not require any supervised training and
can be easily used for any type of logos without human interaction. In [17], a
neural network is trained using two sets of logo and non-logo examples to detect
a transparent logo. It obtains a good detection rate at the expense of a rather
large training set. In [18], color outliers are used to detect pixels different from
the background. No temporal information is used, thus many false detections
can arise.

The work presented in [19] shows an application for logo removing. The logo-
type is detected by exploiting frame differences in video sequence. This procedure
fails in video with low motion activity. In this case, however, the authors propose
to use a logo database and to search for them using a Bayesian approach. The
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detection accuracy is improved by assuming that the probability of the logos
appearing in the four corners of the video frames is higher than in the center.
This prior knowledge is combined with a neural network-based classifier. Other
works argue correctly that logos can provide a helpful visual cue for finding
related news stories. Usually, a logo is defined as the small graphic or picture
that appears behind the anchor person on the screen. In [20], it is assumed that
each broadcasted TV channel contains some representative semantic objects,
including the channel logotype, that is displayed only during news programs.
Channel logotype detection and tracking is performed to automatically classify
news events in conventional broadcasting material. The approach relies on the
use of logotype models stored in a database. Information about logo position and
scale helps to identify the channel and the type of news. In [21], the detection of
logos is used to mark news stories, as an alternative approach for tracking them.
Here, from each logo, three sets of 2D Haar coefficients are computed (one for
each of the RGB channels). The logos feature vector is formed by selecting the
coefficients representing the overall averages and the low frequency coefficients
of the three color channels. However, in all these works, logos must be known a
priori.

There are related works that try to identify known brand logotypes in video
data. In [22], certain variability in the logotype appearance must be allowed.
In practice, due to the high computational cost of this method, only a few
logotypes can be identified simultaneously. Similarly, in [23], a search for specific
instances of brand logos is performed. Logo detection is achieved by exploiting
homogeneously colored regions surrounding large intensity frame differences.

In [24], a framework to support semantic based video classification and an-
notation is described. The backbone of the proposed framework is a technique
for logotype extraction and recognition which is able to continuously update a
metadata base in an iterative process where new logos are learned as they are
detected and classified.

4 Video Copy Detection/Retrieval

Video copy detection carries out the comparison of a query video sequence with
a target video sequence in order to establish if a copy of the query video is
present in the target one. This application is a useful tool for both digital content
management and protection of intellectual copyrights (IPR). Thus, on the one
hand, the localization of video copies, e.g. an advertisement, can be used to
catalog broadcasted material in a multimedia database, to check whether the
material was broadcasted at the suitable time or if its duration was correct. On
the other hand, the video copy can be compared with original video to check
if any violation of IPR has happened. In this sense, video copy detection is an
alternative to watermarking techniques when no marks can be inserted in the
video copies.

Signature selection is a key point to develop a specific approach to video
comparison. Spatial and/or temporal information can be used to generate the
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video signature based on global o local descriptors [25]. Global descriptors are,
in general, efficient to compute, compact in storage, but insufficiently accurate
in terms of retrieval quality. Local descriptors present more invariance to ag-
gressive transformations, such as PiP (Picture in Picture), cropping, insertions
of patterns, change of gamma, etc.

In addition, signature content can be determined for every video frame or it
can be given for a summary in the form of a set of key frames which is calculated
through a temporal clustering process. These methods require less computational
resources during the comparison process and generate shorter signatures. Kim
and Park present in [26] an approach to video sequence matching by calculating
the similarity between sets of key frames. Key frames are extracted using the
cumulative directed divergence. Then, the similarity between videos is calculated
by employing the modified Hausdorff distance between sets of key frames. Che-
ung and Zakhor [27] propose a measure for video similarity calculation where
the percentage of clusters of similar frames shared between two video sequences
is obtained. Previously, each video is summarized by selecting frames that are
similar to a set of predefined feature vectors common to all video sequences.
Guil et al. [28] divide the query video in clusters and extract a representative
key frame for each cluster. Features from these key frames constitute the signa-
ture of the video. Then, they perform a dense comparison between the signature
of the query video and every frame of the target video using relaxed distance
constraints to speed-up the search process.

Comparison between query and target video sequences is carried out using
some kind of similarity search. If the database of target videos is large, some
efficient indexing process needs to be performed. Some research has been carried
out on databases of more than ten thousand hours of videos, where the indexes
have to be stored in hard disks. In this context, a trade-off between computing
time and robustness must be considered. In this research line, Joly et al. have
showed that trading quality for time during the search is highly profitable when
statistical filtering is implemented, even when the size of the DB becomes very
large [29]. When databases are not so large other authors [30] [31] address the
problem of searching for repeated subsequences by hash tables. However, if both
strong temporal and spatial transformation are applied to copied videos, more
robust indexing techniques are needed. Thus, Douze et al., [32], use two refine-
ments in order to carry out the query. Firstly, the feature descriptor is used as
a quantization index which is augmented with a binary structure. Then, partial
geometry consistency is calculated between the matching frames. This method
obtains excellent results for the TRECVID 2008 copy detection task [33].

5 Coding Faces in Video Sequences

A facial recognition system is a computer application for automatically identi-
fying or verifying a person from a digital image or a video frame from a video
source. Moghaddam and Pentland introduced the use of Principal Component
Analysis (PCA) for face recognition from still images [34] and further explores
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in [35] [36]. The main idea of using PCA for face recognition is to express the
large 1-D vector of pixels constructed from 2-D facial image into the compact
principal components of the feature space. This can be called eigenspace projec-
tion. Eigenspace is calculated by identifying the eigenvectors of the covariance
matrix derived from a set of facial images (vectors) [37].

In applications like video-mobile the information to transmit is a sequence of
the same face (maybe in different poses). To encode this kind of video sequences,
Piqué and Torres [38] represent the frames using PCA and adapt the eigenspace
taking into account the different poses, expressions and lighting conditions of the
faces. The idea is to predict the actual frame by calculating their projections onto
the eigenspace calculated from previous frames. The coefficients are therefore
coded and transmitted. Full frames are only coded when a poor representation
is obtained and, in this case, the eigenspace is updated. The quality of the
recovered image is obtained by using a metric based on the peak signal to noise
rate but it is also possible to include visual information. In [39], it has been
introduced the idea of predicting the faces in two directions which allows us to
define three kinds of frames (I, P, and B) similar to those used in MPEG.
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Abstract. We study how primary tactile afferents encode relevant con-
tact features to mediate early processing of haptic information. In this
paper, we apply metrical information theory to perform temporal de-
coding of human microneurography data. First, we enrich the theory by
deriving a novel spike train metrics inspired by neuronal computation.
This spike train metrics can be interpreted biologically and its behaviour
is not influenced by spontaneous activity, which decreases the ability of
other spike metrics to separate input patterns. Second, we employ our
metrical information tools to demonstrate that primary spiking signals
allow a putative neural decoder to go beyond stimulus discrimination.
They transmit information about geometrical properties of the input
space. We show that first-spike latencies are enough to guarantee max-
imum information transmission of tactile stimuli. However, entire pri-
mary spike trains are necessary to encode isometric representations of
the stimulus space, a likely basis for generalisation in haptic perception.

Keywords: Temporal coding, spike-train metrics, information theory,
isometric mapping, microneurography recordings, mechanoreceptors.

1 Introduction

We study neurotransmission at the early stages of the somatosensory pathway
and focus on encoding/decoding of primary afferent tactile signals. We previously
extended Shannon information theory to account for the metrical properties of
spike time patterns when assessing neurotransmission reliability [2,3]. Here we
stress the importance for metrical information analysis to reflect the properties of
an actual neural decoder —as opposed to an ideal observer— when studying the
statistical dependence between stimulus and neural response. To do so, we derive
a novel spike train metrics based on a parametric non-linear distance inspired
by the probabilistic behaviour of the Spike-Response Model [5]. We apply the
resultant metrical information theory to a data set of human microneurography
recordings [6]. We perform a temporal decoding analysis of the responses of
fingertip mechanoreceptors to a set of tactile stimulations. The main rationale
beneath this work is to go beyond input discriminability and to capture possible
� Corresponding author.
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geometrical regularities of the input space encoded by primary afferent spiking
signals. We suggest that the ability to extract information about the geometrical
organisation of the input depends on the characteristics of the neural decoder.
We show that a properly tuned decoder can detect isometric mapping suitable
for generalisation in haptic perception.

2 Methods

2.1 Metrical Information Theory

We define the metrical entropy H∗(R) on the response space R as:

H∗(R) = −
∑
r∈R

p(r) log2

(∑
r′∈R

p(r′)φ(r, r′)

)
(1)

where the similarity measure φ(r, r′) can be any real function with values in
[0, 1]. The conditional entropy given a set of stimuli S can then be taken as:

H∗(R|S) =
∑
s∈S

p(s)H(R|s) = −
∑
s∈S

∑
r∈R

p(r, s) log2

(∑
r′∈R

p(r′|s)φ(r, r′)

)
(2)

Finally, similar to Shannon information theory [11,4], the metrical mutual infor-
mation I∗(R; S) is the difference between marginal and conditional entropies:

I∗(R; S) = H∗(R) − H∗(R|S) =
∑
s∈S

∑
r∈R

p(r, s) log2

(∑
r′∈R p(r′|s)φ(r, r′)∑
r′∈R p(r′)φ(r, r′)

)
(3)

If the event space consists of spiking signals we can take the similarity measure
φ(r, r′) as a decreasing function of the distance D(r, r′) between two spike trains
r, r′ ∈ R. Henceforth, we define φ(r, r′) as a Heaviside function of the distance:

φ(r, r′) = H
(
Dc − D(r, r′)

)
(4)

where the critical distance Dc is the cutoff parameter: for D(r, r′) < Dc, re-
sponses r, r′ are considered as identical, otherwise they are classified as different.
If Dc = 0 we recover the Shannon entropy from Eq. 1.

Optimality condition for neurotransmission. Akin to the principle of re-
dundancy reduction in biological sensory processing [1], the metrical conditional
entropy H∗(R|S) constitutes a fundamental quantity for neurotransmission [9].
Optimal information transfer must both maximise I∗(R; S) and (at the same
time) minimise H∗(R|S) [3]. In order to set the optimal parameter Dc for φ(r, r′)
we consider two sets of D(r, r′) distances: (i) the distances between the re-
sponses elicited by the same stimulus —referred to as intra-stimulus distances;
(ii) the distances between the responses elicited by different stimuli —named
inter-stimulus distances.
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As the input spike waves across multiple afferents flow in the readout system,
the relationship between intra- and inter-stimulus distance distributions evolves
over time. Optimal discrimination occurs when the distributions of intra- and
inter-stimulus distances stop overlapping, which implies that H∗(R|S) is nil and
I∗(R; S) is maximum [3]. The cut-off parameter Dc corresponding to optimal
neurotransmission can then be set as the distance at which the maximum intra-
stimulus distance becomes smaller than the minimum inter-stimulus distance.
The time at which the critical distance Dc can be determined indicates when
perfect input discrimination occurs [3].

Definition of a novel spike train metrics. Several parametric approaches
have quantified the distance between spike trains (e.g. [13,12,10,8]). We previ-
ously employed the Victor-Purpura (DV P ) distance [13] in order to define the
similarity function φ(r, r′), i.e. D(r, r′)=DV P (r, r′) in Eq. 4, and to embed spike
metrics in our information theoretical analysis [2,3]. In this paper we presents
some results based on the Victor-Purpura distance (Sec. 3.2). In addition, we
derive a novel spike train metrics to take into account the properties of a puta-
tive neural decoder (e.g. a population of downstream neurons along a processing
pathway). We do that by defining a parametric non-linear spike train distance
mimicking the Spike-Response Model (SRM) [5]. When a SRM neuron receives
an afferent spike train si, its membrane potential V (t) is computed as:

V (t) =
1
τ

∑
i

H(t − t̂i)
√

t e−(t−t̂i)/τ (5)

where H is the Heaviside function, t̂i is the time of an input spike emitted by
the presynaptic neuron i, and τ is a free parameter determining the decay time
constant of the EPSP (excitatory post-synaptic potential) of the neuron. The
discharge probability p(t) is a sigmoid function of the membrane potential:

p(t) =
1

1 + e(V0−V (t))/ΔV
(6)

with V0 denoting the probabilistic threshold potential. We can think of this prob-
ability of firing as a fundamental output of the SRM, because it does not depend
on a particular trial but represents the way the signal is processed (on average).
We thus define the distance between two spike trains r1, r2 in response to two
stimuli s1, s2 as the difference between the corresponding firing probabilities:

DSRM (r1, r2) =
(∫

t

(p1(t) − p2(t))zdt

)1/z

(7)

with z = 2 in this study. The definition of DSRM is reminiscent of that of Van
Rossum distance [12] due to the filtering of the spike train with an exponential
kernel function. However, we take into account a non-linearity, which is highly
relevant because it captures the probabilistic threshold behaviour of a neuron —
in the present case, this is modelled with escape noise. An advantage of the SRM



Isometric Coding of Haptic Signals 531

distance is that all the spikes do not contribute equally to it. Those that yield
only subthreshold potentials have no significant contribution to the probability of
spiking and thus do not contribute to the distance. Spikes evoking superthreshold
potentials, induce large probabilities that may, in turn, contribute largely to
the distance. Thus, the SRM distance can be employed to implement synchrony
detection: two different spike trains whose interspike intervals are large may have
a nil distance if the threshold is high. However, periods of intense discharge make
the potential overcome the threshold and thus potentially increase the distance.
This may be relevant in the case of spontaneous input activity that should not
be taken into account. Distances such as Victor-Pupura and Van Rossum do not
account for this property, i.e. they are always non-zero for spontaneous activities.

3 Results

3.1 Metrical Analysis of Poisson Spike Trains

We first compared the Victor-Purpura (VP), Van Rossum (VR) and SRM met-
rics in terms of their efficiency in assessing spike train separability. We simulated
stochastic input spike trains generated according to a Poisson process with re-
fractory period. At each time t, the effective probability of spiking was:

peff (t) =
p(t)

1 + e−t+t̂+τref
(8)

with t̂ denoting the latest spike time, and τref = 5 ms the refractory period.
In a first protocol, we set the baseline firing probability to p0 = 0.01. We

simulated two stimuli: the first increased its probability of spiking from p0 to
0.2 within the time window 300−600 ms, whereas the second went from p0 to
0.4 within 300−600 ms. We then computed n = 400 VP, VR and SRM dis-
tances between pairs of spike trains from identical stimuli (i.e. intra-stimulus
distances), as well as n = 400 between pairs of spike trains from different stimuli
(i.e. inter-stimulus distances). Figure 1A compares the distributions of inter- and
intra-stimulus distances assessed according to VP, VR, and SRM measures after
600 ms. The plots suggest, qualitatively, that the SRM distance captured bet-
ter than VP and VR the separation between the two stimuli. To quantitatively
assess the efficiency of stimulus separation, we computed the integral of the ab-
solute difference between the histograms of intra- and inter-stimulus distances
(i.e. if two histograms were identical, the efficiency would be nil; if they were
non-overlapping, the efficiency would be maximum). The SRM efficiency was
significantly larger than the two others (Fig. 1C), suggesting a better discrim-
inability due to the smaller overlap between intra- and inter-stimulus distances.

In a second protocol, we set again the baseline probability to p0 = 0.01 and we
simulated two stimuli: the first increased its probability of spiking to 0.2 within
the interval 300−500 ms, whereas the second increased it to 0.2 within 350−550
ms. Then, we computed n = 400 VP, VR and SRM distances between pairs
of spike trains from identical stimuli, and n = 400 between pairs of spike trains
from different stimuli. Figures 1B, C show that again the SRM distance provided
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Fig. 1. Results. Comparative analysis between Victor-Purpura (VP), Van Rossum
(VR), and SRM distances between two Poisson spike processes.

a better separation between the two stimuli compared to VP and VR distances.
Note that, in this case, the efficiency of the SRM distance was not much larger
than that of the VR distance (Fig. 1C). However, the SRM intra-stimulus dis-
tances were low compared to the inter-stimuli distances (Fig. 1B), which can
be interpreted as a high signal-to-noise ratio (SNR) —since the level of intra-
and inter-stimulus distances can be understood as noise and signal, respectively.
Thus, although in this example the efficiency of spiking pattern separation was
only slightly improved by the SRM distance, the SNR significantly increased
compared to VP and VR measures. If we defined the SNR as the mean inter-
stimuli distance over the mean intra-stimulus distance, then the SNR would be
≈ 2 for the VR distance and ≈ 4.5 for the SRM distance.

3.2 Isometric Coding of Human Microneurography Haptic Signals

We applied our metrical information theory (Sec. 2.1) to a data set of hu-
man microneurography recordings of fingertip mechanoreceptor responses [6].
Mechanoreceptors innervate the epidermis and discharge according to mechan-
ical indentations of the skin. The spike latencies of mechanoreceptor responses
convey information about contact parameters faster than the fastest rate code,
and fast enough to account for the use of tactile signals in natural manipulation
[6,7]. We focused on temporal coding of fast adapting (FA-I) mechanoreceptor
activity [6]. The data set consisted of the responses of 42 FA-I units to 81 distinct
tactile stimuli obtained by varying four contact parameters (Fig. 2A). The dis-
charge of FA-I units (Figs. 2B,C) occurs rapidly with respect to stimulus onset
and it is phasic (as opposed to other mechanoreceptor types which exhibit slow
and tonic responses to skin indentation, [7]).

We first focused on the first spike latencies of FA-I responses. Each tactile stim-
ulus corresponded to a single volley of spikes forming a spatiotemporal pattern
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Fig. 2. Human microneurography recordings. (A)We considered 42 FA-I responses to 81
stimuli obtained by varying four contact parameters: probe curvature, force magnitude,
force direction, and force angle relative to the normal direction. Black circles indicate
available data for given force-angle combinations. (B,C) Samples of FA-I spikegrams
when considering first spike waves only or entire spike train patterns, respectively.

(Fig. 2B). We subsequently accounted for the entire spike train patterns emitted
by the population of 42 mechanoreceptors (Fig. 2C), to investigate the possible
contribution of second and following spike waves to information transmission. We
studied temporal encoding/decoding of mechanoreceptor discharges in terms of
rapid and reliable discriminability —i.e. in terms of optimal information trans-
fer as defined in Sec. 2.1. The results of Figure 3A compare the time course
of metrical information I∗(R; S) (solid lines) and conditional entropy H∗(R|S)
(dashed lines) when considering first-spike waves (black lines) or full spike trains
(grey curves). Perfect discrimination of 81 tactile stimuli based on the relative
spike timing of mechanoreceptor responses occurred within 40 ms of the first
spike emitted, i.e. very early in the protraction phase of stimulation (Fig. 3A,
bottom). These results also suggested that taking into account entire spike trains
did not provide any significant benefit in terms of discrimination capacity and
velocity, corroborating the hypothesis on the relevance of the variability in the
first-spike latency domain. To study the potential role of subsequent spikes we
employed the Victor-Purpura metrics DV P to measure the distances between
FA-I responses to a specific stimulus set. We computed the DV P between the
responses to stimuli with force amplitudes 1 and 2 N, i.e. DV P (1N, 2N), then to
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Fig. 3. Results. Metrical information analysis of 42 FA-I responses to 81 tactile stim-
uli. Each stimulus was presented 100 times. (A) Metrical information over time when
considering either first spike waves only (black curve) or entire spike trains (grey line).
(B) Time course of the distances between FA-I responses to stimuli with force ampli-
tudes 1 and 2 N, D(1, 2), then to stimuli with force 2 and 4 N, D(2, 4), and finally
to stimuli with force 1 and 4 N, D(1, 4). For each combination, all the other contact
parameters were varied. (C) Only entire spike trains allowed an isometric input-output
mapping to be captured (dashed rectangles indicate the perfect isometric mapping).

stimuli with force 2 and 4 N, i.e. DV P (2N, 4N), and finally to stimuli with force
1 and 4 N, i.e. DV P (1N, 4N). Figure 3B shows that the following relation was
verified: DV P (1N, 2N) + DV P (2N, 4N) = DV P (1N, 4N). This result held when
both only first spike waves (Fig. 3B, left) and entire spike trains were considered
(Fig. 3B, right). Thus, in both cases the one-dimensional stimulus space was
mapped onto a non-curved one-dimensional response space. This “alignment”
property could be suitable to dissociate the problem of decoding the force of the
stimulus from that of determining other features of the stimulus (i.e. pruning of
the search state space). Importantly, Figure 3C shows that only when consider-
ing entire spike trains the distances between the responses tended to reflect the
distances between the stimuli, suggesting an isometry-like property of the decod-
ing measure. We further investigated this isometric coding property by analysing
entire spike train responses to the stimulus set of Figure 4A, top. Decoding based
on Victor-Purpura metrics —as for data in Figure 3B— proved to be unsuitable
to capture the geometrical regularities (i.e. both “alignment” and isometric prop-
erties) encoded by the mechanoreceptor response space (not shown). We then
applied a decoding scheme based on the SRM metrics (Eqs. 5- 7), which allowed
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Fig. 4. Results on isometric coding. (A) Multi-dimensional scaled representation (bot-
tom) of the metrical organisation of FA-I responses to 7 stimuli (top; i.e. a probe of
fixed curvature applied along the Normal direction with force 1, 2, 4 N, and along the
Ulnar, Radial, Distal and Proximal directions with force 4 N). (B) Multi-dimensional
scaled representation (bottom) of FA-I responses to 12 stimuli (top, i.e. a probe a fixed
probe applied along the 4 directions Ulnar, Radial, Distal, and Proximal with different
angles 5◦, 10◦, 20◦; the force was fixed and equal to 4 N).

us to mimic a population of 20 putative 2nd-order neural decoders stochastically
connected to the 42 recorded mechanoreceptors. We computed the distances be-
tween responses elicited by the set of stimuli shown in Figure 4A (top) as the
sum of the SRM distances for each of the 20 hypothetical 2nd-order neurons.
For visualisation purposes, we applied a multi-dimensional scaling to this set of
distances to determine the three dimensions that best preserved all measured
distances. The projections of the multidimensional responses onto the identi-
fied 3-dimensional space are shown in Figure 4A, bottom. We obtained both
isometrically-organised and “aligned” clusters in the response space. Stimula-
tions in the Normal direction with forces 1, 2 and 4 N formed a line that passed
orthogonally in the middle of a square formed by the responses to 4 orthogonal
stimulations. Finally, Figure 4B shows that isometric coding was also obtained
when considering a more complex data set of 12 tactile stimuli.

4 Discussion

This paper highlights the importance of accounting for the metrical relations
between spike trains when studying neurotransmission. We contribute to spike
metrics theory by deriving a novel distance that embeds the characteristics
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(e.g. membrane time constant, threshold and slope of the non-linear firing func-
tion) of a probabilistic neural decoder. This distance helps us to determine the
decoder’s parameters leading to effective information transfer —in terms of both
input discrimination and detection of geometrical input organisation. When de-
coding the activity of human FA-I mechanoreceptors we provided evidence that
the temporal structure of their activity contains enough information to discrimi-
nate large number of tactile stimuli within few milliseconds and to infer geomet-
rical relations between them. Our results suggest that first-spike latencies across
multiple mechanoreceptors are relevant to rapid and non-ambiguous reconstruc-
tion of the input, whereas only by decoding entire spike train responses we can
go beyond discrimination and capture higher-order properties such as isometric
stimulus-response transformations. This observation may be the basis for the
ability to extrapolate and/or generalise tactile perception and recognition in the
presence of never experienced stimuli.
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Abstract. In this paper, we study how a biologically-plausible cerebellum 
architecture can store and retrieve different robotic-arm internal models (in 
synaptic connections between granular layer and Purkinje cells)  at the granule 
layer  (dynamic modifications of a base robot-arm-plant model), and how the 
model microstructure and input signal representations can efficiently infer models 
in a robot control scenario during object manipulation. More specifically, we have 
evaluated the contribution of the granular layer to the ability of the cerebellum to 
generate corrective actions. To achieve this we have embedded a spiking cerebellar 
model into an analog control loop whose output commands a simulated robot arm. 
The performance results obtained by using a cerebellum which includes granular 
layer are compared to those using a cerebellum without this layer. The results show 
that this layer effectively contributes to the generation of accurate cerebellar 
corrections. This work represents a well defined case of study in the field of 
neurobotics, in which biologically plausible neural systems and robots are used to 
study the functionality of biological systems. 

Keywords: Granular Layer, Biological Robot Control, Trajectory Following, 
Plasticity, Context Switching, STDP, Cerebellum, Spiking Neural Network. 

1   Introduction 

The granular layer contains approximately half of number of neurons in the entire 
human brain [1]. The granular layer represents a highly divergent structure (there are 
approximately 103 granule cells per mossy fiber) whose functionality seems to be 
essentially unsupervised [2]. Granular cells (GR) seem to be responsible for building 
a sparse representation of the mossy fibers inputs.  In this layer an efficient processing 
of mossy fibers (MF) activity takes place and a sparse representation is supposed to 
be delivered through the parallel fibers (PFs) which are the axons of the GRs. This 
processing may facilitate the learning capability at the parallel fibers-to-Purkinje cells 
(PF-PC) connections in order to minimize destructive interferences among 
consolidated pre-learnt contexts. The granular layer includes the contextual 
information provided by MFs [3] [4]. In these works, the authors study how the 
granular layer produces sparse activity in the parallel fibers (through a comparison 
between cerebellar models with or without this layer) in a way that maximizes the 
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mutual information transfer between MFs and PCs (reducing statistical dependencies 
between information transmitted through different parallel fibers). The activity in the 
granule cells is mainly determined by the activity of the incoming connections from 
the input mossy fibers and the synaptic weight of these connections. Although the 
cerebellum seems to posses very diverse adaptation mechanisms at different sites, the 
approach presented in this work uses fixed MF-GR connections with constant strength 
and LTD and LTP as adaptation mechanisms at the PF-PC connections as described 
in Section 2.4. This seems to be the main supervised adaptation mechanism at these 
PF-PC synapses [5], which in our approach remains central for the corrective 
functionality of the cerebellum in an object manipulation task. 

 

Fig. 1. The simplified microcircuitry of the cerebellum. Human cerebellum is formed by three 
layers: granular, molecular and Purkinje layer. The human cerebellum involves about 10 
million Purkinje cells receiving excitatory inputs from parallel fibers. Each parallel fiber 
synapses on about 200 Purkinje cells; these parallel fibers are GR axons. Some of these GRs 
are excited by the mossy fibers (with afferent connections from the spinal cord, with sensory 
and motor estimates). Each Purkinje cell receives further excitatory synaptic input from one 
single climbing fiber. The output of a Purkinje cell is an inhibitory input signal to the deep 
cerebellar nuclei which is the only output pathway of the cerebellum. 

These adaptive synaptic weights define a direction in the MF input space along 
which the GR layer (synaptic PF-PC) has the highest sensitivity. According to [3], the 
desired  situation would be the one that drives GRs to the sparsest code representation  
making all neighboring cells as independent as possible. This leads to a representation 
with the most interesting and useful properties for subsequent computations in the 
cerebellum. The sparser the coding is, the more storage capacity information the 
network has [4] [6] [7]. Therefore, to adequately activate a PC a sparsely-activated 
group of GRs is required [8]. In order to specifically evaluate the ability of the 
granular layer to conveniently pre-process the MF information, we have carried out 
simulations including and excluding this layer in the cerebellum architecture. These 
simulations assess whether this pre-processed signals properly activate PCs improving 
subsequent torque computations in the next layers. 
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The working hypothesis and methodology of this work can be briefly described as 
follows: 

1. Achieving a biologically relevant task which consists in accurate manipulation of 
objects which affect a base dynamic model of the base plant. Different objects 
represent different contexts for the network in the manipulation task. 

2. Definition and implementation of a spiking-neuron based cerebellum model in 
order to evaluate how the granular layer of the cerebellar model affects the 
functionality of the system in this multi-context manipulation scenario. 

2   Methods 

We have used an efficient event-driven simulator for extensive spiking network 
simulations (EDLUT) [9] [10]. To achieve this, we have embedded a cerebellar spiking 
network in an analog control loop which controls a three-degrees-of-freedom robot. The 
robot performance results are evaluated with regard to inclusion of granule cells in the 
cerebellar model. 

2.1   Arm Simulator and Training Trajectory 

We have integrated the robot plant simulator of the LWR (Light-Weight-Robot 
developed at DLR) [11] [12] with the control loop defined in Fig. 2. The simulated-
robot-plant physical characteristics can be dynamically modified to emulate different 
contexts. The LWR (Fig.2.a) robot is a 7-DOF arm composed of revolute joints. In 
our experiments we used the first (so-called q1), second (q2) and fourth joint (q3) 
keeping the others fixed. The task for the experiments with LWR robot is to follow an 
eight-like trajectory. This is a rather standard benchmarking trajectory. The inverse 
kinematics is computed to obtain a smooth trajectory in joint angle space [13] [14]. 
The trajectories of individual joints have enough variation ensuring a sufficiently rich 
movement that allows dynamic robot arm features to be revealed [14] [15].  

                                             (1.A) 

                                            (1.B) 

                                           (1.C) 

2.2   Control Architecture 

In this section, the Feedback-Error Learning (FEL) architecture [16], shown in Fig. 
2.b, is presented. It consists of both the crude inverse dynamic robot model which 
generates the ideal joint torque values (the needed torque when neither disturbances 
or context switching scenarios appear) and the cerebellum module which supplies the 
feed-forward joint corrective torque[16] [17]. When the crude inverse dynamic model 
is faced with a non-ideal scenario (i.e. when the robot is manipulating an object), it is 
not able to generate a correct global torque on its own to drive the robot plant 
properly; therefore, an error between the desired and the actual robot's trajectory 
comes up. This is the so-called feedback error. The cerebellum receives this signal 
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Fig. 3. Cerebellum configuration diagram with and without granular layer (the number of neurons 
per layer is represented in brackets).  MFs are fed by an analog current signal generated by means 
of overlapping radial basis functions (RBF) as receptive fields in the value space of the input 
signals. These inputs (translated into spikes) encoding the movement are sent (upward arrow) 
through the parallel fibers (PFs). Error-related inputs are sent (upper downward arrow) through the 
climbing fibers (CFs). Outputs are provided by the cell of the deep cerebellar nuclei (DCN)(lower 
downward arrow). The DCN collects activity from the input layer (excitatory inputs) and the 
Purkinje cells (PC) (inhibitory inputs). The outputs of the DCNs are added as corrective activity in 
the control loop (

iτ where i=1 to number of joints) of Fig.2.b. [19] a) Cerebellum model diagram 
without granular layer. The inputs reach directly the PFs. b) Cerebellum model diagram with 
granular layer.  Inputs are combined in the granular layer.  

2.4   Learning Process 

Although there seems to be adaptation mechanisms at many sites within the cerebellar 
structure [20] [21] the main synaptic adaptation driven by teaching or temporal 
signals (from the inferior olive (IO) by means of climbing fibers) take place at the PF-
PC synapses [22] [23]. We have adopted a STDP (spike-timing dependent plasticity) 
mechanism in the spiking cerebellar neural network. The adaptation mechanism 
drives the efficacy of the PF-PC synapses in the cerebellar model, based on the 
concept of “eligibility trace” [13], which is a measure of the past activity of the 
afferent PF. This trace aims at relating spikes from IO (error-related activity) and the 
previous activity of the PF (sensory-motor-related activity) which is supposed to have 
generated this error signal.  

This plasticity has been implemented including LTD and LTP mechanisms in the 
following way: 

a) LTD produces a synaptic efficacy decrease when a spike from the IO reaches a PC as 
indicated in Eq. (2.A). The amount of synaptic efficacy, which is reduced, depends on 
the previous activity arrived through the PF. This previous activity is convolved with 
an integral kernel as defined by Eq. (3). This kernel mainly takes into account all the 
PF spikes which arrived about 100ms before the IO spike to overcome the effect of 
transmission delays of this range on sensory and motor signals.  

b)    a) 
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b) LTP produces a fixed increase in synaptic efficacy each time a spike arrives 
through a PF to the corresponding PC as defined by Eq. (2.B).   

    (2.A)
 

                                             (2.B) 

(3) 

STDP Learning Mechanism 

Purkinje cells receive the spatiotemporal activity (coding in time the desired entries; 
positions, velocities and accelerations) from the GRs and a teaching signal through 
climbing fibers (according to the error estimate obtained in the control loop which is 
handled properly by the corresponding IO). STDP learning mechanism modifies 
synaptic weight of active GRs at the arrival time of climbing fiber spikes. Finally 
Purkinje cells inhibit deep cerebellar nuclei. This deep cerebellar nuclei is in charge 
of generating the corrective torque. In conclusion, the final generated corrective 
torque is related not only with the incoming error through the climbing fiber but also 
the desired trajectory entries coded in time by GRs. 

2.5   Experimental Methods 

We study the capability of the granular layer to aid in the generation of corrective 
models for dynamics changes to a base plant model. For each training process we use 
four objects attached at the end of the last segment of the robot arm (effector): 0.5kg, 
1kg, 1.5kg and 2kg. For this purpose, we have used a benchmark trajectory Eq. (1) 
that is repeated in each iteration and evaluated how learning adapts the GR-PC 
weights [24], to tune accurate corrective actions in the control loop (Fig. 2.b). If 
learning takes place appropriately, during the process, the obtained error in each 
trajectory execution decreases until it reaches a final stable value.  

Besides the learning curve itself, the global learning performance is assessed using 
three estimates which are calculated from the evolution of the mean absolute error 
(MAE) of the three robot joint coordinates along the executed trajectory (trial) during 
the learning process: 

• Accuracy gain: Difference between the initial MAE error and the one reached after 
the learning process (average error of the last 30 trials). 

• Final-error average: Average error of the last 30 trials. 
• Final-error standard deviation: Standard deviation of the error of the last 30 trials. 

Larger standard deviation indicates less stable behavior.  
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3   Results 

The cerebellum configurations in Fig.3 facilitate the evaluation of how the granular 
layer contributes to inferring different contexts (results shown in Fig. 4 and Fig. 5).  

 

Fig. 4. Upper plots show learning curves with (left panel) and without (right panel) granular layer. 
Different masses are been attached to the robot-arm end effector (0.5kg, 1kg, 1.5kg and finally 2kg). 
Lower plots show the values obtained applying the three estimates described in method section. The 
model that includes granular layer reaches lower errors and reveals a more stable behavior after 
learning in each different context. Final-error average values: 0.5kgNoGR = 0.027±0.011rad 
0.5kgGR=0.016±0.048rad 1.0kgNoGR=0.030±0.010rad 1.0kgGR=0.020±0.008rad 1.5kgNoGR= 
0.029±0.010rad 1.5kgGR=0.017±0.006rad 2.0kgNoGR=0.034±0.011 rad 2.0kgGR=0.002±0.007rad  

As shown in Fig. 4, the learning curves present a better behavior using granular layer, 
since a sparse population of active cells changing in time is effectively obtained ( 4.7 
spikes per second of average activity per granule cell in contrast to 21.6 spikes per 
second average activity per mossy fiber ). The ideal situation would be represented by an 
activity of 1spike per trajectory execution and cell (PF), which means, a sole cell that 
unambiguously represents a joint position/velocity along the trajectory, the more 
concurrent activity we have, the less precise representation we obtain. This time-varying 
sparse population is able to represent exclusively a specific trajectory-execution time 
interval. That means, that our cerebellum has a proper sparse-population codification per 
each time-varying input value we may have (positions, velocities, and acceleration), thus, 
improving the input-pattern classification carried out by PCs through the STDP learning 
mechanism (previously described in section 2.4). 
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Fig. 5. The role of the granular layer in a multi-context scenario.  Mean Absolute Error during 
the learning process switching between 2kg and 1kg object. Each trial represents a complete 
movement (eight-like trajectory). Each context-learning process is composed of 15 trials. We 
compare a cerebellar model with GRs and without them. 

Fig. 5 shows performance results of experiments using granular layer in comparison 
with others without granular layer. We have conducted these experiments with 1kg and 
2kg in a context switching scenario (the two objects attached at the end of the last 
segment of the robot arm are interchanged each 15 trials). The simulations of cerebellar 
topologies without granular layer obtain mean final errors  of 0.0542± 0.0267 radians 
(where the first value represents the mean of final-error averages obtained in these 
experiments and the second value represents the mean of final-error standard deviations 
obtained in their corresponding experiments) which are larger than the ones using a  
granular layer  (0.0151± 0.0057radians).These more precise and stable outputs suggest 
that GRs are essential in the model inference process.  

4   Conclusions and Future Work 

In the framework of multiple-context management we have studied the role of the 
granular layer when abstracting different models using the presented spiking 
cerebellar model. Although a simple cerebellar structure has been used for the control 
tasks, it has become clear that the separability capability at the granular layer is of 
high interest in this task. Furthermore, the granular layer also performs spatio-
temporal filtering of signals and spatio-temporal redistribution of activity coming 
from mossy fibers. These features are also used for computational operations 
involving coincidence detection and pattern separation [25] and also for reducing 
interferences between different co-existing learned models. According to Fig. 5, the 
granular layer is of critical importance to facilitate the generation of accurate specific 
corrective torques for different contexts in a multi-context manipulation scenario. 
Thus, the translation of input signals into sparse codes seems to be important, since no 
other specific discrimination module is included in this kind of network topology. 
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Inter-context discrimination and corrective torque generation is conjointly performed 
in a distributed manner in the cerebellar structure.   

The results of this paper aim to advance in the comprehension of the functional 
role of cerebellar components and how this role is supported by specific network 
topologies. As future work, a more extensive set of experiments will be conducted to 
further asses the relevance of the granular layer and to statistically evaluate the 
results. We also will study the scalability of this cerebellar configuration, their 
robustness against noise in MF and IO entries and their response in the framework of 
different control loops.   
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Abstract. A large-scale computational model of the cerebellum granular layer 
has been adapted to generate long-term synaptic plasticity in response to 
afferent mossy fiber bursts. A simple learning rule was elaborated in order to 
link the average granule cell depolarization to LTP and LTD. Briefly, LTP was 
generated for membrane potentials >-40 mV and LTD for membrane potentials 
<-40 mV. The result was to generate LTP and stronger excitation in the core of 
active clusters, which were surrounded by LTD. These changes were 
accompanied by a faster and stronger spike generation compared to the 
surround. These results reproduce the experimental observations and provide a 
valuable and efficient tool for implementing autonomous learning algorithms in 
the cerebellar neuronal network. 

Keywords: NEURON, cerebellum, LTP, LTD, granule cells, modeling.  

1   Introduction 

Realistic large-scale representations of central neuronal networks can be obtained 
using the NEURON simulator[1]. These networks implement a bottom-up approach, 
which can provide important validations and predictions about network activity. 
Realistic models are tightly bound to experiments, with which usually co-evolve. We 
present here the case of the granular layer of the cerebellum (Fig. 1), a basic version 
of which has recently been published[2].  

The cerebellar network is composed of a little number of neuronal types connected 
through a well defined architecture[3,4,5]. This has simplified the development of 
network models, which  have been elaborated in several steps. Initially, realistic detailed 
representations of single granule cells and Golgi cells have been generated revealing 
that the whole set of complex properties of intrinsic excitability and synaptic 
transmission can be reproduced by appropriate mechanisms derived from experimental 
observations. Then, the single cell models have been used to generate the network 
model, which proved able to reproducing all known granular layer spatio-temporal  
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Fig. 1. Schematic representation of the cerebellar circuit. The granule cell represents the 
gate to the cerebellar cortex. It receives excitatory connection from mossy fibers and sends its 
axon to the molecular layer forming the parallel fibers, which activate the Golgi cells, the 
Purkinje cells and the molecular layer inhibitory interneurons (stellate and basket cells). Note 
the double feed-back and feed-forward inhibitory loop formed by the Golgi cells. Other 
elements of the cerebellar cortex are also indicated. 

 

dynamics [2] and reconnecting molecular and cellular properties of the granule cell to 
global network computations[6,7,8,9,10].  

The granule cells conductance-based models have been based on a large amount of 
experimental information (e.g. see [11,12,13,14,15,16,17,18,19]. These models 
allowed explaining properties like resonance [20,21] and synaptic plasticity[21], Na 
channel localization and spike generation [22], stochastic release and mutual 
information (MI) transfer [23].  

The Golgi cell conductance-based models have also been based on a experimental 
information[24,25] although more limited than for the granule cells.  These models 
allowed explaining pace-making and resonance, adaptation, phase-reset and rebound 
excitation[26,27,28,29]. Synaptic transmission has also been reproduced (Cesana, 
Dieudonne, D’Angelo and Forti, in preparation). 

The current version of the large-scale model contains as many as 105 granule cells 
and several tens of Golgi cells with all the synapses in between. This model is 
currently under extension with an algorithm capable of generating long-term synaptic 
plasticity and reconfiguring network activity. 
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1.1   LTP and LTD Rules 

Long-term synaptic plasticity at the mossy fiber – granule cell synapse is induced by 
NMDA receptor activation and by the consequent calcium influx in a voltage-
dependent manner[19,30,31,32]. It has been shown that Golgi cell inhibition, by 
preventing granule cell depolarization, can effectively regulate the balance between 
LTP and LTD in response to high-frequency mossy fiber trains[33].  A robust NMDA 
receptor-dependent calcium influx occurs above -40 mV and can drive LTP. Between 
-40 mV and -50 mV, the contribution of the NMDA channels is modest. Moreover, 
mGlu receptors can generate a voltage-independent calcium influx, probably though 
release from intracellular stores enhancing LTP and inducing LTD (this latter 
mechanism occurred at low frequency but may also be extended for high-frequencies 
at low voltages) [30,31,34]. Therefore we have used the following simple plasticity 
rule for LTP and LTD generated by a short high-frequency train: 

 

LTP for average Vm > -40 mV 
LTD for average Vm < -40 mV 
 

Experimentally, LTP and LTD have been reported to reflect changes in release 
probability [19,31]. This parameter in our models is reported explicitly [2,21] and can 
therefore be modified by activity. 

2   Methods 

The large scale model used for these simulations is the same as that published 
previously[2], except for the fact that the number of synapses between mossy fibers and 
Golgi cell has been increased from 50 to 150. This allowed accelerating the rate of 
Golgi cell synaptic depolarization, improving control over the timing of inhibition. With 
a bundle 23 active mossy fibers, the granule cell cluster included 625 granule cells and 
inhibition in granule cells peaked in about 4.3±0.9 ms. Therefore, this cluster reproduces 
properties compatible with those observed experimentally [7,29,33,35,36]. In these 
simulations, all the mossy fiber granule cell synapses were initially set at the release 
probability, p=0.42. Then, the mossy fibers bundle was stimulated with a 3-spikes at 
300 Hz train. The average membrane depolarization of the activated granule cells was 
then computed and used to modify p according to the plasticity rule illustrated above. 
After p modification, the net was stimulated again and the results compared. 

3   Results 

The response of the granular layer was organized in center - surround according to 
previous reports [33,35,36] (Fig. 2A). This occurred because the core provides both 
the strongest excitation of granule cells and the strongest lateral inhibition through 
Golgi cells. While the percentage of active granule cells was 11% in control (p=0.42), 
the percentage decreased with LTD (p=0.2) and increased with LTP (p=0.8). 
Interestingly, the number of discharging granule cells decreased from center (where it 
was as high as 50%) to periphery of the active area, in agreement with the “center-
surround” mechanism [13]. The increase in p was accompanied by an anticipation of 
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the first spike and by an increase in the number of spikes per cell (Fig. 2B), in 
agreement with the “time-window” mechanism [7].  

The voltage-dependent plasticity rule reported above influenced the center-surround, 
in that the center became broader with a sharp transition between discharging and non 
discharging granule cells. The overall percentage of discharging cells increased to 21%. 
This result was compared to the case of a uniform change in release probability over the 
whole cluster. In this case, the size of the discharging core changed remarkably, with a 
contraction at p=0.2 (5% discharging cells ) and an expansion at p=0.8 (22% 
discharging  cells ). The profile of the discharging area obtained at p=0.8 was very 
similar to that observed applying the voltage-dependent plasticity rule (Fig. 2C).  

 

 

Fig. 2. Network response modifications induced by LTP and LTD. (A) Granule cells are 
represented by dots with a color corresponding to their membrane potential. Note that a few 
discharging cells (red) are addensed in the core. After induction, an area of LTP is manifest in 
the core and an area of LTF in the surround.(B) Granule cell making spikes become more 
numerous after LTP. Moreover, spikes occur earlier. (C) The density of active granule cells (i.e. 
those making spikes) is distributed from center to periphery of the cluster. The density changes 
remarkably with a uniform change in release probability. The  change caused by the voltage-
dependent learning rule is almost indistinguishable from that caused by p=0.8. 
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4   Discussion 

This work reports a simple and efficient plasticity rule for implementing use-
dependent synaptic changes in response to incoming input trains. The rule is based on 
the well-known voltage dependence of NMDA channel opening, which brings about a 
proportional regulation of intracellular calcium concentration [31,32]. It remains to be 
demonstrated whether a fine representation of internal calcium dynamics, which are 
influenced by mGlu receptors as well as by voltage-dependent calcium channels and 
calcium release from intracellular stores, could modify the results. The fact that the 
changes in cluster organization caused by the voltage-dependent plasticity rule and by 
a homogeneous change in release probability were similar, indicates that granule cell 
discharge is strongly influenced by synaptic inhibition. This latter prevented granule 
cell firing outside the core independent from release probability. However, clearly, 
non discharging granule cells with low release probability would be even more 
disadvantaged while responding to incoming inputs, generating a sharp edge between 
core and periphery.   

The changes in network response obtained in these simulations strongly resemble 
those observed experimentally. Indeed, multi-electrode array recordings and voltage-
sensitive dye imaging have shown that, following induction of long-term synaptic 
plasticity, LTP is condensed in the center and LTD in the surround [33,35,36]. This 
result directly addresses the mechanism through which the cerebellar granular layer is 
supposed to operate. Incoming inputs need to be separated and selectively amplified 
and filtered [37,38]. Since LTP and LTD regulate the transmission properties in terms 
of spike delay and frequency, the generation of sharp center-surround structures 
would eventually generate effective reconfigurable spatio-temporal filters [39,40].  

The present method remapping plasticity over average depolarization could be 
automated, causing release probability to change in accordance to specific  granule 
cell response patterns. This could allow generating autonomous machine learning 
exploiting the computational and plastic properties of cerebellar neuron and synapses. 
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Abstract. Emerging research areas in neuroscience are requiring sim-
ulation of large and detailed spiking neural networks. Although event-
driven methods have been recently proposed to simulate these networks,
they still present some drawbacks. To obtain the advantages of an event-
driven simulation method and a traditional time-driven method, we pres-
ent a hybrid method. This method efficiently simulates neural networks
composed of several neural models: highly active neurons or neurons de-
fined by very-complex model are simulated using a time-driven method
whereas other neurons are simulated using an event-driven method based
in lookup tables. To perform a comparative study of this hybrid method
in terms of speed and accuracy, a model of the cerebellar granular layer
has been simulated. The performance results showed that a hybrid sim-
ulation can provide considerable advantages when the network is com-
posed of neurons with different characteristics.

Keywords: spiking neural networks, simulation, time-driven, event-
driven.

1 Introduction

Many research projects are studying and modeling nervous circuits of specific
brain areas. To accomplish these tasks, well-known simulators such as GENE-
SIS [2] and NEURON [8] have been traditionally used since they provide a good
accuracy when simulating detailed biophysical models of neurons. Their main
drawback is the low simulation speed, which is caused by the simulation method
that they mainly employ: time-driven simulation. This simulation method di-
vides the simulated time into short time steps and in each step the neural state
variables are approximated and updated through a numerical analysis method
[11]. This iterative processing involves an intensive computation which hinders
the simulation of large scale neural networks.

The demand for fast simulations of neural networks has given rise to the ap-
plication of another simulation method: event-driven simulation. This simulation
method only computes and updates the neural state variables when a new event
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modifies the normal evolution of a neuron, that is, when an input is received
or an output is produced. At the same time, it is known that most information
transmission in biological neural circuits is carried out by the so-called spikes.
These events are relatively infrequent and localized in time: less than 1% of
neurons are simultaneously active [9] and the activity is extremely sparse in
many nervous areas such as the granular layer in the cerebellum [4]. This makes
event-driven simulation schemes particularly efficient.

Most common event-driven simulators [5,14] use relatively-simple neural mod-
els described by equations which can be evaluated repeatedly at arbitrary times
(e.g. the Spike-Response model). However, even the limited complexity of these
models makes it difficult to predict the future behavior of a neuron, especially to
detect the nearest threshold-crossing point that corresponds to the next firing
time [10,6]. To mitigate these two limitations (i.e. model-complexity restriction
and firing-time prediction which allows a straightforward event-driven simula-
tion) EDLUT (Event-Driven neural simulator based on LookUp tables) was im-
plemented [13]. This application software is an open source project [1] for efficient
simulation of biological neural networks. It is of particular interest in the field
of neurobotics and embedded neural computing in which real-time processing is
required, for example, for experiments which include perception-action loops.

EDLUT uses lookup tables which store all the possible values (with certain
precision) of the neural-model state variables [3] in addition to the future states
(firing times) [12]. Therefore, a whole neural model is encoded in each set of
model-characterization tables. These tables are calculated using time-consuming
numerical analysis (e.g. Runge-Kutta method). However, once they are gener-
ated, the network simulation can be run efficiently through the event-driven
method, just by accessing tables when the neural state must be updated or
predicted.

The initial EDLUT’s processing scheme allowed the fast simulation of more-
complex neural models. Nonetheless, this scheme presented a downside: if the
number of state variables of a neural model was relatively large, the size of the
corresponding lookup table could be excessive.

In this work, we describe how EDLUT has been upgraded to provide a hybrid
time-and-event driven simulation method. It has been proven that this method
allows the concurrent simulation of some neuronal model using the event-driven
method (the models which can be translated into lookup tables) and other mod-
els using the time-driven method in the same network. Finally, we have per-
formed a comparative study of this event-and-time-driven computation method
in terms of speed and accuracy.

2 Description of the Time-Driven Simulation Method

In order to achieve a simulation including both event-driven and time-driven
methods, the previously-developed Event-Driven LookUp-Table simulator (ED-
LUT [13]) has been upgraded. The previous architecture was mainly composed
of a simulation engine capable of processing spikes. Now, it handles a spike as a
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concrete type of event, so that, different classes of events can be processed ho-
mogeneously. Thus, the simulation loop could be seen as a simple event handler
as shown in algorithm 1.

Algorithm 1. EDLUT Simulation Engine. The simulation algorithm mainly
follows an event-driven method. However, the homogeneous event treatment
allows the implementation of a time-driven method without modifying this loop.
Many new features can be added by means of adding a new class of event which
implements the ProcessEvent method.
program NeuralSimulator ()

InitializeSimulation(...);

repeat

Event := GetTheNextSimulationEvent();

SimulationTime := Event.Time;

Event.ProcessEvent();

Event.RemoveFromHeap();

until Heap.IsEmpty();

end.

The time-driven events interface with the time-driven simulation loop. Each
time that one of this kind of event is caught, all the time-driven neurons are pro-
cessed and their state is updated. The processing algorithm is mainly composed
of 3 different parts:

1. The neural state of each time-driven neuron is updated. This evolution is
computed according to the neural model associated to that neuron and the
elapsed time from the last state update.

2. If one of those updated neurons fires an spike, this is inserted on the top of
the event heap as an internal spike and it will be processed according to its
time stamp.

3. Finally, a new time-driven update event is inserted in the event heap. This
upcoming event will be handled after the shortest time step of all neurons
has been processed (in case of simulating with several time steps).

Also the input spike type has been added to the original EDLUT data struc-
tures. Following the same methodology proposed in EDLUT, external inputs
reach the network through stub neurons. Thus, an incomming spike does not
modify the stub neuron state, it only generates the corresponding input spikes
(propagated spike events [13]) for every neuron which is connected to the output
of this neuron. In this way, input spike processing is really simple, it only inserts
the first (the earliest) output spikes produced by the input neuron.

Another kind of implemented event is the internal spike. These are directly
fired by the dynamics inherent to the neurons (as a response to input conduc-
tance or as a consequence of the autonomous activity of the neurons). In these
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events, a different processing is carried out depending on whether the neuron
model is time-driven or event-driven. The last one updates the neural state and
after that, checks if other spike is scheduled for later, and in that case it inserts
it in the simulation heap. However, this state-update stage is not necessary when
simulating event-driven neural models due to the periodical evolution of the state
variables. Finally, the first propagated spike is inserted in the simulation heap.

The last implemented stage of the spike processing is the propagated-spike
event which corresponds to one spike being transmitted between neurons. Thus,
the input spike will be processed and only if the neural model is event-driven
the state will be updated. After that, the next propagated spike (generated by
the same source neuron) will be inserted in the simulation heap.

Finally, some other different types of events have been implemented in order
to handle different situations which could happen during the simulation (such as
communication with external systems following an simulation loop, saving the
synaptic weights periodically to explore learning processes...).

3 The Granular Layer Model

Two different alternatives of the same neuron model (Leaky Integrate and Fire)
has been implemented and subsequently tested: time-driven and event-driven
based in look-up tables. Using these models, an abstraction of the granular
layer of the cerebellum has been built. This network is composed of partially
overlapped neurons including as a whole 4877 neurons of two different types (see
Figure 1).

Mossy Fibers [350]
O 1-51, O 1-50

GrC GoC

Granule Cells [4500]
I 4-1, I 4-1, O 1-1
MF GO GoC

........

w =2nS
mfs-GrC-AMPA

Golgi Cells [27]

O 1-667
GrC

I 100-1, I 50-1,
GrC MF

w =1nS
GrC-GoC

w =0.5nS
GoC-GrC

Parallel Fibers

w =0.05nS
mfs-GoC

Fig. 1. Simulated architecture of the granular layer. The whole network is composed
of 350 mossy fibers (MFs), 4500 granule cells (GrCs) and 27 Golgi cells (GoCs). The
convergence/divergence ratios are represented into each layer (e.g. each GrC receives
activity from 4 MFs and 4 GoCs, and each GoC receives activity from 100 GrCs and
50 MFs).
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3.1 Leaky Integrate-and-Fire Model (LIF)

Both neuronal types (GrCs and GoCs) have been implemented using a Leaky
Integrate-and-Fire model [7]. However, different constants have been defined in
order to get realistic dynamics according to the cell type. Firstly, this model was
strictly implemented following a time-driven scheme. Afterwards, an adaptation
process was carried out in order to develop a more efficient event-driven model
based in look-up tables.

The state of the neuron is characterised by membrane potential (Vm−c) which
is expressed by equation (1).

Cm
dVm−c

dt
= gAMPA(t)(EAMPA − Vm−c) + gGABA(t)(EGABA − Vm−c) +

Grest(Erest − Vm−c) (1)

where Cm denotes the membrane capacitance, EAMPA and EGABA represent
the reversal potential of each synaptic conductance and Erest is the resting po-
tential. gAMPA and gGABA conductances integrate all the contributions received
through individual synapses and are defined as decaying exponential functions.
The parameters of the neuronal model and a more detailed description can be
found in [7].

These neuron models account for synaptic conductance changes rather than
simply for fixed current flows, providing an improved description over common
I&F models. The version of these neural models implemented for EDLUT simu-
lator can be found and downloaded at the EDLUT project official site (see [1]).

LIF models can be directly implemented following event-driven schemes based
on lookup tables with only regarding the correctly adjusting the table dimen-
sions. However, once both time-driven and event-driven schemes were imple-
mented, we used the first of them to validate and test the performance of the
second one.

4 Hybrid Event-Time Driven Simulation Experiments

A hybrid network including a time-driven model (the GoC model) and an event-
driven model (the GrC model) has been built. This hybrid simulation method
includes the advantages of the well-controlled accuracy of a time-driven model
in GoCs and a fast simulation of GrCs with the event-driven model. Moreover,
these advantages are more acute if we take into account the number of GrCs
(4500 in our model and more than 50 billions in the human cerebellum) and
the small number of GoCs (only 27 in our experiment and also a much smaller
number than GrCs in the human brain) which diverge into a wider area in GrCs.
These characteristics make the cerebellum more suitable to be simulated using
this method.

In order to test the accuracy of the whole system, a complete-time-driven gran-
ular layer has been simulated using different time steps and has been compared
with a hybrid simulation scheme (event-driven model in GrCs and time-driven
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model in GoCs). The mean-absolute error (MAE) of the GrC activity histogram
(taking 1-ms bins) has been used as accuracy measure, following a population
code strategy. The reference model was a complete time-driven model imple-
menting 4th order Runge-Kutta methods with 0.1 ms time step. The network
was stimulated using random inputs at different frequencies, and the MAE has
been calculated after simulating the network with each input frequency.

Figure 2a shows the accuracy of the tested schemes. As expected, the error in
relation to the 0.1ms-step time-driven model increased as we simulated higher
input frequencies. However, this enhancement seems to be more marked in a hy-
brid scheme (simple line), due to the progressive accumulation of inputs arriving
at very near times. However, a hybrid system presented similar precision to a
time-driven scheme with 1 ms time step (triangle line). Thus, the time-driven
methods with the shortest time steps obtained the better accuracy, while the hy-
brid model presented reasonably good results (similar to 1ms-step time-driven
method, but better than 10ms-step time-driven method -cross line-).
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Fig. 2. (a) Obtained error (MAE) after simulating 0.5 s of real activity. Different
simulation methods are compared with the reference model (a whole time-driven net-
work using 4th-order Runge-Kutta methods with 0.1 ms step).(b) Simulation speed
measured as the rate of processed spikes per second. While hybrid scheme achieves
a nearly-constant processing rate due to the intrinsic characteristics of event-driven
schemes, time-driven schemes increased their performances as the input frequency in-
creased.

However, an event-driven simulation method based on look-up tables sup-
posed an improvement on the simulation speed specially when processing sparse
activity, as ir is believed to occur in some layers of the cerebellum (e.g. the
parallel fibers) [4]. The performance of the system was measured as the rate of
processed spikes per seconds. Using this estimator, we obtained a fair compari-
son between methods with different levels of activity (due to the accumulation
of the error along the simulation).

Figure 2b shows the performance of all the studied systems. The hybrid
scheme (simple line), using both time-driven (0.1ms time step) and event-driven
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models, kept a nearly constant rate of processed spikes per second due to the in-
trinsic characteristics of the simulation method. On the contrary, full time-driven
networks (square, circle and triangle line) improved their performances as the
input frequency increased (more activity). However, this improvement was not
completely lineal (as expected in a time-driven model) due to the implementation
of the method (using an event-driven method as the base of time-driven models).
This aspect became more evident when we simulated the time-driven network
with 10ms time step (cross line). In this case, the performance is extremely close
to the hybrid network because the computational load of the simulation is mainly
caused by the event processing (using long time steps remarkably reduces the
number of evaluations of the neural-model differential equations).

The enhancement of the performance when using hybrid networks can be
noticed if we compare the rate of processed spikes between the hybrid system
(simple line) and the 0.1ms-time-step time-driven model (square line). In both
models, GoCs are implemented using a 0.1ms time-driven model. However, the
difference lies in the model of GrCs. In this case, using an event-driven model
(hybrid system) the number of spikes per second approximately doubled the
pure event-driven model. Thus, using event-driven models in layer with a huge
quantity of neurons markedly accelerates the network simulation.

5 Discussion

In this work, an event-driven simulation environment has been widely improved
to make it capable of natively simulating time-driven methods (alone or in con-
junction with event-driven methods). This allowed the simulation of hybrid net-
works where some layers were using time-driven-based models while others were
running event-driven-based models.

A correct decision on what simulation method should implement each neuron
model could lead to an impressive enhancement of the simulation performance.
This decision should take into account some of above commented factors such as
the activity rates in which the neural model will be working, the number of neu-
rons to simulate, the influence of each neuron on the rest of the network activity,
the possibility of implementing an event-driven alternative, the complexity of the
neuronal dynamics, etc...

Event-driven methods (or more generally hybrid networks) showed good per-
formance and accuracy when working with low rates of activity. In the opposite,
time-driven model would be preferred when the characteristics of the experiment
produces high neural activity. However, as long as different layers in a biological
system could present different levels of activity, a hybrid system including both
time-driven and event-driven methods can be convenient.

The availability of a hybrid simulation environment also allows the validation
of new developed neural models for the event-driven method including this model
in the network and comparing its behaviour with the previously implemented
time-driven model. In this way, faster and more precise table-based neural models
could be designed and subsequently tested in a realistic simulation.
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Finally, as future work, the time-driven implementation will include a variable
and independent time step for each neuron, speeding up and enhancing the
precision of this method.
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Florido, J.P. II-194
Franco, Leonardo II-202
Friedrich, Elisabeth C.V. I-362
Fuentes-Fernández, Rubén II-637
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Garćıa-Chamizo, Juan Manuel II-58,
II-98
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Seoane, José A. II-252
Serrano, Eduardo I-49
Serrano, J. Ignacio I-370
Silva-Sauer, Leandro da I-337
Singh, Tarunraj II-621
Sistachs Vega, Vivian I-329
Skvortsov, Evgeny I-449
Smirg, Ondrej II-220
Solinas, Sergio I-547
Soto, Javier II-557
Sotoca, J.M. I-199
Sovilj, D. I-393
Stephens, Gerard I-256
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