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Preface

Welcome to the proceedings of the EuroHaptics 2012 conference. EuroHaptics
is the main meeting for European researchers in the field of haptics but it is
also highly international, attracting researchers from all parts of the world.
EuroHaptics 2012 took place in Tampere, Finland, during June 13-15. We re-
ceived a total of 153 submissions in three categories (full papers, short papers,
and demo papers). The review process led to 99 of these being accepted for
publication (56 full papers, 32 short papers, and 11 demo papers). The material
is divided into two volumes. The first volume contains the long papers and the
second volume contains the short papers and demo papers. Owing to schedule
restrictions some of the long and short papers were presented at the conference as
oral presentations and others as posters. In the proceedings, however, all papers
are equal.

Conferences cannot function without the challenging work that the referees
do. They read and consider each submitted paper, often under a tight schedule,
to help the Program Committee choose the best work to be presented. On behalf
of the whole EuroHaptics 2012 Organizing Committee I thank the reviewers for
their effort, including those that we may have unintentionally omitted from the
listings here.

This collection of papers shows, once again, that the field of haptics is of
interest in many areas of science and technology all over the world. I am happy to
serve this community of researchers as the editor of these proceedings. Hopefully,
they will serve us well as a reference and offer many interesting reading sessions.

June 2012 Poika Isokoski
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A Novel Approach for Pseudo-haptic Textures
Based on Curvature Information

Ferran Argelaguet, David Antonio Gémez Jiuregui,
Maud Marchal, and Anatole Lécuyer

INRIA Rennes
{fernando.argelaguet sanz,david.gomez jauregui,
maud.marchal,anatole.lecuyer}@inria.fr

Abstract. Pseudo-haptic textures allow to optically-induce relief in tex-
tures without a haptic device by adjusting the speed of the mouse pointer
according to the depth information encoded in the texture. In this work,
we present a novel approach for using curvature information instead of
relying on depth information. The curvature of the texture is encoded in
a normal map which allows the computation of the curvature and local
changes of orientation, according to the mouse position and direction. A
user evaluation was conducted to compare the optically-induced haptic
feedback of the curvature-based approach versus the original depth-based
approach based on depth maps. Results showed that users, in addition
to being able to efficiently recognize simulated bumps and holes with the
curvature-based approach, were also able to discriminate shapes with
lower frequency and amplitude.

1 Introduction

Pseudo-haptic feedback is a well-known interaction technique that allows to cre-
ate an illusion of haptic properties with the combination of visual stimuli and
passive input devices [7]. When introducing a decoupling between the visual stim-
uli and the users’ actions, the visual stimuli is dominant and can successfully
create something of haptic illusion. Several studies proved that pseudo-haptic
feedback can be used to simulate various haptic sensations such as friction [7],
the degree of hardness or softness of an object [5], the mass of a virtual object
[2] or the relief of a 2D image [6]. Its main advantage is that it does not require
any dedicated hardware device to simulate haptic stimuli. For example, to simu-
late pseudo-haptic feedback in a desktop computer, a standard mouse is enough.
Thus, the pseudo-haptic feedback can be used in a wide range of applications
(e.g. 2D GUIs, video games, virtual reality, tactile images).

In this paper, we focus on the improvement of pseudo-haptic textures [6].
Pseudo-haptic textures allow to simulate the relief of a 2D texture by adjusting
the control-display ratio of the mouse cursor. As the cursor advances along the
texture, the CD ratio is adjusted in a per-pixel basis according to the information
stored in a depth map. Unfortunately, according to haptic studies [ITJ12], using
only depth information does not provide a strong cue for shape discrimination.

P. Isokoski and J. Springare (Eds.): EuroHaptics 2012, Part I, LNCS 7282, pp. 1-{I2] 2012.
© Springer-Verlag Berlin Heidelberg 2012



2 F. Argelaguet et al.

Fig. 1. Comparison of a generated depth map (center) and normal map (right) of a
particular viewpoint of the armadillo model (left). High frequency details cannot be
stored in the depth map due to limited spatial resolution. In contrast, high frequency
details are better preserved in the normal map.

In addition, it is difficult to balance the effect of the depth-based approach for
high depth ranges.

In this work, we introduce the use of curvature information to enhance the
illusion of the pseudo-haptic textures. The curvature is encoded into a normal
map, which provides information about the curvature at each pixel and deter-
mines changes of the local orientation of the surface (see Figure[Il). Normal maps
are commonly used in computer graphics and haptics to store high frequency
data, they can be computed procedurally or using a 3D graphic editing software.
Although the curvature information of a surface is an important discriminant for
haptic perception, as far as we know, there is no study exploring its integration
with pseudo-haptic textures. We believe that curvature information can provide
a stronger cue about the shape of textures than depth information.

The remaining of the paper is structured as follows. In Section 2, we discuss
previous work on pseudo-haptic textures and haptic perception using curvature
information. In Section 3, we present the proposed algorithm based on curvature
information. Next, in Section 4, we detail and discuss the results of the user eval-
uation comparing our approach with the depth-based approach. Finally, Section
5 provides concluding remarks and future work.

2 Related Work

2.1 Pseudo-haptic Textures Based on Depth Maps

Several works have studied the efficiency of pseudo-haptic effects in order to
simulate haptic properties. As one of the first experiments, Lécuyer et al. [7]
simulated friction with a virtual cube moved by the user using a 2D mouse and
a Spaceball. In this experiment, the virtual cube was decelerated when crossing a
gray area by altering artificially the Control/Display ratio (Control refers to the
speed of hand movement while Display refers to the speed of cursor movement).
Here, users were able to perceive “friction” with an increased C/D ratio without
using a haptic device.
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In a posterior study, Lécuyer et al. [6] investigated the simulation of tactile
sensations on 2D textures using a pseudo-haptic approach. The main idea con-
sisted in controlling the speed of the mouse cursor as a function of the depth
information of the texture over which the mouse cursor was traveling. For ex-
ample, when the mouse cursor was moving along a surface with a positive slope,
the speed of the cursor was decreased; on the opposite case, a negative slope pro-
duced an acceleration of the mouse cursor. In these experiments, the users were
able to efficiently identify simulated bumps and holes in the texture. Hachisu et
al. [4] also used the depth information of the textures to combine the pseudo-
haptic effect with visual and tactile vibrations in order to strengthen the tactile
perception.

Mensvoort et al. [§] compared the usability of mechanically simulated haptic
textures with optically simulated haptic textures. The authors used the slope
vector of the texture to increase or decrease the speed of the mouse cursor. In
order to compute the slope, they used the depth map of the texture as source of
information. Later, the same authors [9] compared the perceptual differences of
recognizing bumps and holes using pseudo-haptic textures with the simulation
generated by a mechanical force feedback device. The results showed that in
some cases, for example, for subtle forces, optically simulated haptic feedback
can be even more expressive than mechanical simulations of force feedback.

2.2 Haptic Perception Using Curvature Information

Although previous work present important improvements and applications of
pseudo-haptic textures, there is no study that investigates the curvature infor-
mation of the texture in order to enhance the pseudo-haptic effect. Several prior
studies using haptic devices have shown that the orientation of the surface of
contact is a dominant source of information for perceiving shape [3]. Bernard et
al. [10] presented an experiment in which users had to distinguish an elliptical
cylinder from a circular cylinder using a haptic stimuli. In the elliptical cylinder,
the local curvature varies over the surface, whereas it is constant for the circular
cylinder. The results showed that an ellipse can be distinguished from a circle
when divergences or changes in curvature can be perceived. In contrast, when
curvature information was lacking, shape recognition performance decreased.

Wijntjes et al. [I1] investigated the specific contribution between the curva-
ture (local orientation) and depth cues in order to perceive the shape of curved
surfaces. Their results demonstrated that discrimination performances depend
largely on the availability of local orientation. They also found that a curved
shape that is defined solely by a height profile is hard to discriminate. In a more
recent study, Zeng et al. [I2] constructed a shape-simulating haptic device that
depends totally on the curvature information. The haptic device was able to
move and rotate a flat plate. The rotation angle was dependent on the position
of the contact point and it varied following the position of fingertip in order to
satisfy the local orientation of the curved surface. The results verified that users
were able to efficiently perceive distinct curved shapes.
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3 Pseudo-haptic Textures Based on Curvature

According to the results showed in haptic studies for curvature perception, we
believe that the curvature and local changes of orientation can be exploited in
order to enhance the exploration of a pseudo-haptic texture. While the original
approach [0] only uses depth information to modify the Control/Display ratio,
our proposed method relies on the curvature information of the surface encoded
into a normal map. When the cursor moves from one pixel to another, the CD
ratio is computed according to the curvature at the midpoint of both pixels and
to the changes of the local orientation. Changes in the CD ratio can be seen
as the effect of lateral forces [I]. In the following, we describe the details of
our proposed approach that integrates the curvature information with the local
changes of orientation as important cues for simulating pseudo-haptic textures.
The algorithm differs from [6] mainly for the computation of the CD ratio.

3.1 Algorithm Description

Input. Assuming that the interactive area is restricted to the pseudo-haptic
texture, the algorithm has as inputs (see Figure [ Left): (a) the normal map
(M,,), (b) the current mouse cursor position p,, = (Zm, Ym), (c) the direction of
the mouse m and (d) the physical distance covered by the mouse d,,.

Overview. According to the input variables, the algorithm updates the position
of mouse cursor (starting at p,,) by traversing the texture along the direction
defined by m. Each time the mouse cursor advances one pixel, a new CD ratio
is computed according to the current and previous pixel. The traversal finishes
when the accumulated distance is equal or greater than d,,. Additional details
can be found in [6].

Curvature Computation. In order to compute the CD ratio, we need to
retrieve the curvature information between pixels. Let consider two neighboring
pixels p1 = (z1,91,0) and ps = (x2,y2,0) and their respective normals n; and
ny (see Figure 2 Middle). We define the plane 7 considering the direction of the

‘ cos(a) | X

Fig. 2. Curvature computation summary. Left, top view of the pseudo-haptic texture.
Middle, the computation of the CD ratio only takes into account the projection of the
normals into the plane 7. Right, relationship of the normals of the two pixels with «
and 3.
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mouse m, the viewing direction v = (0,0, —1) and p;. Then, we apply an affine
transformation to m, transforming it into xy plane (referred as 7'); the same
transformation is applied to vectors n; and ng obtaining n} and nj. Finally,
we project the normals nj and n5 into the plane 7’ obtaining nj and nfj (see
Figure [ Right). Notice that the z-axis relates to the direction of movement,
while the negative y-axis relates to the viewing direction. From nf and nj, and
using Equation [I, we can obtain the curvature represented by a and the local
change in curvature (ApB).

cos() = (nf, +nj,)/2

(1)

AB = arccos(nf, ) — arccos(n,,)

The cosine of a determines the magnitude of the slope and its sign and AS
provides information about the change of the local orientation. If A8 > 0, the
slope is locally increasing and vice-versa.

CD Ratio Computation. The computation of the CD ratio has two com-
ponents, the influence of the cos(a) and the influence of AS. First, the cos(«)
is considered as a lateral force which models the friction of the surface. If it is
negative, it applies a force against the movement and vice-versa. As the cosine is
normalized between -1 and 1 we need to apply two scaling constants determining
the maximum and minimum CD ratio. Considering that a CD ratio of 1 refers to
a flat surface (cos(a) = 0), the CD ratio is modeled as shown in Equation[2 &,in,
and kg, are user defined constants determining the maximum and minimum
CD ratio.

. 1 —cos(a) - (1 —1/kpin if cos(a) > 0, kpin > 1

CD ratio = { 1-— cosgag . Ek‘mw/— 1) ) if cosga; <0,kmaz > 1 (2)
However, this formulation accounts for the local curvature but not for changes
in curvature. The same value of cos(c) may result from different values of ny
and ny. As the computation of the CD ratio is done for each pair of pixels,
without considering previous pixels, it would produce unnoticeable effects for
sharp surfaces and edges. For that purpose, the factors k,,q, and k,;, were
adjusted according to AS (see Equation[B]). AS has its units in degrees. If AS ~
0, the CD ratio only accounts for «. Now, &/, ... and k/ ... determine the maximum
and minimum CD ratio when AS = 0. In order to avoid extreme values of k,in
and kinaz, a lower and upper limit can be defined.

kmaz = k;naac : (1 + Aﬁ) (3)

Figure B shows the behavior of the CD ratio according to « and AB. The plot
only considers smooth variations of curvature (Af = £2).



6 F. Argelaguet et al.

S
I
OSSOSO
et
S

CD-Ratio CD-Ratio OSSN,
EERRSES S
T S e
0 10 TS Boes 1
9 s ISSSSSEEE,
9 0.9 PSR ERESs BSSSSEE5 0.9
8 8 0.8 ISESSSELEED,
- ISESEEEIKIEED, 0.8
7 7 OSSN
M 06 BSSESLLS 06
5 5 ' S

4 05 st 05
4 § 05699509, % 0.4

3 0.4 S .

I %54
2 1 02 4 0.2
1 0 - 0.1
-1 0
SR
'''' 2
cos(o) -0.4 cos(o)

Fig. 3. CD-ratio variation as a function of ASB and cos(«) for (left) positive slopes,
(right) negative slopes. The upper and lower limit for kmaz and kmin were 30 and 5,
and 4 and 1.5 for k.., and kl,;,.

3.2 Comparison with the Depth-Based Approach

Both approaches exhibit a similar behavior, crossing two pixels with a positive
slope will require a CD ratio greater than 1, and vice-versa. However, the CD
ratio for the depth-based approach is obtained taking into account depth changes
between pixels (Ah). Changes in CD ratio exhibit a linear behavior according
to Ah. Similar to our approach, it also requires to determine the maximum and
minimum CD ratio, but as the depth map is typically normalized between 0 and
1, we also need to provide a scaling factor for the depth map.

In contrast to the linear behavior of Ah, the behavior of cos(a) is not linear.
It provides higher variation for values of a > 37/4 and a < 7/4 (o € [0..7]).
This provides higher precision for surfaces with smaller slopes, thus being easier
for the user to identify them.

Another difference is that our approach is able to simulate C° discontinuities.
One of the results detailed in [6] showed that users tend to recognize sharp
surfaces as smooth surfaces. As we consider local variations of curvature (Af),
non-continuous changes in curvature result in stronger variations of the CD ratio,
which now will be noticeable for the user. All these differences are expected to
provide better shape recognition.

4 User Evaluation

The analysis of the depth-based approach has revealed existing limitations when
willing to recognize pseudo-haptic textures with varying depth ranges. In this
user evaluation we want to explore the limits of the depth-based approach when
trying to recognize shapes with different depth ranges and whether the curvature-
based approach is able to provide better results. For this purpose we have con-
ducted a similar experiment to [6], based on the recognition of simple targets
with different shapes and profiles.
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4.1 Procedure

The visual stimuli was a rectangular area shaded with a constant dark blue of
500px, placed at the center of the screen. Users were presented with a simple task:
identify if the shape placed inside was a bump or a hole. They were instructed
to perform horizontal mouse movements along the boundaries of the rectangular
area. The only feedback provided was the speed of the mouse cursor, which was
adjusted according to the pseudo-haptic technique being evaluated. For each
shape, after ten seconds of exploration an answer screen was displayed, asking
the user to classify the shape. A typical 2AFC protocol was employed, users
could only choose between bump or hole. In order to explore if users were able
to recognize the shape in less time, they could press the left mouse button to
display the answer screen, answering before the time limit. Once the user chooses
an option, the next target is “displayed”. This process was repeated until the
end of the experiment.

4.2 Experimental Design and Hypotheses

Twenty four different targets were considered in the experiment (see Figure M.
They were built according to the Shape (Bump or Hole), the simulated Profile
(Linear, Gaussian and Polynomial), the Height (0.25 and 1, the depth map was
normalized between -1 and 1) and two different Radiuses (100px and 200px).

According to the targets’ configuration and the techniques evaluated, the
independent variables were the pseudo-haptic technique (Depth and Curvature),
the Shape, the Profile, the Heights (High, Low) and the Radius (Large, Small) of
the targets, all considered as whithin-subject. Thus resulting in a 2x2x3x2x2
factorial design (48 combinations). The dependent variables were the number of
misclassified shapes and the time to complete the task. For the task-completion-
time, we only considered the time spent during the active exploration of the
shape.
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Fig.4. Shapes used during the experiment. Linear (green), Polynomial (blue) and
Gaussian (red). The Equation for the polynomial profile was f(z) = 1 — z*.
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The experiment was subdivided into two phases, one for each Technique. Each
phase was also subdivided into three blocks. For each block, users had to classify
the 24 targets which were ordered randomly. For each phase, the first block
was considered as training/adaptation and was not considered in the analysis.
Participants required on average twenty minutes to complete the experiment and
they could take a break at the end of the first phase.

Our main hypotheses were that users would significantly misclassify less shapes
when using the curvature-based approach (H1.1), with higher differences for tar-
gets with a smaller depth range (H1.2). Regarding recognition time, we also ex-
pected lower mean of recognition time for the curvature-based approach (H2.1).
In addition, we also expected a lower mean for the recognition time for targets
with higher depth range (H2.2).

4.3 Experimental Apparatus and Population

The experiments were conducted with a 24” inch monitor with a resolution of
1920 x 1200 pixels, using as input device a standard mouse. The mouse acceler-
ation provided by the operative system was disabled. Participants were placed
at 60 cm from the screen and operated the mouse with their dominant hand.

Twelve volunteers users (undergraduate and graduate students) took part in
the experiment, aged from 23 to 31, 2 females and 11 males. All users had not
experienced pseudo-haptic feedback before.

4.4 Results

For the statistical analysis we used ANOVA analysis. For all post-hoc com-
parisons, Bonferroni adjustments for o = 95% were applied; only significant
post-hoc comparisons are mentioned (p < 0.05).

Error Rate. Regarding the number of misclassified targets versus the Tech-
nique, Radius, Height, Profile and Shape, there were two main significant ef-
fects for Technique (Fy,11 = 8.11,p < 0.01) and for Height (F31; = 18.78,p <
0.001). Post-hoc tests showed that users did more mistakes when employing the
depth-based approach (7.47%) in comparison with the curvature-based approach
(3.47%), thus accepting H1.1. Post-hoc tests also showed that users had more
difficulties to classify targets with lower height, which also supports H1.2. No
main effects were found for shape, radius and profile.

The two-way interactions found significant were Radius and Height (F} 11 =
6.76,p < 0.01), Technique and Height (Fy 11 = 5.42,p < 0.05), Technique and
Radius (F1 11 = 6.64,p < 0.01). The ANOVA also showed a three-way significant
interaction between Technique, Radius and Height (F7111 = 9.58,p < 0.005).
Post-hoc tests showed that users performed worst when combining large radius
with lower height, however a deeper analysis, showed that it only happened when
the users were recognizing the shapes with the depth-based approach. The effect
was non-significant for the curvature-based approach.
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Fig. 5. Boxplot of the mean recognition time for each Technique, grouped by Profile,
Radius and Height

Recognition Time. The ANOVA showed main effects for Technique (Fy 11 =
101.13,p < 0.001), Radius (F1,11 = 14.99,p < 0.001) and Height (F} = 276.88,
p < 0.001). Post-hoc tests showed that users were able to recognize the targets
faster with the curvature-based approach (6.03s) than with the depth approach
(4.88s), thus accepting H2.1. In addition, users required significantly more time
to recognize targets with lower height and larger radius, which also supports
H2.2.

The ANOVA also showed two-way interactions and three-way interaction for
Technique, Radius and Height: Radius and Height (F; 11 = 18.52,p < 0.001),
Technique and Radius (Fy 11 = 16.15,p < 0.001), Technique and Height (Fy 11 =
68.53,p < 0.001), and Technique, Radius and Height (Fy 11 = 11.64, p < 0.001).
Post-hoc tests showed that the combination of low height and large radius re-
sulted in the targets which required more exploration time (see Figure [l), spe-
cially for the depth approach (7.9s) than for the curvature-based approach (5.4s).

There was also a two-way interaction effect between Technique and Profile
(F211 = 28.23,p < 0.001) and a three-way interaction between Technique, Pro-
file and Height (Fz11 = 13.68,p < 0.001). Post-hoc tests showed that users
significantly needed more time to recognize the shape using the Depth-based ap-
proach for Gaussian and Linear profiles, specially for targets with lower height.
In contrast, for the curvature-based approach users required significantly more
time to recognize Polynomial profiles (see Figure [).

4.5 Discussion

From the results, we can state that both techniques presented a similar behavior
in terms of shape recognition except for the combination of large radius and low
height. For these targets, users had a significant better recognition performance
and required less time to recognize them with the curvature-based approach.
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At the end of the experiment, most users reported that they focused more in
the deceleration of the mouse cursor rather than in the acceleration to determine
the shape. Several users explained the following simple strategy in order to locate
the shapes: “if the mouse slows down in the first half of the shape it is classified
as a bump and if it slows down on the second half of the shape it is classified as
a hole”.

Figure [ depicts the variation of the CD-ratio when the mouse cursor moves
horizontally from the left side of the target to the right size. Targets with large
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Fig. 6. Evolution of the CD ratio while moving the mouse from the leftmost of the tar-
get to the rightmost (bump shapes). (a,c), targets with large radius and lower height.
(b,d), targets with small radius and higher height. (e,f), 3D representation of the sim-
ulated profiles.
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radius and lower height presented the minimum CD ratio range, being the CD
ratio range for the depth-based approach the smallest. This low CD ratio range
resulted in less perceptible mouse speed changes which made the recognition
of the targets more difficult. In contrast, for the curvature-based approach the
CD ratio ranges were higher (see Figure [0, Left). That is our main explanation
for users being able to easily recognize targets with the curvature-approach.
Although we could have increased the acceleration and deceleration effect for
the depth-based approach it would have increased too much the CD-ratio range
for the other profiles. Acceleration and deceleration factors were adjusted taking
into account the targets having higher depth ranges. Figures [6b] and depict
the CD ratio range for targets with higher slope.

However, the curvature-based approach poses two main limitations. The first
limitation is related to non-continuous surfaces. Our method is not able to recog-
nize a discontinuity and will proceed as if the surface is continuous, which might
result in an unexpected behavior for the user. A possible solution would be to
detect the discontinuities using depth information and apply the depth-based
approach for this situation. The second limitation is high frequency surfaces.
While the depth-based approach will not be able to detect them, the curvature
in this surfaces will change abruptly, resulting in rapid changes of the CD ratio.
This effect can also result as an unexpected behavior for the user. A possible
course of action can be focused on using depth information to smooth the normal
map locally, for instance keep high frequency surfaces close to the viewer and
smooth those further away.

On the other hand, the normal map provides additional information than us-
ing only a depth map; for continuous surfaces depth information can be inferred
from the normal map. In addition, it does not require the usage of a scaling
factor. Furthermore, our approach is also able to account for abrupt changes of
curvature. For example, in the Linear and Polynomial profiles, when the cursor
crosses a discontinuity (C° surface), due to the abrupt change of curvature a
strong change of the CD ratio is provided.

5 Conclusion

Focusing on the limitation of depth for pseudo-haptic textures and the fact that
the curvature information of the surface is considered as an important haptic cue,
we have proposed a novel pseudo-haptic texture approach that takes into account
the local orientation of the surface and how it varies. The Control/Display ratio
is computed as a function of the slope of the surface and the changes of the local
orientation.

An experimental study was conducted in order to compare the proposed
curvature-based approach versus the original approach based on depth. The
study consisted in evaluating the recognition of bumps and holes with different
heights, radius and profiles. The only feedback provided was the variation of
the speed of the mouse cursor. The results showed that participants made less
number of mistakes when employing the curvature-based approach in compari-
son with the depth-based approach. Particularly, a significantly less number of
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errors was obtained for shapes of large radius and low height. Participants also
required more time to recognize the shape of the targets with the depth-based
approach.

As a future work, we plan to explore whether the curvature-based approach

allows to provide better shape recognition for more complex shapes and surfaces
and we also plan to extend the proposed approach to computer generated 3D
environments as well as some other potential applications like surface analysis,
medical simulators, navigation in 3D websites or video games.
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Abstract. In recent years, typical desktop computer screen sizes and
resolutions have increased significantly. The result of this is that a point-
ing device has to travel a much greater distance to navigate the whole of a
computer screen. For motion-impaired operators that suffer from fatigue
or have a limited range of movement this can make a computer inacces-
sible. This paper introduces a new method for cursor navigation using
the Phantom Omni force-feedback device. The newly proposed workbox
is designed to aid the operator with coarse navigation of the cursor and
improve target selection. The proposed method can significantly reduce
the effect of target distracters, which have been a major hindrance to
the development of haptic assistance in graphical user interfaces (GUI).
The workbox has shown to significantly improve computer access for op-
erators with a limited range of movement by giving them the ability to
navigate all of a computer screen.

Keywords: Haptics, haptic assistance, cursor navigation.

1 Introduction

Computer access for a person with disabilities can significantly improve their
quality of life and provide them with much greater independence. Resources such
as the Internet and Office applications are a major asset in both educational and
working environments but without a suitable interface they cannot be exploited
easily. A computer is a highly versatile tool where both software and hardware
techniques can be developed to help overcome many obstacles that a disabled
person may encounter.

One of the primary tasks when using a computer is to navigate the on-screen
cursor using a pointing device. According to Dennerlein et al. the use of a point-
ing device accounts for 30-80% of all time spent working at a computer [7]. The
use of a pointing device can be a challenge for many motion-impaired computer
users. According to Hwang et al. symptoms such as tremor, spasm, muscle weak-
ness, partial paralysis, or poor coordination can make standard pointing devices
difficult, if not impossible, to use [12]. In recent years typical desktop computer
screen sizes and resolutions have increased significantly. The result of this is
that the pointing device has to move a much greater distance to navigate the

P. Isokoski and J. Springare (Eds.): EuroHaptics 2012, Part I, LNCS 7282, pp. 13-24] 2012.
© Springer-Verlag Berlin Heidelberg 2012
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whole computer screen, which is a major difficulty for people who suffer from
fatigue or have a limited range of movement. Standard pointing devices often
do not provide motion-impaired operators with sufficient access to a computer.
Each disability is unique to each individual and although two people may have
the same diagnosis their level of impairment may differ significantly. As a re-
sult there is not one single assistive input device that will meet the needs of all
motion-impaired people, since each person’s needs and abilities are different.

Alternative cursor control techniques have developed significantly in recent
years such as head tracking and eye gaze. These offer the ability to control the
cursor through processing video camera images to determine the direction of
the cursor on screen. These have shown to be especially effective in providing
computer access for people that are quadriplegic. However, previous studies have
shown that it is often difficult for motion-impaired operators to perform precise
manipulations using these techniques. Many difficulties have been highlighted
with calibrating the equipment [I§]. Modern image processing and eye-tracking
systems have resolved many of these shortcomings but tracking systems are
still comparatively expensive and require great user concentration and efforts to
achieve precise cursor control.

Haptic technology utilises the sense of touch to enable the operator to phys-
ically interact with the environment in which they are working. The inclusion
of haptic feedback in point-and-click tasks has been shown, in several cases, to
improve interaction for able-bodied and motion-impaired computer users. These
improvements have been observed both in terms of cursor navigation and target
selection [I3] [I5]. There are many haptic devices available with varying degrees
of freedom (DOF). According to Langdon et al. increasing the degrees-of-freedom
can improve interaction rates if implemented carefully so that the extra freedom
does not over complicate the interface or increase the cognitive workload [16].
There are valid reasons for choosing the 3DOF Phantom Omni such as the abil-
ity to pass over target distracters more easily. This is discussed in greater depth
in Section 211

The aim of this study is to explore ways to make a computer more accessible
for motion-impaired users through haptic feedback. To permit the development
of haptic assistance we introduce the concept of the workbox in which the user
will interact. The technique utilises a rate / position hybrid method to permit
rapid cursor navigation whilst allowing accurate target selection. The technique
will benefit users that suffer from fatigue or have a limited range of movement
as they will be able to navigate the whole of a computer screen from within the
confines of the workbox. The implementation of this new technique is discussed
in greater depth in Section Bl

The remainder of the paper is organised as follows: Section 2l gives an overview
of work related to the development of haptic assistance for motion-impaired
computer users. SectionBldescribes the methods used to conduct the experiment.
The results of the study are presented in Section @l Finally, the conclusions and
discussion are drawn in Section
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2 Related Work

A number of studies have been undertaken that have attempted to assist motion-
impaired computer users in human-computer-interaction (HCI). For haptic as-
sistance to truly benefit motion-impaired operators it must be able to be applied
to existing interfaces that they wish to use. The following subsections identify a
number of difficulties that have hampered the development of haptic technology
in GUT’s.

2.1 Target Distracters

Under normal conditions the majority of motion-impaired computer users do not
have difficulty with the navigation phase of a point-and-click task [15]. However,
when haptic cues are placed around icons to help with target selection this
can disrupt the navigation phase due to the introduction of target distracters.
A target distraction occurs when the cursor has to pass through an undesired
haptic cue before reaching the destination. The target distracter can disrupt
the position of the cursor due to the force imposed on the operator. Hwang et
al. state that target arrangements requiring the cursor to pass through other
haptically enabled items can be detrimental to user performance and should be
avoided [12].

Studies specific to motion-impaired operators have identified distracters as
an issue for haptic development [3] [II]. Gravity wells are commonly used as
a method for assisting target selection [I3] [15]. When exiting a gravity well
distracter the cursor will often overshoot which can impede the next task. This
problem is amplified with icons in close proximity of each other because the
overshoot can land the cursor into an undesired neighbouring target. This in-
creases user fatigue because the operator has to physically oppose the force of
the gravity well before exiting the target.

Gunn et al. suggest that there may be valid reasons for a skilled user to
want to ignore the advice provided by a computer system [I0]. They go on
to argue that force feedback might limit this ability to ignore the advice and
therefore be less effective as an aid. This has been observed especially with a
2DOF device where target distracters make an interface frustrating to use due
to the operator continually having to oppose forces from distracters to reach the
destination. A 3DOF device offers the potential to reduce the effects of target
distracters by allowing the operator to lift the stylus off the page, pass over the
target distracters and then resume the target selection. However, this can disjoint
interaction as the operator has to continuously lift the device off the page and
then re-apply it for each operation. Asque et al. produced a haptic cone approach
that does not impose a force on the operator and therefore distracters can be
exited more easily [3]. Ideally the operator would not have to pass through any
type of distracter on course to the target.

A possible solution to target distracters is to use target prediction techniques
to only enable the haptic cues that the operator requires. A number of studies
have investigated target prediction by analysing the cursor trajectory [2] [17].
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These techniques monitor the current path of the cursor to predict the path
and distance to the target. The difficulty with this technique is that operators
do not always follow predictable paths towards a target. Holburt et al. have
attempted to use target prediction to reduce the effects of target distracters for
people with motion-impairments [I1]. The targeting performance of the partic-
ipants improved significantly when the haptic effect was applied to the correct
target. Unfortunately within the study the rate of correctly predicted targets
was only 23% which meant that the overall improvement was unclear. This low
performance rate was due to the much lower predictability of data produced
from motion-impaired operators and the sensitivity of the Logitech Wingman in
a limited workspace.

2.2 Factors Affecting Fitts’ Law

Fitts’ Law is a mathematical model of human motor performance which predicts
the movement time (MT) from one position to another as a function of the
distance to a target (A) and its size (W). Fitts’ Law is given below in Equation
[l The variables a and b are empirically-determined constants where a represents
the start/stop time of the device and b is the speed of the device.

MT = (a + b)ID where ID = log((A/W) + 1) (1)

What can be deduced from Fitts’ Law is that targets that are larger and closer
together will be easier to select, whereas smaller targets that are further away
will be more difficult. These factors have a large influence on the design of
GUT’s. Previous studies have shown that Fitts’ Law is appropriate for motion-
impaired operators [I4]. Therefore, if it is possible to increase the size of the
targets or reduce the distance between them then this could significantly improve
interaction rates for motion-impaired users.

As the screen resolution of modern monitors increases the distance in cursor
displacement between icons will often increase. The definition of Fitts’ law indi-
cates that mouse efficiency has decreased with the increase of screen resolution.
For example, Microsoft Word 1.0 was designed for a screen resolution of 640x480
with toolbar button dimensions of 20x20. However, the same button in Microsoft
Word 2010 may be displayed on a screen with resolutions in excess of 1920x1080.
The button size will have remained unchanged but it is likely that the cursor
will be much further away than it could have been on a 640x480 display. This
can cause difficulties for motion-impaired operators because they have to physi-
cally move the pointing device a much greater distance to reach the destination.
The increase in distance to the target will lead to an increase in movement time
(MT) and user fatigue. The increase in resolution also means that the targets
on screen are visually much smaller. Screen magnifiers are useful for increasing
the visual size of the target but they do not increase its size in terms of device
displacement. Previous studies have used techniques such as reducing the gain
of the device when the operator passes over a target, therefore increasing its
effective width [19]. The workspace of a pointing device and the cursor gain are
closely related to the display resolution on a computer screen.
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The gain or sensitivity of a pointing device determines how far the cursor
moves on the screen for a given input movement. Koester et al. investigated the
gain settings of pointing devices for users with physical impairments [I4]. The
results of the calibration did not provide a significant improvement in perfor-
mance when compared to the Windows XP default. Fitts’ law provides the most
logical reason for this. An increase in gain will reduce the target distance (A) by
reducing the amount of movement required by the device to translate the cursor
a given distance on the screen. It will also reduce the effective target width (W)
of the target and therefore increase the index of difficulty. The simultaneous
changes in target distance and width tend to cancel each other out resulting in
little performance change [14]. The limited workspace of haptic devices has been
identified as a concern for the development of haptic assisted interfaces [§] [11]
[21]. For example, the workspace of the Logitech Wingman is only 4cm x 4cm.
The Phantom Omni has a larger workspace of 16cm x 12cm x 7cm. What this
means is that the whole of the computer screen has to be mapped within the
confinements of the workspace of that device to allow the operator to have direct
positional control of the cursor. As a result the cursor gain often has to be quite
high for haptic devices which increases their sensitivity. A large cursor gain will
reduce the effective width of the targets and make them more difficult to select.
Devices such as the mouse do not suffer as significantly from having to move
larger distances because they have an unlimited workspace. When reaching the
limits of the useable workspace, the operator can lift the mouse, and then put
it down on a new location. This is often referred to as declutching.

Previous studies have investigated a hybrid position/rate control system to
enable both accurate interaction and coarse positioning of the cursor in a large
virtual environment (VE). Dominjon et al. proposed a bubble technique for
interacting with large virtual environments using haptic devices with a limited
workspace [8]. The operator is able to navigate the cursor by pressing against the
semi-transparent sphere in the direction they wish to move. Force-feedback is
provided for interactions between the probe and the sphere. When the cursor lies
within the sphere it is positionally controlled. Casiez et al. propose a 2D passive
haptic feedback system through an elastic ring on top of a touchpad to allow the
user to switch from position to rate control without clutching. Results showed
performance benefits when reaching distant targets, whilst maintaining position
control for precise movements [5]. Stocks et al. state that the spherical navigation
volume in the bubble approach does not correspond well to the workspace of the
haptic device and so they propose a navigation cube that is automatically scaled
to fit the workspace [2I]. The navigation cube is used to translate a protein within
the haptic workspace by moving the probe outside of the walls of the cube in
the desired direction. The speed of translation is dependent on the distance
the haptic probe is from the side of the cube it penetrated. This allows the
user to move slightly outside the cube for fine navigation control and to move
further for faster translation. In this approach no forces of interaction between
the navigation cube and the probe are included to avoid confusion with forces
with the biomolecule.
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2.3 Joystick Control

Joystick control is especially useful for people with severe motion-impairments
and a limited range of movement. A joystick can allow the operator to navigate
the whole of the computer screen with small movements. An isometric joystick
is a pointing device that is able to sense the applied force and translate that
into a proportional velocity of the cursor on the screen. Many motion-impaired
operators are experienced joystick users because they are often used on electric
wheelchairs to give proportional control over speed and direction. The neutral
position of the joystick is useful because it acts as a brake.

However, previous research has consistently shown joystick control to be
slower and have a higher error rate than that of the mouse [4] [9]. A study
by Mithal et al. found that participants complained that the isometric joystick
“was hard to control” [20] and that they had a lot of trouble getting the joystick
to stop in small targets. The reason for this is that tremor causes involuntary
changes in the velocity at which the cursor moves. This makes it difficult for
users to achieve fine control to stop the cursor at a desired point on the screen
and explains why isometric joysticks are hard to control. The harder that a user
pushes, the faster the cursor moves. This is referred to as first order control, while
the mouse’s mapping of mouse displacement to cursor displacement is called zero
order control [20].

The workbox aims to overcome the difficulties of selecting small targets by
allowing direct positional control. One of the major aims of the workbox is to
assist those with severe motor handicaps that have a limited range of movement
in their extremities. The workbox approach has been developed to overcome
many of these shortcomings so that motion-impaired operators can use haptic
assistance with existing GUI’s. The workbox aims to reduce the effect of dis-
tracters, increase the effective width of targets and allows operators to navigate
all of the computer screen. The approach and implementation is discussed in the
following section.

3 Methods

This section introduces the workbox concept and the measures used to evaluate
its performance. The haptic techniques presented in this paper have been imple-
mented using an Open Source API, named CHAI3D [6]. The CHAI3D APT uses
Zilles and Salisbury’s God-Object haptic rendering algorithm [22]. The algo-
rithm tracks a history of contact with a surface. The position of the God-Object
(proxy) is chosen to be the point which locally minimizes the distance to the
Haptic Interface Point (HIP) along a surface and a restoring spring force is cal-
culated between the two. The implementation of the workbox is discussed in the
following section.

3.1 Workbox Implementation

The workbox approach is a rate / position hybrid system where coarse navigation
is rate controlled and fine navigation is position controlled. The workbox can be
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considered as a workspace in which the user will interact. The operator will be
able to navigate the whole of the computer screen whilst only moving within
the confinements of the workbox. The coarse navigation of the cursor is rate
controlled. This is achieved by pressing the proxy against the wall(s) of the
workbox according to which direction the operator wishes the cursor to move.
For example, if the operator wishes to move the cursor to the right hand side
of the screen then they must press the proxy against the right hand wall of
the workbox, as shown in Figure [[{a). The cursor speed is proportional to the
force that the operator is applying to the wall. Unlike the approach by Stocks
et al. [2I] it was decided that force-feedback was required on the walls of the
workbox because it was observed that the device felt too free without feedback
and the cursor would often overshoot the target region. The feedback of the
walls provides essential stability to the hand for motion-impaired operators to
more accurately position the cursor. When the proxy is in contact with the wall
the haptic cues surrounding the targets are disabled. This reduces the effect of
target distracters when the operator is coarsely navigating the cursor. When the
device switch is pressed the position of the workbox is locked to ensure that the
cursor does not slip off the target should the operator accidentally press against
a wall of the workbox. The square surrounding the cursor in Figure [[ib) gives
a representation of the area of the screen that will be magnified in the workbox
window. Once the square is placed around the desired target region then the
operator will be able to begin the target selection phase.
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Fig. 1. An example of how to navigate the cursor to the right hand side of the screen
by pressing the tool against the corresponding wall of the workbox (a). The original
window with the black square indicating the area of the screen that will be magnified
(b). The magnified semi-transparent window with the workbox behind (c).

When the proxy is not in contact with the walls of the workbox the operator
has direct positional control of the cursor within the workbox region. This allows
the precise manipulation of the cursor that is not possible with a joystick inter-
face. During this phase the haptic cues surrounding the targets are re-enabled to
aid target selection. The operator is also presented with a semi-transparent win-
dow which is overlaid on top of the workbox. This repeats a section of the screen
surrounding the cursor, which is depicted in Figure [[(b) by the black square.
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The cursor within the window will map directly to the tip of the virtual tool.
The interface and haptic assistance can be scaled up to help people that have
difficulty selecting small targets. The scaling increases the effective width of the
targets which will make them easier to select. The interface within the workbox
in Figure [[l(c) has been scaled by a factor of three. The magnified window is
not essential for interaction but is useful for giving a visual representation of the
haptic assistance and the scaling of the interface.

User comfort is essential for motion-impaired operators especially when using
a pointing device for long periods of time. When using the stylus grip it is
necessary to provide a comfortable leaning position at the back of the workbox.
A diagonal plane has been chosen to produce the parallelepiped shape shown
in Figure (a). One of the key features of the technique is that the operator
can navigate the whole screen within the confines of the workbox and so its
position in the haptic workspace is crucial to user comfort. The workbox has
been placed at the lower region of the y-axis to ensure that the operator can
reach the four walls whilst still using the wrist rest provided with the Phantom
Omni. An example of this is shown in Figure 2I(b).

Phantom
Omni

(a)

Fig. 2. A side view of the parallelepiped workbox with the Phantom Omni stylus (a)
A scale view of the workbox and its position within the physical workspace of the
Phantom Omni using the stylus grip (b)

3.2 Point-and-Click Task

The experiment often conducted with cursor analysis techniques is based on the
ISO 9241-9 standard for pointing device evaluation [I]. The experiment consists
of 15 circular targets arranged in a circular layout. This is often criticised for
its use with haptics because it does not take into consideration the effect of
target distracters and the circular layout is unrealistic for GUI’s. To evaluate
a more realistic interface the Windows On-Screen-Keyboard (OSK) has been
chosen. The task required fifty successful selections, using the Phantom Omni,
to produce a predefined sentence. Six participants were included in the study
and each person was asked to repeat the experiment three times for each haptic
condition over a twelve week period. The sessions were two hours long and the
order of presentation of the haptic techniques was randomised. The target key is
highlighted in red and data collection begins once the first target is selected. Any
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selections of surrounding keys were recorded by the cursor analysis but ignored
in the textbox sentence. i.e. the operator was not required to delete undesired
key selections. The test group consists of six participants, with varying degrees of
motion-impairment, from the Norfolk and Norwich Scope Association (NANSA).
The participants all had at least three years experience with the Phantom Omni
and were familiar with the haptic feedback. The control condition was the ex-
periment conducted with gravity wells only and the second condition was the
workbox with gravity wells.

4 Results

In this section Condition 1 refers to the experiment conducted with direct po-
sitional control using gravity wells and Condition 2 refers to the workbox with
gravity wells. All but one participant was able to complete the predefined sen-
tence using direct positioning of the Phantom Omni and using the workbox
approach. To provide statistical significance a paired t-test was performed to
compare the mean for each condition.

4.1 Missed-Clicks and Movement time

For both conditions a mean of 0.867 and 0.667 missed-clicks were recorded re-
spectively. There were no statistically significant differences between the two
conditions (t = 0.557, p = 0.607). Previous studies have reported increased er-
ror rates when using rate controlled devices and so it is important to allow direct
positional control for accurate targeting [4] [9] [20].

The mean task completion time for each condition was 175.164 and 223.542
seconds respectively. A statistically significant increase in movement time was
recorded between the two conditions (t = -7.593, p = 0.002). This was expected
and will be caused by the increased time of the rate control phase similar to
that observed with isometric joysticks. However, the movement time when using
the workbox only increased on average by (1 = 0.968 , o = 0.708) seconds per
selection. This increase in time is undesirable but may not be an issue if it allows
an operator access to a computer that they may not otherwise have.

4.2 Distracters along Task Axis

Difficulties are often encountered with distracters especially if more than one
distracter lies along the axis of approach. Within the predefined sentence was
a transition from the P key to E. The cursor trajectories of each participant
have been analysed for this segment. When the operator is pushing against the
walls of the workbox the target distracters are disabled. FigureBlshows the cursor
trajectories of a participant using gravity wells with and without the workbox. It
is clear that there is considerably less positional disruption of the cursor through
other targets along the task axis when the workbox is used.
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(a) (b)

Fig. 3. A cursor trace between keys P and E for a participant using gravity wells (a)
A cursor trace between keys P and E for a participant using gravity wells and the
workbox (b)

4.3 Cursor Control for Severe Impairments

One of the participants has a severe motion-impairment and a very limited range
of motion. They are able to navigate an electric wheelchair using a joystick. The
participant is unable to operate the device switch and so it was not possible to
include them in the point-and-click task on this occasion. However, to demon-
strate the potential benefits of the workbox for someone with a very limited
range of movement we asked the participant to position the cursor within four
squares at the extremities of the screen using direct mapping and then using
the workbox. The cursor trajectories of the two attempts are shown in Figures
M(a) and Hi(b) respectively. The range of movement the participant was able to
produce in the unassisted experiment was approximately 8cm x 8cm in device
displacement. Cursor control at the extremities of the operator’s movement were
less controlled and so a workbox was chosen of size 4cm x 4cm. The workbox
was positioned so that its origin was placed around the centre of the operator’s
movement range. Figure @ illustrates the potential benefits for operators with a
limited but controlled movement range.

(a) (b)

Fig. 4. The cursor trajectory of a motion-impaired operator with a limited range of
movement using the direct mapping of the Phantom Omni (a) The cursor trajectory
of a motion-impaired operator with a limited range of movement using a 4cm x 4cm
workbox with the Phantom Omni (b)
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5 Conclusions and Discussion

The workbox approach allows the operator to rapidly navigate large and complex
GUT’s with a haptic feedback device, whilst still permitting accurate and fast
selection of icons. As screen size and resolutions continue to increase this will
become more important especially for devices with a limited workspace.

Five of the six participants were able to perform a point-and-click task on the
OSK using the workbox. Future work will aim to provide an external switching
method for people more severely impaired such as the sixth participant. No detri-
mental effects on the clicking accuracy were recorded when using the workbox
technique. A mean increase in 0.968s was recorded per selection but this is a small
penalty if it allows the operator access to a computer. The technique has many
benefits for people that suffer from fatigue or have a limited range of movement.
An operator with only a limited range of movement (8cm x 8cm) was able to nav-
igate the cursor accurately across the whole screen using a 4cm x 4cm workbox.
People that suffer from fatigue at their extremities are able to navigate the screen
whilst only moving within the confines of the parallelepiped volume.

Using the workbox approach the gain can be adjusted and it will not affect
the distance that the device has to move as it is a function of force applied to
the wall. This allows a lower gain to be permitted inside the workbox to increase
the effective width of a target and aid icon selection. This gain would not be
permissible on the whole display because the cursor would not be able to reach
the extremities of the screen due to the limited workspace of a haptic device. By
using the workbox approach it is possible to increase the size of the targets both
visually in the magnified workbox window and physically in device displacement.

The majority of toolbars are designed in rows or columns. The workbox has
shown to be effective when navigating along a task axis. When the proxy is
in contact with the wall of the workbox the cursor is allowed to scroll freely
as all haptic cues are disabled. The only distracters that can affect interaction
lie within the confines of the workbox. The four walled approach allows the
operator to accurately navigate the cursor using one or both axes at a time. It
is anticipated that the results produced in this study will be useful in providing
assistance that could significantly improve access to computer software.
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at the Norfolk and Norwich Scope Association (NANSA).
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Abstract. In this paper, we focus on modifying the identification of an
angle of edges when touching it with a pointing finger, by displacing the
visual representation of the user’s hand in order to construct a novel
visuo-haptic system. We compose a video see-through system, which en-
ables us to change the perception of the shape of an object a user is
visually touching, by displacing the visual representation of the user’s
hand as if s/he was touching the visual shape, when in actuality s/he is
touching another shape.

We had experiments and showed participants perceived angles of edges
that was the same as the one they were visually touching, even though
the angles of edges they were actually touching was different. These re-
sults prove that the perceived angles of edges could be modified if the
difference of angles between edges is in the range of —35° to 30°.

Keywords: Pseudo-haptics, Visuo-haptic interaction, Identified Shape
Modification.

1 Introduction

Haptics have become an important modality in recent virtual reality (VR) sys-
tems, and several haptic devices have been recently developed [1I2]3]. However,
because it is difficult to perfectly reproduce the force that we perceive when
touching an object, most haptic devices exhibit very complicated problems. As
a result, it is difficult to apply haptic devices to widely used systems, because a
large amount of preparation work, such as installation and calibration, must be
performed for each person.

While research on haptic presentation in VR systems often concerns active
haptics, an increasing number of works focus on alternative approaches such as
passive haptics, which include pseudo-haptics and sensory substitution. Pseudo-
haptics represent a kind of cross modal phenomenon between our visual and
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haptic senses [4]. The pseudo-haptic approach is a potential solution for ex-
ploiting boundaries and capabilities of the human sensory system to simulate
haptic information without using active haptic systems. For example, when we
are working on a computer, the slowdown of the cursor evokes a virtual fric-
tional force on our hand holding the mouse. This phenomenon can potentially
generate haptic sensations using only visual feedback, without the need of apply
any physical devices.

In our research, we use this cross-modal effect to “change” the shape of an
object, and construct a simple system that can display a variety of shapes, while
the user touches only a simple static physical object (Figll). In other words,
using a visual display and physical device, we aim to exploit visual feedback to
widen the range of what can be physically presented by the device. This system
evokes a pseudo-haptic effect by controlling the displacement of a userfs hand in
the image showing the user touching the static object. By exploiting this effect
in simple devices, we can change the user’s perception of the shape.

In our system, we aim to display complicated shapes that are composed of
primitives. Our system concept is presented in Fig[2l To realize this concept, we
must develop two capabilities. First, we need to display primitives, i.e. convex,
edge, concave, and so on, near the point of contact. Second, we need to set
the relative postures of these primitives in an object. By combining these two
capabilities, we can exploit the pseudo-haptic effect and display various shapes
without applying any physical devices.

First, we used our simple system to confirm the possibility of displaying primi-
tives of areas touched by the user. In particular, we proved that using the pseudo-
haptic effect, users can perceive a variety of curved shapes, while touching only
a physically static cylinder [5].

The next step in our research is to use our system to examine the possibil-
ity of exploiting the pseudo-haptic effect to modify an identified placement, in
particular angles of primitives.
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2 Related Work

While much research exists about cross modal effects between our haptic sen-
sation and other sensations, here we mainly focus on effects between our haptic
sensation and vision, which we aim to use in our system.

Haptic illusion which combines the presentation of forces with manipulated
visual stimuli has a long history, dating back to Charpentier’s size-weight illusion
[6], which showed that subjects estimated the weights of objects with equal mass,
based on their apparent visual size. In his work, it was revealed that subjects
feel the object lighter when it appeared larger in their vision.

Pseudo-haptics, which is an illusional phenomena triggered by this character-
istic of our senses, was first introduced by Lecuyer [7]. Lecuyer et al. had subjects
push their thumbs against a piston, which in turn pushed against an isometric
Spaceball device. Simultaneously, subjects were visually presented with a com-
pressed virtual spring. Even though the Spaceball device was not compressed, the
virtual spring influenced the perception of stiffness of the subjects. We can easily
reproduce this effect using PowerCursor [§], a Flash toolkit used to create inter-
faces that a user can touch. Mensvoort developed this toolkit as part of his work
on the feedback of simulated haptic [9].Pusch et al. proposed a pseudo-haptic
approach, called hand-displacement-based pseudo-haptics (HEMP), which pro-
vides haptic-like sensations by displacing the visual representation of a userfs
hand [I0]. Specifically, their subjects wore a video see-through head-mounted
display (HMD). When they placed their hands in the hole of a pipe, the HMD
presented a virtual image of their hand moving to the right. As a result, subjects
felt a force on their hands, even though they did not exert any physical force.

In addition, some research results show the potential of pseudo-haptic effects
not only on our perception of force but also on our perception of texture and
shape [IT/T2]. Research has shown that when we are presented with conflict-
ing sensory stimuli, our vision usually dominates in our perception of a shape.
Gibson’s work [13] is an example of this type of research, demonstrating that
subjects moving their hands along a straight surface while wearing distorting
glasses, feels the straight surface as if it was curved. The work of Rock and
Victor can be considered as another example of this type of research [14]. They
asked their subjects to hold an object through a cloth while viewing the same
object through a distorting lens. In this experiment, subjects matched the shape
of the test object to the one most similar to the distorted visual image they saw,
rather to the shape they actually touched. Kohli et al. proved that distorting a
pointer showing the position of a device along a flat surface of a desk can change
the perception of the shape of the surface [I5]. Their work revealed that when
subjects traced the device on the flat surface while being presented with the
visual presentation as if they were tracing it on a curved surface, they visually
perceived the curved one.

Other research work revealed that in some cases, even though visual stimuli
are not given complete priority over haptic stimuli, cross-modal effects between
the two sensations can influence our perception to some extent. Nakahara et al.
found that in a mixed-realty system, when users are presented with haptic and
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visual cube-shaped objects with discrepant edge curvatures, they perceive the
curvatures to be somewhere in between the two objects [16].

3 DModification of an Identified Angle of Edges

In designing the display system for sensing a shape, we conducted an experiment
on the pseudo-haptic effects on our perception of shape using a simple system we
composed. In this experiment we confirmed the possibility that pseudo-haptic
effects can assist in generating a perception of an angle of a shape. We focused
on touching an object with a pointing finger, and experimented on the shape
subjects felt when presented with visual and haptic stimuli independently.

3.1 Composition of Video See-through System

We constructed the simple video see-through system shown in Fig[3l In this
system, users are shown that they are touching virtual objects whose shapes
are different from the physical objects they are actually touching. They touch
a physical object placed behind a visual monitor and view it through the 3D
monitor.

We placed two web cameras at locations corresponding to a user’s eyes using
a mirror, and captured images around his hand. In this regard, the binocular
parallax is specified by setting the distance between the cameras to 65mm. Then,
the users sat on a chair and we set their heads to the position we established.
Using the images captured by these cameras, the system realizes a stereoscopic
video see-through display (Fig ).

Touching the physically static object, whose shape is defined as Spnysicais
serves as the haptic stimuli. Watching the image of an object as if the user was
touching another one, whose shape is defined as Sy;sual, Serves as the visual
stimuli. The shape of the object reported by the user as the one perceived as
touching is defined as Sperceived- In this system, we aim to change Sperceived
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without changing the physical shape of the object, by changing Sy;sua to a
variety of Sphysical Shapes and by provoking the pseudo-haptic effect.

The proposed system is implemented by postulating that we can combine
primitives to display various complex shapes. Thus, we must be able to modify
not only an identified primitive shape, but also an identified position and an-
gle of a primitive shape. Using the video see-through system we composed, we
first confirmed that an identified primitive curved surface shape can be modi-
fied. Next, we conducted an experiment on the effects of pseudo-haptics on our
perception of angles of shapes. The shape of the object chosen to be touched by
the subjects was selected to contain edges with various angles, so that we could
easily measure the differences between Sphysicats Svisual and Sperceived-

3.2 Algorithm for Visual Feedback Composition

In this paper, we construct an algorithm used to generate the necessary visual
feedback to provoke the pseudo-haptic effect, and enable us to perceive a variety
of angles of edges with only parallel edges.

We compose an image for visual feedback (I, 7) from the images taken by the
two cameras attached(I..), according to the following procedure(see Figltl).

Calculation of the Distortion between Sphysicat and Syisuar- First, we
compare Sphysical 10 Syisual, and decide how to modify the captured image.

Eztraction of the shape of the object. First we set the background image(I in
Figlel), which was taken in advance. Then, on this background image we overlaid
the virtual object Syisual, and extracted both ends of the angles of Syisuar (11
in Figld). In a similar way, we extracted both ends of the angles of the phys-
ical object Sphysicat, from the image taken by the web cameras(IV in Figlf).
Hereinafter, we refer to this image as the “captured image” (III in Fig6l).

Calculation of the warping space for the displacement of the hand. Using the
positions of the ends of the edges we obtained, we warped the space for the
displacement of the user’s hand as if it was touching Spnysicar(V in Figlf)). To
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obtain this warping, we displaced point P in I. to point P’ in I, by the follow
process.

Recognition of the Positional Relation between the Ends of Edges of
Sphysical and Point P
In what follows, the x,y-coordinates of point P are denoted by (xp,yp). The
point of origin and the x and y axis are set as shown in Figl[7l In this coordinate
system, the x,y-coordinates of the ends of edges for both of Spnysicar a0d Svirtual
are computed by the formula presented below. We name the ends of edges of the
physical object L;(i = 0,---,4),R;(i = 0,---,4), and name the ends of edges
of the virtual object L{(i = 0,---,4),Ri(i = 0,---,4). The x coordinates of all
L;(i=0,---,4) are equal to each other. The same also holds for R,R’ and L'.
First, we investigated the domain surrounded by the ends of the edges(A;(i =
0,---,5)) in which the point P belongs. Next, we recognize the positional relation
between point P and its upper and lower edges. In Figl7 the positions of points
T and B, and the lengths of wg,w1,ho,h1 are calculated as follows (for the case
of P e Az )

wo :wy = (zp —xr,) : (xr, —Tp)
Xy =T =Ip
=yt )
yr = YL, wo + w; YR; YL,
wy
wo + w1y
ho :h1 = (yp —yr) : (yB — ypP)

YB = YL;14 + : (yRi+1 - qu',+1)

Displacement of Point P to Point P’
Using the ratios wg : wy and hg : hy, we can determine the position of point



Modifying an Identified Angle of Edged Shapes Using Pseudo-haptic Effect 31

P'(P., Pé) in I,y that satisfies the positional relationship between the ends of
the edges of Sphysicar and P.
The following relation is used to determine 7" and B’ in Figlll
wo:w'i =wo:w
h/() : hll = h() : hl

Wo ( )
TTr =Xxp =X \Tr, — T
T B L+ wo 4wy | CRC T L
) = 4+ . . — )
yr =yr, wo + w1 (yr: —yL,)
Yp =YL, : (yRi+1 - qu',+1)

wo + w1
Using the positions of 7" and B’, we determine the position of point P’.

:L’P/ = :L’T/
h/

0
yp =y + Wot I (yB' — y77)

Replacement of the User’s Hand. From the captured image, using color
extraction we identify the area of the user’s hand and the position of his finger-
tip(VI in Figll). Next, we calculate the distortion of the hand’s movement by
comparing the contour of the physical shape, with that of the visual shape(V in
Figlfl). Based on this distortion, we place the image of the user’s hand at the
corresponding position as if s/he was touching the virtual object(VII in Figlf).
We calculate the distortion according to the procedure described above. If we
assign the position of the fingertip in I. to P, we can get the position of the
displaced fingertip in I, as point P’.

Finally, from the two images captured from the right and left cameras, using
the procedure described above we create the stereoscopic image.

4 Experiment

We investigated the ability of our shape-display system based on the pseudo-
haptic effect to control the perception of angles of edges. We conducted an
experiment to examine how the effect of Syisuai changed Sphysical 10 Sperceiveds
and compared these three shapes. If Sperceived Tesembled Syisyqr Tather than
Sphysical, then we concluded that the visuo-haptic interaction was effectively
provoked, meaning that the system worked as designed. Conversely, if Sperceived
resembled Sphysicar Tather than Sy;syqr, then we concluded that the haptic stimuli
was more influential for the perceived shape rather than the visual one. Thus,
when the latter result was obtained, it indicated that it was difficult for our
system to modify an identified an angle of shapes.

We chose five types of boards with edges of various angles shown in Fig[®l de-
noted as Syisual - For virtual bodies B;-Bs, we presented subjects with the Sphysical
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shape A; (Figll). Virtual bodies were presented to the users in a random order. The
reason why we presented users with boards with various angles of edges, such as
B1-Bs, not with only one edge, was because we predicted that the amount of modi-
fication of the perception of the angle was influenced not by the difference between
the angle of the edge of Sphysicat and Syisuai (0(= 01 — 0p) in FigilQ)) but by the
relative difference between two successive angles (¢(= ¢1 — ¢p) in Fig{lQ).

We did not set a time limit for the subjects to answer what shape they felt,
and we gave them the following four instructions.

— Subjects must watch the image presented on the monitor when touching the
object.

— Subjects must touch the object from top to bottom as evenly as possible.

— Subjects must touch the object with one finger.

— Subjects can touch the object repeatedly.

We did not hold the heads of the subjects with any equipment. Instead, we
instructed them not to move their heads from the position that we initially
set in realizing the video see-through system. We measured the position of the
heads of the subjects, and confirmed that the subjects watched the correct video
see-through image on the monitor.
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In the experiment, subjects were not aware that they actually touched only
one kind of Sphysicar- In each trial the experimenter only went through the
motions of changing Spnysicai- In addition, the experimenter did not indicate
whether the hand position in the monitor was actually distorted or not, and
thus the subjects did not know whether Syisuar Was the same as Spnysicar- Eight
men and two women in their twenties participated in this experiment, and two
trials were conducted for each Sy;suai-

The subjects rotated the edges on the device(FiglIl) and answered about the
angle of the edges they felt touching. This device has four edges which can be
rotated freely, and the size of the board and its edges is the same as Sphysicar- The
subjects touched and rotated the edges, and the experimenter read the scale and
measured the angles of Sperceived. The positional relationship of this device and
the eyes of a subject was arranged with the positional relationship of Spnysical
and a subject’s eyes in a trial. The experimenter told the subjects in advance
that they could touch and rotate edges repeatedly, and the experimenter set the
angle of all edges to zero degree when one trail finished.

For this experiment, we conducted two types of control experiments. In the
first, we asked subjects to perform almost the same task, but we only showed
them Syisuai, and did not show them their hands in the monitor. In the sec-
ond control experiment, the subjects were shown the shapes they were actually
touching as Syisuar- Thus, in the second control experiment, Sphysicat Was the
same as Syisual- We call Exy,/omana the type of experiment in which we do not
show the image of subject’s hand on a monitor. The type of experiment that
shows the displaced the image of subject’s hand is called Excomposed- Finally, the
type of experiment that shows Sy;suq; as the shape that subjects are actually
touching, is called Ex,eqi. @ During Ex;eq1, we used A; as Sphysicar Which has
same angles as B; (i = 1,--+,5 ). Two trials were conducted for each Syisuai
in Exy/omana and two trials were conducted for each Spnysicar in Exrear. We
computed the visuo-haptic effect by distorting the position of the hand touching
the object and comparing the results of these experiments. By comparing the
results of Excomposea and the result of Ex;cq;, we measured the effectiveness of
the system, defined as the ability to modify the identified angle of edges.

When the results of Excomposea Were similar to those of Ex;q, subjects per-
ceived Syisuq; differently from the shape they were actually touching. It appears
that if the results of Ex,,/,pana indicate the subjects perceived Syisuar without
being shown the hand displacement, then the effect of modifying the identified
angle was not provoked by the pseudo-haptic effect of displacing the hand.

5 Results and Discussion

First, during the experiment we ensured that the head of the subject did not
move from the position we chose when implementing the video see-through sys-
tem (error 5 mm). Thus, subjects watched the correct video-see-through image
during the experiment.

We arrange the results according to the order of the angles of Sy;suai, in
FiglIQl (#; in Figl2). The comparison of the results of Excomposed and Exyeqs
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shows that even though subjects were actually touching A; containing parallel
edges, when we displayed the image of the displaced hand, they perceived a shape
similar to that they perceived when touching As-As as Sppysicai- These results
indicate that even though subjects were touching parallel angles, the angles of
edges identified by the subjects could be modified if they were in the range of
—20° to 25°. Conversely, in Exy, /oana Were subjects actually touched shape Ay,
Fig shows the identified angle of each edge was in the neighborhood of 0°.
This result indicates that when we did not display the displaced image of the
hand, subjects were strongly conscious of Spnysicar @s the haptic stimulus. The
explanation of this behavior is that when a displaced image of the hand was not
shown, subjects could not recognize the position they were touching, and thus
they could not use the visual stimuli to perceive the angle. This result indicates
that simply showing the shape of a virtual object that is different from the real
one is insufficient, while showing the image of the displaced hand is critical.

Moreover, we arranged these results in the order of the relative difference
between two successive angles of Syisuar (¢1 in Figll3)). This ordering of results
shows that the results of Excomposed and Exyeq were almost in agreement, and
the result of Exy,/ofana shows that the identified angle difference settled in the
neighborhood of 0° as A;. Thus, our system can modify the perception of the
relative difference between two successive angles, if the angle differences are in
the range of —35° to 30°.

These results differ from the results obtained by Johansson et al., stating
that the direction of the pressure placed on a fingertip can be estimated from
responses of afferent nerves [I7]. In our system, it appears that the sense of
direction of the pressure on the fingertip was modified by displacing the visual
representation of the user’s hand. In future work, we will analyze in more detail
whether the inclination of a subject’s finger changed during the experiment.

6 Conclusion and Future Work

This paper evaluate the effectiveness of modifying an identified angle of shapes
using a visuo-haptic shape display system. This system uses the pseudo-haptic
effect based on the visual displacement of a user’s hand touching an object.
We postulated that we can display various shapes by combining primitives.
Thus, we needed to modify not only identified primitives, but also their rela-
tive positions and angles identified in an object. In this study, we focused on
modifying an identified angle of primitives, edges. We conducted an experiment
to evaluate the effectiveness of the proposed system, and a large portion of the
subjects felt that they were not touching the shape of the haptic stimuli, but
rather the shape of the object visually presented. This experiment proved that
our system can modify the perception of the relative difference between two suc-
cessive angles, if the angle differences are in the range of —35° to 30°. Thus,
we conclude that it is possible to modify an identified angle of primitives, such
as an edge, by using visual feedback similar to the one used in our system. To
derive more detailed specifications for the system, we should measure the range
of perception of the angle that we can generate using pseudo-haptic effects, and
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examine whether it is possible to modify the identified position of a shape. Based
on these measurements, we can decide on the range and accuracy of shapes we
should generate with physical devices. Then, we can compose the physical de-
vices and visual display to generate the visual feedback, and construct a system,
which give users the sense of touching a variety of shapes.
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Abstract. Transparency of a haptic interface can be improved by minimizing
the effects of inertia and friction through the use of model based compensators.
However, the performance with these algorithms is limited due to the estima-
tion errors in the system model and in the velocity and acceleration from quan-
tized encoder data. This paper contributes a new torque compensator based on
motor current to improve transparency. The proposed method was tested expe-
rimentally in time and frequency domains by means of an excitation motor at-
tached at the user side of the device. The excitation motor enabled evaluation of
the algorithms with smooth trajectories and high frequencies, which cannot be
generated by user hand. Experimental results showed that the algorithm signifi-
cantly improves transparency and doubles the transparency bandwidth.

Keywords: Haptic transparency, haptic stability, current feedback, transparen-
cy bandwidth, inertia/friction compensation.

1 Introduction

Performance of a haptic device is often evaluated by its force capacity, precision and
transparency. Ideally the haptic device should transmit impedance of the virtual envi-
ronment to the user without any distortions. In other words, the ratio of the transmitted
impedance (Z,;) and the environment impedance (Zg) should be unity for a desired
bandwidth [1]. However, the dynamics of the haptic device disturbs the transmitted
impedance. Parasitic torques/forces such as mass/inertia, friction and gravity in haptic
interaction need to be reduced or eliminated to improve the transparency.

There are two ways to overcome this problem: (1) Re-design the haptic interface to
minimize its dynamic effects, or (2) Improve the performance of the controller to
meet the requirements for the transparent simulation [2-4]. Most of the techniques
used for improving the transparency involve model based compensators. Linear lead-
lag compensators have been shown to extend transparency bandwidth in simulation
[5]. Adaptive control laws were used to increase performance criteria such as transpa-
rency or stability [6, 7]. In recent studies, either closed loop or open loop feedback
with model based compensators were used for improving transparency and stability
characteristics [8-10]. To evaluate the transparency characteristics McJunkin
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classified haptic interaction into two types; active user interaction (AUI) and passive
user interaction (PUI) [11, 12]. In an AUI application, whenever the user touches a
virtual object, the device senses the motion and provides a force based on the virtual
model. In the PUI case, the user does not generate motion. The passive user comes
into contact with an object such as a rubber ball in a virtual tennis game. Maximiza-
tion of the transparency, hence the haptic performance in both cases can only be per-
formed by minimizing the disturbance torques/forces resulting from mass/inertia,
gravity and friction.

Model-based compensators are employed in haptic interfaces to mask the inertia
and friction of the system [8]. These compensators require accurate model identifi-
cation. In addition, accurate velocity and acceleration estimations are needed which
is quite challenging due to the quantized encoder positions. Furthermore, control
gains cannot be too high due to instability issues.

In this research, we explored a torque compensator based on motor current
(TCBMC) to improve the performance of the model-based compensators.

2 Torque Compensator Based on Motor Current (TCBMC)

There are two main control algorithms in haptic interfaces: impedance and admittance
control [8, 13]. In impedance control, user motion is sensed and a reference force is
computed based on the virtual environment model. This type of control strategy can
be improved with a force-feedback loop leading to the so called closed loop imped-
ance control (CLIC). CLIC algorithm cannot employ high controller gains due to the
inherent device dynamics. To decrease the dynamic effects of the haptic device felt by
the user, a model-based compensator can also be added to the closed loop impedance
control (CLIC + MBC) [14]. However, the feedback loop and model-based compen-
sator loop are coupled in this algorithm and may give worse results than CLIC.

The torque compensator based on motor current (TCBMC) creates an additional
inner control loop (Figure 1c) to estimate exact interaction torques in actuator joint for
effective transparency. It compares the torque output of the CLIC controller (Control-
ler-I) to the actual motor torque based on instantaneous motor current. If any error
exists between them, Controller-II compensates for it. A low-pass filter (LPF) with
40 Hz cut-off frequency is also employed to reduce the oscillatory effects of the noisy
feedback. The motor current measurement was provided by the amplifier.

The proposed control algorithm is appropriate for digital applications and does not
require any analog processing. The symbols Z,, Z,, K,, K., x,, X3, 0y, éh, J, Jo Fo Ta
Too T Tw Var im R L, Koy K, symbols in Fig.1 correspond to impedance of virtual
environment, impedance of user hand, gain of controller-I, gain of controller-II, mo-
tion of the user hand, motion of the haptic handle, joint motion of the device, joint
velocity of the device, virtual Jacobian matrix, actual Jacobian matrix, user force,
desired torque command, compensator torque command, joint torque applied by mo-
tor, joint torque applied by user, motor voltage, motor current, motor resistance, mo-
tor inductance, motor back EMF constant, motor torque constant, respectively.
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Fig. 1. Detailed Block Diagrams for (a) CLIC, (b) CLIC+MBC and (c¢) CLIC+TCMBC

3 Experiments and Results

3.1 Experimental Setup

We designed a 1-DOF haptic device with a rotary handle as shown in Figure 2. The
back end of the setup is the haptic device where a brushless DC servomotor (Parker
BE232FJ ) is connected to a servo amplifier (AMC-DPRANIE-015A400). The actua-
tor torque is increased using sprockets and chains with 96:20 gear ratio. The servomo-
tor has a built-in 2000-line encoder. A torque transducer (Futek FSHO01987) with
+10Nm range is attached to the handle. The front end of the setup has a second motor
which is used to provide excitation inputs for the transparency experiments. The con-
trol algorithms are implemented using Quarc v2.2 and SIMULINK software. The
computer is an Intel® Core™ i7-2600 (3.40 GHz, 8 MB cache, 4 cores), 4 GB Ram,
AMD Radeon HD 6350 (512 MB) graphics card. The computer also has a Quanser
Q4 interface card.

3.2  System Parameter Identification and Velocity/Acceleration Estimation

Total parasitic torque () sensed by user comes from the equivalent inertial and fric-
tional effects on the handle:
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Zero backlash sprocket
chain mechanisms

Amplifiers
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Fig. 2. Experimental setup with a 1-DOF haptic device

T = leqOo + Beqw, + sgn(u)o)TCeq @))]

Leg, Begy Teeq in Eq.(1) are equivalent inertia, viscous friction and Coulomb friction
induced in moving the handle, respectively. To find these equivalent parameters, a
simple experiment was carried out. Torque measurements and estimations of veloci-
ty and acceleration of the haptic handle from the encoder data were stored while the
handle was rotated at various speeds and accelerations. The Gauss-Newton nonlinear
least-square estimation technique in [15] (MATLAB® “Isqnonlin”) was applied to
estimate the parameters using the parasitic torque equations based on the torque, ve-
locity and acceleration measurements. As a result, equivalent static friction, viscous
friction and inertia parameters were found as (I,,= 0.001 kgmz, B¢;=0.005 Nms,
Tceq=0.15 Nm). RMS error of this estimation is 0.1629 Nm.

Velocity/acceleration estimation - Optical encoders are used in haptic devices.
However, the encoders cause quantization error in position measurements. This
makes it impossible to calculate the velocity and acceleration directly by numerical
differentiation, especially at low velocities. As a result, the performance of the mod-
el-based algorithms is adversely affected. Therefore, it is necessary to use signal
processing and estimation techniques.

There are various methods available in the literature for estimating velocity and ac-
celeration including filtering techniques [16], observers [17, 18] and a first-order
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adaptive filtering method [19]. In this study, we used our second order enhanced
adaptive windowing method to estimate both velocity and acceleration for model-
based compensation [20, 21]. In this algorithm, coefficients of a second-order curve
passing through all intermediate samples are dynamically determined using least
squares method within an adaptive “moving” data window length. The size of the
discrete data window is increased until the difference between the exact encoder posi-
tion and the estimated position decreases to the maximum quantization error. Fig.3
shows the flowchart of the enhanced second order adaptive windowing method for
velocity and acceleration estimation. yy is last value of encoder position while Yy
denotes last calculated position using a model whose parameters (a, b, ¢) are dynami-
cally determined via least squares method within an adaptive “moving” data window
with length “7”. Discrete data window is increased until the difference between exact
encoder position (y,) and estimated position (Yy) decreases to maximum quantization
error “d”.
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Fig. 3. Second order adaptive windowing algorithm

3.3  Free motion Transparency Experiment

In this experiment, we evaluated the performance of the controllers as the handle of
the haptic device was rotated back-and-forth in free motion. The device did not simu-
late any virtual object interaction hence the virtual stiffness (K) and damping (B) ele-
ments were set to zero. It was desired that the device did not produce any frictional
and inertial effect in the experiments.
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The excitation motor rotated the handle with varying velocity and acceleration us-
ing a chirp signal (8 = XgppSin (7 finaxt?/taur)) with 1.1 radian amplitude, 10
seconds duration and 3 Hz maximum frequency. The interaction torque was recorded.
As a measure of the free motion transparency, we plotted the interaction torque versus
angular rotation. The interaction torque measurements are expected to be close to
horizontal axis for maximum transparency.

Fig.4 presents the free-motion transparency measures for all three algorithms. As it
can be seen, the closed loop algorithms give good performance. However, the pro-
posed (CLIC+TCBMC) algorithm is superior compared to the others. In order to
quantify the experimental results, RMS errors of the experiments were calculated as
(0.0751 Nm, 0.0835 Nm, 0.0450 Nm) for CLIC, CLIC+MBC and CLIC+TCBMC
respectively.

CLIC

CLIC+MBC

CLIC+TCBMC

Fig. 4. Time domain transparency performance measures for free-motion

3.4 Virtual Load Simulation

In this experiment, torsion stiffness (K) and torsion damping (B) are assigned to the
virtual environment model for the simulation. The same excitation trajectory is used
in the second experiments. The experiments were conducted for two different virtual
models: (1) a virtual spring (K=0.5 Nm/rad), and (2) a virtual damping (B=0.025
Nms/rad). For high transparency performance, the haptic device is expected to pro-
duce the torque required only for the simulation of the virtual environment.

Figures 5a-b and 5c-d show the experimental results along with the desired torque
values (straight lines) and error plots. The closeness of the experimental performance
to the desired torque specifies the performance of the algorithms in terms of transpa-
rency. As it can be seen, the CLIC provides stable interaction torques. However, it is
not enough for full transparency since the proportional gain cannot be increased to
high values due to the resulting instability of the haptic device. The CLIC+MBC does
not improve the haptic interaction effectively due to the imprecision in the estimation
of velocity/acceleration based on encoder data and inaccuracy in the model identifica-
tion. The proposed CLIC+TCBMC controller gives the highest transparency perfor-
mance for the haptic interactions since it follows the desired torque line with minimal
deviation. RMS errors of the virtual spring and virtual damping experimental results
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were calculated as (0.0832 Nm, 0.0756 Nm, 0.0426 Nm) and (0.0825 Nm, 0.0690
Nm, 0.0376 Nm) for CLIC, CLIC+MBC and CLIC+TCBMC, respectively.

CLIC CI__IC

CLIC+MBC

CLIC+TCBMC CLIC+TCBMC
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CLIC+MBC

CLIC+TCBMC

Torque (Nm)
o

20

-10 Vedpyity (Racts)

CLIC+MBC

CLIC+TCBMC

Error (Nm)
o

-10 Velocity (Rad/s)

Fig. 5. Time domain transparency performance measures for (a-b) virtual spring with K=0.5
Nm/rad, and (c-d) virtual damping with B=0.025 Nms/rad

3.5 Transparency Bandwidth

Experimental results given above present the transparency performance measures in
time domain. The transparency can also be evaluated in the frequency domain by
means of the transparency bandwidth. It is a measure of the range of force/torque
frequencies that can be displayed with the haptic interface.

In this experiment, the handle was rotated by the excitation motor using a chirp
signal with 0.3 radian amplitude, 30 seconds duration and 10 Hz maximum frequency
for a virtual spring simulation with K=1 Nm/rad. The transmitted impedance, Z was
estimated as a function of frequency by dividing the cross power spectral density
between the motion input and force output (¢ (jw)) by the power spectral density of
the motion input (¢, (fw)) [22, 23].
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. ¢pvr(jw)
Zr(jo) = pvv(jw) 2)
The transparency transfer function is computed by dividing the transmitted impedance
Zr by the desired impedance Zp,. The desired impedance in our experiments are K=/
Nm/rad for whole frequency range. The transparency bandwidth values are given
according to the transparency transfer function limits +/-3 dB [23].

As shown in Figures 6a, 6b and 6c¢, the transparency bandwidth for the CLIC,
CLIC+MBC and CLIC+TCBMC algorithms were 5.25 Hz, 4.51 Hz and 9.55 Hz,
respectively. The proposed algorithm increases the transparency bandwidth almost
twice as much. Besides, phase difference remains almost zero within the increased
transparency bandwidth.
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Fig. 6. Transparency performance measures for a virtual spring with K=1 Nm/rad in frequency
domain. (a) CLIC, (b) CLIC + MBC, (c) CLIC + TCBMC.

4 Conclusions

Ideally a haptic device should transmit impedance of the virtual environment to the
user without any distortions. However, the dynamics of the haptic device disturbs the
transmitted impedance reducing its transparency. Advanced force control algorithms
were developed to improve the transparency of haptic devices. Most of the
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techniques used for improving the transparency involve model based compensators.
They require accurate model identification and velocity/acceleration estimations.
Furthermore, control gains cannot be too high due to instability issues.

The contribution of this research is a torque compensator based on motor current
(TCBMC) to improve the performance of the model-based compensators. The per-
formance of the proposed controller was compared to two common approaches found
in the literature. The algorithms were tested experimentally by using an excitation
motor attached to the user side of the device. This motor enabled us to conduct the
experiments at high frequencies which could not be done accurately with manual
input from the user. It is shown that the proposed algorithm leads to much better
transparency.

Acknowledgement. The first author would like to thank TUBITAK (The Scientific
and Technological Research Council of Turkey) for the research scholarship grant
supporting his work at Washington State University Vancouver as a visiting scholar.
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Abstract. The aim of our work is to design a touch screen for displaying vibro-
tactile haptic feedback to the user via piezo patches attached to its surface. One
of the challenges in the design is the selection of appropriate boundary condi-
tions and the piezo configurations (location and orientation) on the screen for
achieving optimum performance within the limits of human haptic perception.
To investigate the trade-offs in our design, we developed a finite element model
of the screen and four piezo actuators attached to its surface in ABAQUS. The
model utilizes the well-known Hooke’s law between stress and strain extended
by piezoelectric coupling. After selecting the appropriate boundary condition
for the screen based on the range of vibration frequencies detectable by a hu-
man finger, the optimum configuration for the piezo patches is determined by
maximizing the vibration amplitude of the screen for a unit micro Coulomb
charge applied to each piezo patch. The results of our study suggest that the
piezo patches should be placed close to the clamped sides of the screen where
the boundary conditions are applied.

Keywords: touch screen, vibrotactile haptic feedback, finite element modeling,
piezo patch actuators.

1 Introduction

The touch screens replace the mechanical buttons on mobile devices, touch pads,
tablet PCs and other displays. While the screens available in the market today are
sensitive to touch inputs and gestures, they do not enable the user to feel any pro-
grammable resistive forces as her/his finger moves on its surface. However, it is de-
sirable to display some of the information through haptic channel in mobile devices,
touch pads, tablet PCs and other interactive displays in order to alleviate the percep-
tual and cognitive load of the user since our visual and auditory channels are already
highly overloaded. Moreover, haptic feedback is more personal and intimate than
visual and auditory feedback and hence can enrich the user experience and perception
of the interaction. We anticipate that the use of haptic feedback as an additional in-
formation channel in interactive displays will result in a new interaction paradigm,
and enable novel applications in games, entertainment, education, internet-based
business, and many more.

P. Isokoski and J. Springare (Eds.): EuroHaptics 2012, Part I, LNCS 7282, pp. 47-57, 2012.
© Springer-Verlag Berlin Heidelberg 2012
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So far, various approaches have been followed to display haptic feedback on touch
surfaces. Almost one and a half decade ago, Kaczmarek et al. [1] developed a touch
surface for electrocutaneous stimulation of user’s finger pad by applying current to it
via the electrodes placed on the surface. They reported the difficulty of altering the
tactile perception of the user by adjusting the applied current. Later, Kaczmarek et al.
[2] developed another touch surface based on electrostatic actuation using a matrix of
7x7 pin electrodes, which are covered with an insulator layer to prevent direct contact
of the finger pad with the electrodes. They conducted a user study and investigated
the tactile perception of subjects by displaying four different biphasic waveforms
through the touch surface. The results of the study showed that the sensitivity of the
subjects to the positive pulses was less than that of the negative or biphasic pulses.
Yamamato et al. [3] developed a telepresentation system for tactile exploration of
remote surface textures. This system was made of two parts: a tactile sensor on the
slave site and a tactile display utilizing an electrostatic actuator on the master site. As
the user moves her/his finger on the display, the tactile sensor simultaneously scans
the texture surface and the surface roughness recorded by the sensor is displayed to
the user through the tactile display by applying two-phase cyclic voltage patterns to
the electrodes. They conducted a user study and reported that the subjects correctly
matched the textures at the remote site to the local ones with a success rate of 79%.
Bau et al. [4] from Disney Research presented TeslaTouch, a touch screen providing
haptic feedback to the user based on electrostatic actuation. The device controls the
frictional force between the user finger and the screen by modulating the frequency
and the amplitude of alternating electrostatic force. The results of the psychophysical
studies performed with 10 subjects showed that the average frequency JND varied
from 11% at 400 Hz to 25% at 120 Hz and the average amplitude JND was 1.16 dB
and constant across all frequencies. Maaski and Toshiaki [5] integrated electric mo-
tors into a PDA to develop a vibrotactile haptic interface, which they called it “active
click”. They suggested that active click can improve the usability of touch panels,
especially in noisy environments. Poupyrev and Maruyama [6] utilized piezo film
actuators to design a PDA with haptic feedback to the user. They argued that further
research is required to improve the quality of haptic interactions by developing formal
design guidelines. Biet et al. [7] developed a tactile display using an array of piezo
actuators attached to the back side of a metal plate. The plate was vibrated at an ultra-
sonic resonance frequency of 30.5 kHz, reaching to peak-to-peak amplitude of 2.3 um
and causing a squeeze film to form between the surfaces of the user’s finger and the
plate. By controlling the thickness of the squeeze film, square gratings were simu-
lated. They conducted a user study with 12 subjects and investigated the slipperiness
thresholds of the square gratings for the vibration amplitudes of 0, 0.5, 1.2, and 2.3
um. Winfield et al. [8] developed TPaD by attaching a piezo disk to a glass plate. The
plate was actuated at ultrasonic frequencies to modulate the friction coefficient be-
tween the finger and the plate surface based on the squeeze film effect. Chubb et al.
[9] further extended this idea in ShiverPaD [9] by oscillating the plate in-plane at a
frequency of 854 Hz using a voice coil. Hence, the ShiverPaD is capable of applying
and controlling shear force on a finger regardless of its direction of motion.
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Our group designs a touch screen actuated by piezo patches for displaying vibro-
tactile haptic feedback to the user. One of the challenges in the design is the selection
of appropriate boundary conditions and the piezo configurations on the screen for
achieving optimum performance within the limits of human haptic perception. To
investigate the design trade-offs, we developed a finite element model of the screen
and four piezo actuators attached to its surface in ABAQUS. The model utilizes the
well-known Hooke’s law between stress and strain extended by piezoelectric coupl-
ing. After selecting the appropriate boundary condition for the screen based on the
range of vibration frequencies that are detectable by a human user, the optimum con-
figuration for the piezo patches is determined by maximizing the vibration amplitude
of the screen while minimizing the power consumption of the piezo actuators.

2 Our Approach

To demonstrate our idea, we attach an array of thin-film piezo actuators at the back
surface of a glass plate where computer-generated images are projected onto it
through an LCD display (Figure 1). These piezo films are actuated by a signal genera-
tor and an amplifier to generate vibrations on the front surface of the plate with vary-
ing amplitudes and frequencies. The position of the user finger on the glass plate is
sensed by an IR frame.

» Laser Doppler Vibrometer

IR Touch Frame

/‘ ' / Glass Plate

Piezo Actuators
[ | |

——>» L.CD Screen

Fig. 1. The proposed vibro-tactile display: The user feels the vibrations generated by an array
of piezo actuators glued to the back surface of a glass plate. The magnitude, frequency, and
direction of the vibrations are tailored to induce application-specific tactile sensations on the
user.

In order to construct the system shown in Figure 1, we first decided on the type of
thin-film piezo actuators and then purchased them from the manufacturer (PI Dura-act
P-876.SP1). In addition to being small and thin (16x13x0.5 mm), this type of piezoe-
lectric patches are light-weighted (0.3 gram), hence the additional weight due to
coupling with the glass plate is negligible compared to the own weight of the plate.
Besides these advantages, the insulation layer enables it to be attached to the glass
plate easily. We glued one of the piezo patches on the glass plate (230x180x3 mm)
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and conducted some initial experiments by applying alternating voltage to the patch
through a signal generator and an amplifier to vibrate the plate (Figure 2). We ob-
served that the vibration amplitudes generated by a single patch are not sufficient to
be sensed by a human finger.

Laser Doppler Vibrom eter

Oscilloscope

Pl PiezoelectricPatch

Fig. 2. Our experimental set-up

Hence, we decided to investigate the optimum number and placement of piezo
patches on the glass plate. Since the piezo patches cannot be easily detached from the
glass plate once they are glued to its surface, it is more convenient to make this analy-
sis in simulation environment using ABAQUS finite element package. For this pur-
pose, we developed the models of the glass plate, the piezo patch actuators, and the
interactions between them in ABAQUS and then investigated the design trade-offs
based on the amplitude and frequency of the vibrations of the glass plate and the pow-
er consumption of the patches.

For the glass plate and the piezoelectric actuator, element types C3D20 and
C3D20E are used respectively. The material properties of the glass plate are taken
from the literature. The material and electrical properties of the piezo patches are
provided by the manufacturer. Our initial design consists of four piezoelectric actua-
tor patches attached to a glass plate in 8 different configurations of the patches
(Figure 3). By running simulations in ABAQUS, we first investigated the effect of 3
different boundary conditions on the resonance frequency of the plate and then the
effect of piezo locations and orientations on the amplitude of the vibrations of the
plate per unit charge applied to the piezo patches.

3 Modeling

The electro-elastic response of the glass plate is governed by the following finite ele-
ment equations [10] [11]:
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MU + KU + Ko @=F (1)
KpuU + Kpp®=G )

where, M is the mass matrix, K, is the stiffness matrix, K,q and Kg, are the pie-
zoelectric coupling matrices, Kgo 1is the capacitance matrix, U is the
ment, @ is the electrical potential, F is the externally applied force and G is the ap-
plied charge. In our case only charge is applied and the externally applied force is
zero. Substituting zero for F into Eq. 1,

MU + KU + Ky p®@= 0 3)
MU + K,,U = —K,,, @ )
and solving for ® using Eq. 2, we obtain
D= Kpp *[G—Kyp U] 5
Then, substituting Eq. 5 into Eq. 4, the following relation is obtained,
MU + Ky U = =Kyo Koo G + Kyo Koo 'Kug' U (6)
MU + [Ku = Kuo Koo " Kuo' |U = —Kyo Koo G (7

which, can be written as

MU + KU = T; 4G (3

where
K =Ky — Kyo K¢>4>_1Ku<pT )
Teo = —Kuo Koo ' (10)

Eq. 8 shows the relation between the applied charge (G) to the piezo actuators and the
resulting displacement (U) in the glass plate. The difference in electric charge creates
a potential difference in the piezo actuators, which causes the actuator to bend and the
glass plate to deform. If the charge is applied to the piezo patches in the form of a
sinusoidal signal, G = |G|e/®t, the resulting displacements in the glass plate will be
also a sinusoidal signal with a phase delay of ¥, U = |U|e/®**¥. Then, we can ob-
tain the frequency response function (FRF) as H(w) = U(w)/G(w).

4 Results

Modal analysis was performed on the glass plate for 3 different boundary conditions;
a) the glass was fully clamped from all edges, b) the long edges of the plate were
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C1: Horizontally ariented patches atthe sides

C3: Horizontally oriented patches atthe corners

CE: Diagonally oriented patches atthe corners

7. Horizontally oriented patches on the left side

B. Baylan, U. Aridogan, and C. Basdogan

C2: Vertically oriented patches at the sides

C4: Vertically oriented patches at the corners

C&: All looking to the center

C8: Vertically oriented patches on the left side

Fig. 3. The selected locations and orientations of the piezoelectric patches for the FE analysis

clamped while the short edges were left free, and c) the short edges of the plate were
clamped while the long edges were left free. The first four mode shapes of the glass
plate are also shown in Figure 4. The results obtained from ABAQUS are compared
to the theoretical values [12] in Table 1. Since we aim to vibrate the glass plate at

frequencies that are within the limits of hu
[13], the third boundary condition was chos

man vibrotactile perception of 0.1-500 Hz
en for the further analysis.

Then, the out of plane displacements of the glass plate were calculated at 15 differ-

ent locations on the surface of glass plate (

77 mm. The frequency response function (

Figure 5 was calculated for the 8 different

Figure 5), covering an area of 153 mm by
FRF) of each point labeled as 1 to 15 in
piezo configurations. As an exemplar, we

show the FRFs of point 8 (center point) in Figure 6 for the x, y, z axes.
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Table 1. The first four resonance frequencies of the glass plate for the 3 different boundary

conditions
First Second Third Fourth
Boundary Resonance Resonance Resonance | Resonance
Conditions (Hz) (Hz) (Hz) (Hz)
a) ABAQUS: | ABAQUS: | ABAQUS: | ABAQUS:
690.29 1194.00 1605.30 2022.40
Theoretical: | Theoretical: | Theoretical: | Theoretical:
706.67 1204.00 1637.50 1865.10
b) ABAQUS: | ABAQUS: | ABAQUS: | ABAQUS:
523.02 588.56 830.60 1326.50
Theoretical: | Theoretical: | Theoretical: | Theoretical:
526.13 591.87 846.17 1225.00
c)
ABAQUS: ABAQUS: ABAQUS: | ABAQUS:
318.46 417.19 824.88 881.28
Theoretical: | Theoretical: | Theoretical: | Theoretical:
321.38 418.52 772.66 964.60

5 Discussion

The goal of our project is to produce controlled vibrations on the surface of a touch
screen via piezo actuators attached to its surface. To achieve higher vibration ampli-
tudes, higher voltages must be applied to the actuators, which results in higher energy
consumption. However, most of the devices utilizing interactive touch screens, espe-
cially the mobile ones, are limited by power. Currently, there are no established me-
thods on a) how many piezo patches must be used and b) how they must be attached
to a touch screen to generate the desired haptic effects with minimum power. Since
the piezo patches cannot be easily detached from a touch screen once they are glued
to its surface, it is more convenient to make this analysis in simulation environment
using a finite element package. In fact, this is the approach followed in this paper.

As shown in Figure 7, the displacement amplitudes of the center point (point 8 in
Figure 5) at each resonance frequency is different for the 8 different piezo configura-
tions. To further investigate the effect of the piezo configurations on the vibration
amplitude of each measurement point for a unit micro Coulomb charge applied to



54 B. Baylan, U. Aridogan, and C. Basdogan

First resonance mode shape

Second resonance mode shape

i

r

|
I
\
N

=

e

e
D i

“‘n‘i

\

e

e

Fig. 4. The first four mode shapes of the glass plate
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Fig. 6. The frequency response function (FRF) of the point 8 (the center point on the glass
plate) for x, y and z axes. The first four resonance frequencies of the plate are marked on the

figure.

each piezo (approximately equivalent to 100 V), the plot shown in Figure 8 was con-
structed from the FRFs. It is obvious from Figure 8 that some of the piezo configura-
tions (C3, C4, C5, C7 and C8) lead to more displacement at the measurement points
than the others. If the locations of the patches are inspected carefully for these confi-
gurations (see Figure 3), one can conclude it is preferable to place the patches close to
the fixed boundaries of the glass plate and not close to its free boundaries. In fact, if
the third and fourth resonances of the plate are also considered for the analysis
(Figure 7), the piezo configurations C3, C4, and C5 are even more favorable.

50

Magnitude in dB {(wm/mcC)

1 2 3 4 5 6 7
Piezoelectric Configurations

Fig. 7. The out-of-plane (z-axis) displacement amplitudes of the point 8 (the center point on the

glass plate) for the first 4 resonance frequencies
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Fig. 8. The bar chart shows the vibration amplitude of each measurement point at the first re-
sonance frequency for the 8 different piezo configurations

6 Future Work

To validate the results obtained through the finite element model, experimental modal
analysis will be performed with four piezo patches attached to the glass plate. Then,
user studies will be conducted to investigate the human haptic perception of various
textures displayed on the glass plate by altering the frequency and the amplitude of
the vibrations.
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Evidence for ‘Visual Enhancement of Touch’ Mediated
by Visual Displays and Its Relationship
with Body Ownership

Valeria Bellan, Carlo Reverberi, and Alberto Gallace

Department of Psychology, University of Milan-Bicocca, Milan, Italy

Abstract. Several studies have shown that watching one’s own body part im-
proves tactile acuity and discrimination abilities for stimuli presented on that
location. In our experiment we asked the participants to localize tactile stimuli
presented on the left or right arm. During the task the participants were not al-
lowed to watch their body, but they could see another person’s left arm via a
LCD display. This arm could be touched or not during the presentation of the
tactile stimuli. We found that when the participants saw a finger touching the
arm on the screen, their responses to the tactile stimuli presented on the left and
on the right arm were faster than when the arm on the screen was approached
but not touched. Critically, we did not find any illusion of ownership related to
the hand seen on the screen. We concluded that the effects found might be me-
diated by higher order multisensory mechanisms related to the allocation of at-
tentional resources to the body.

Keywords: Cross-modal, Multisensory, Perception, Touch; Vision.

1 Introduction

Tactile perception plays a key role in building boundaries between the self and the
external world [10]. In fact, when we touch an external object we can feel both the
incoming perception from the object itself and the presence of our body well differen-
tiated from it. Several data suggest that vision of a person’s own body part, together
with proprioception or alone, can enhance the processing of tactile stimuli delivered
to that location [17]. In particular, Kennett and colleagues [12] have shown that their
participants could detect a tactile target delivered on their arms more effectively when
they could directly see that part of the body, as compared to when its vision was pre-
vented (an effect named ‘Visual Enhancement of Touch’ —VET-). Interestingly,
research findings support the idea that there might be similar patterns of neural activa-
tion when the body is touched and when one sees another person being touched. In
particular, Schaefer et al. [15] investigated whether the tactile perception of their
participants could be modulated by watching a stranger’s body part being touched on
a screen, rather than by watching their own body. The authors measured the sensory
thresholds of the participants’ index finger, after viewing a right hand in a screen
being touched by a stick, or after viewing the stick just touching the space beneath the

P. Isokoski and J. Springare (Eds.): EuroHaptics 2012, Part I, LNCS 7282, pp. 58-66, 2012.
© Springer-Verlag Berlin Heidelberg 2012
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hand. They found a reduction of the sensory threshold specific for the right index
finger, only after showing the video where the hand was touched by the stick. The
authors concluded that the VET is linked to the observation of touch, rather than to
the depiction of the body part per se. However, in Schaefer et al’s study the partici-
pants performance was measured by means of a tactile threshold task. Considering
that tactile thresholds are more related to relatively lower level neurocognitive
mechanisms [3], one might wonder, whether similar results might be obtained also by
means of tasks that involve higher order functions, such as the deployment of atten-
tion towards different body districts.

It is also worth considering here the question of whether the effect of watching an-
other person’s body on tactile information processing can be somehow related to an
extension of body ownership towards the body part seen on the display. In fact, in the
‘rubber hand illusion’ (RHI) [2] the hidden participant’s hand is brushed synchro-
nously with a visible rubber hand. Using this procedure, the majority of participants,
after a few seconds, starts to perceive touch as if it is coming from the position of the
fake hand rather than from the real hand. Longo et al. [13] measured the participants’
tactile acuity during the onset of the RHI. They found a significant enhancement of
acuity when the illusion was induced compared to a control condition where the
illusion was not generated. The authors suggested that the VET effect depends on
seeing ‘one’s own’ hand, rather than seeing ‘a’ hand and that there is a functional
relation between the bodily self and tactile perception. However, also in this case, the
task performed by the participants relies mainly on lower order neurocognitive
mechanisms. Therefore, it remains unclear whether using a tactile task that involves
higher order mechanisms, such as those responsible for the deployment of spatial
attention, would lead to similar effects. As far as this point is concerned, it should be
noted here that Moseley et al’s [14] found a slow down of tactile information
processing due to alterations of body ownership when a spatial discrimination task
was used.

The aim of our research, is to verify whether seeing another person’s hand being
touched (on a pc screen) can affect the processing of tactile information presented on
the participant’s body when the spatial discrimination of the stimuli (rather than a
threshold assessment task) is required. We will also analyze if an illusion of embodi-
ment of the hand on the screen would occur and whether this would influence the
processing of tactile stimuli.

2 Materials and Methods

Thirty-two (22 female) right-handed volunteers (age = 24.5 + 3.7 years; education =
16.7 + 1.8 years of school) took part in the experiment. They sat with both their fore-
arms resting on a shelf 10 cm under a desk (see Fig.1). A 17’ LCD screen showing the
picture of a left arm and hand was placed on the desk. The gender of the arm on the
screen was matched with the participant’s gender. Four vibrotactile stimulators
(Audiological Engineering Corporation) were applied on the dorsum of both hands
and on the forearms, just below the elbow. The image of the arm was aligned with the
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participant’s real left hand. The experiment was composed of two different parts. In
the first part the participants were instructed to look at the screen displaying an index
finger approaching the hand and touching it, while a 100 msec tactile stimulus was
delivered to their real left hand. No response was required in this part of the experi-
ment. The participants were randomly assigned to either the Illusion or Nonlllusion
group. In the Illusion group the presentation of the tactile stimulus was synchronized
with the touch seen on the screen (a finger touching the hand), while in the Non-
Ilusion group the touch delivered to the participants’ left hand was presented asyn-
chronously (three seconds delayed) with respect to the touch viewed on the screen.
After this first part of the experiment, all the participants were required to fill a ques-
tionnaire regarding their sense of ownership about the hand seen on the screen [2].
The questionnaire was composed of 9 statements. Each statement was followed by a
15cm long line with the endpoints indicating the degree of the participant’s agreement
(not at all vs. completely) towards that statement. The participants were required to
mark their agreement along the line. In the second part of the experiment, both groups
performed the same task. They were asked to look at the screen where a left arm and
hand were displayed. An index finger approached the hand or the forearm, randomly
touching one of them (Touch condition) or just approaching without touching (No-
Touch condition) these body parts. A 100ms vibrotactile stimulus was synchronously
delivered to the participant’s right or left hand or forearm. A number of catch trials
where the stimuli were delivered to both sides of the body at the same time was ran-
domly interleaved to the left and right stimuli. The order of the stimulated locations
was randomly varied within the experiment. The participants were asked to press
either the right or left or both buttons of a pc mouse with the index and middle finger
of their right hand, according to the side (or sides) where they perceived the tactile
stimulation. A total of 240 trials balanced for each side of the body for each location
and for each experimental condition were presented.

Pc screen
Vibrotactile stimulators

Real arms under the desk

Fig. 1. Experimental setup used in the present experiment
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3 Results

We analysed the participants’ reaction times for each experimental condition. The
accuracy of participants’ responses were not analysed, because the amount of errors
made in each condition approached zero for all of the participants. We also analysed
the answers at the questionnaire for the two groups.

3.1 Reaction Times

A repeated-measures ANOVA with four within subjects factors (Touch: Touch Vs.
NoTouch; Position Felt: left, right; Position Seen: hand Vs. arm; Position Touched:
hand Vs. arm) and one between subject factor (Group: Illusion Vs. Nonlllusion) was
performed on the reaction times. The results of this analysis revealed the presence of a
main effect of Touch [F(1,30)=26.475; p<0.001]. In particular, the participants were
faster when the finger actually touched the hand presented on the screen (Touch con-
dition) as compared to the condition where the hand on the screen was approached but
not touching (Fig. 2, on the left). We also found a main effect of the Position Felt
[F(1,30)=9.0220; p<0.005], suggesting faster responses for the stimuli administered
on the left side of the participants’ body as compared to stimuli presented on the right
(Fig. 2, on the right).
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Fig. 2. Effect of Touch (graph on the left): the participants gave faster responses in Touch Con-
dition (finger touching the hand on the screen) than in NoTouch Condition (finger just ap-
proaching). Effect of Position Felt (graph on the right): the participants gave faster responses
for the tactile perception on the left side of the body than on the right. The error bars represent
the standard error of the means of the reaction times.

We also found a main effect of the Position Seen [F(1,30)=23.47; p<0.0001], with
faster responses when the participants saw the arm being touched as compared to
when they saw the hand being touched. The analysis also revealed a significant inter-
action between Touch Seen and Position Felt [F(1,30)=7.35; p=0.01]. A post hoc
LSD analysis on this interaction revealed that participants were faster in the Touch
condition than in NoTouch condition both when the stimulus was delivered on the
right (p<0.001) and on the left side (p<0.001) of the body. By contrast, in the NoT-
ouch condition they were faster when the stimulus was delivered on the left (p<0.001)
of the body compared to when it was delivered on the right. Another significant inter-
action was found for the factors of Touch Seen and Position Seen. A LSD post hoc
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test on this interaction revealed that in the Touch condition participants responded
faster than in the NoTouch condition when the participants saw the hand being
touched compared to the arm being touched (p<0.001). By contrast, in the NoTouch
condition they were faster when they saw the arm touched compared to the hand
(p<0.001). Finally, the post hoc analysis of the interaction between Position Felt and
Position Touched also revealed that participants responded faster when their left arm
was touched as compared to when their right arm was touched (p=0.02). Faster re-
sponses were also found when the left participant’s arm was touched as compared to
the condition where the left hand was touched (p<0.001). The analysis also revealed
the presence of a significant interaction among all the four factors considered. In or-
der to further explore this interaction, two separate ANOVAs one for each Position
Felt (i.e. one for the condition Hand Touched and one for the condition Arm
Touched) with the between subject factor of group (Illusion Vs. Nonlllusion), and the
within subject factors of Touch Seen, Position Felt and Position Seen were performed.
The ANOVA on the Position Felt regarding the arm revealed the presence of a main
effect of Touch [F(1,30)=11.55; p=0.002], with faster responses for Touch than
NoTouch condition. A main effect of Position Felt [F(1,30)=14.72; p=0.0006], with
faster responses when the stimulus was delivered on the left side of the body as com-
pared to the right side of the body was also found. The ANOVA on the Position Felt
regarding the hand revealed the presence of a main effect of Touch [F(1,30)=18.61;
p=0.0001], with faster responses for Touch than NoTouch. A main effect of Position
Seen [F(1,30)=5.93; p=0.02], highlighting faster responses when the participants saw
the arm being touched compared to when they saw the hand being touched, was also
found. The analysis also revealed the presence of significant interactions between the
following factors: Position Seen and Group [F(1,30)=4.59; p=0.04], Touch and Posi-
tion Felt [F(1,30)=7.27; p=0.011], and Touch and Position Seen [F(1,30)=7.95;
p=0.008]. An LSD post hoc test on the Position Seen and Group interaction showed
that the Nonlllusion group was faster than the Illusion group only when the arm was
seen (p=0.003). The LSD post hoc test on the Touch and Position Felt interaction
showed that participants were faster in Touch as compared to NoTouch condition
only when the stimulus was delivered on the right side of the body (p<0.0001). Fi-
nally, the post hoc test on the Touch and Position Seen interaction showed that in the
NoTouch condition the participants gave faster responses when the touch on arm was
seen (p<0.001) as compared to when the touch on the hand was seen. Moreover when
the touch on hand was seen (but not when on the arm) the participants were faster for
Touch condition (p<0.0001) than for the NoTouch condition. This analysis also high-
lighted the presence of an interaction among Touch, Position Seen and Group, that
was further analysed by means of two further ANOVAs, one for the Illusion group
and one for the Nonlllusion group. In these ANOVAs we considered the within
subject factors of Touch and of the Position Seen. In the ANOVA performed on the
Ilusion group we found a main effect of Touch [F(1,31)=9.70; p=0.004], with the
participants being faster in the Touch than NoTouch condition. No other significant
main effects or interactions were found. As far as the ANOVA on the Nonlllusion
group is concerned the main effect of Touch was also found [F(1,31)=6.92; p=0.013].
This ANOVA also revealed the presence of a main effect of Position Seen
[F(1,31)=10.06; p=0.003], indicating faster reaction times when the touch was
viewed on the arm as compared to the hand. A significant interaction between the two
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factors [F(1,30)=12.18; p=0.001] was also found in this analysis. An LSD post hoc
test revealed that in NoTouch condition the participants’ responses were faster when
the touch on arm was viewed (p<0.0001) as compared to when the touch on hand was
viewed and that, when the touch on hand was seen, the participants were faster in the
Touch condition (p<0.0001) than in NoTouch condition.

3.2  Questionnaires

We performed a repeated-measures ANOVA on the responses given to the nine-
question-Likert questionnaire with one within subject factor (question) and one be-
tween subject factor (Group: Illusion Vs. Nonlllusion). We found a main effect of the
question [F(8,240)=11.80; p<0.0001], revealing significantly different answers
among the questionnaire. More importantly, this analysis did not reveal any signifi-
cant difference between the two groups of participants [F(8,240)=1.00; p=0.43]. No
significant interactions were found.

4 Conclusions and Discussion

The first aim of our research was to verify whether watching a bi-dimensional image
of a hand on a screen being touched could affect the spatial processing of tactile in-
formation presented on the participant’s hands or arms [cf. 15]. We hypothesized a
facilitation in tactile processing when the participants could see a finger touching a
limb on the screen, compared to viewing a finger just approaching but not touching
the limb. We also wanted to assess if an embodiment of the hand seen on the screen
occurs under these conditions of stimulus presentation and if this can affect tactile
perception, in line with Longo et al.’s findings [13]. Our findings clearly suggest that
the presentation of a bidimensional image of a body part can affect tactile processing.
Indeed, we found that participants responded faster to the tactile stimuli presented on
their own arms when they could see on a pc screen the limb of a stranger being
touched, as compared to a condition where they could see the same limb being ap-
proached but not touched. It is important to note here that the effect that we found
cannot be fully classifiable as a VET effect (i.e., a body-location specific enhance-
ment of tactile processing caused by the vision of the location of the body where the
stimuli are presented). In fact, the participants in our experiment responded faster to
tactile stimuli when they could see a ‘picture’ of a hand being touched rather than
when seeing their own body touched (like in the classic VET paradigm, [15]). More-
over, the enhancement of tactile processing following vision of the body in our ex-
periment regarded both upper limbs rather than being specific to the limb shown on
the display. This result would appear to contrast with those reported by Schaefer and
colleagues [15], where showing the picture of a left index finger being touched re-
sulted into an enhanced of the participants’ tactile thresholds for stimuli presented on
their own left index finger, but not on their right index finger. Though, an important
difference between our study and the previous studies on this topic is the fact that we
tested tactile processing using a spatial discrimination task, rather than a tactile
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threshold task [15] or a tactile acuity task [13]. The two latter tasks, in fact, involve
lower order cognitive mechanisms, while the task performed by the participants in our
experiment relies on higher level attentional mechanisms. Therefore, we suggest that
seeing a person’s body part being touched in our study might have directed attentional
resources towards the tactile modality in a quite generalized fashion. This generalized
focusing of attention is also confirmed by the fact that the responses were faster when
the participants saw the finger on the screen touching the arm than when touching the
hand, irrespective of feeling the touch on their own hand or arm [17]. One can argue
that the tactile acuity decreases from the finger tips to the elbow [18], such as that the
participants should be less sensitive for the touch on the arm (thus resulting in faster
reaction times on the hand rather than on the arm). However, the fact that we set the
intensity of the stimuli in order to be perceived by the participants as equally intense
in all the four locations would seem to rule out this possibility. Alternatively, one
might hypothesize that the touch on the arm was perceived by the participants as more
salient because this part is less frequently touched than a hand is, leading to faster
responses when that body part was touched. Our results also show that when the left
part of the body was touched, the reaction times were shorter. In fact, the arm dis-
played was a left one, so it is reasonable that the participants could be more reactive
to stimuli delivered on their left part of the body, as if they had a greater arousal for
this side [16]. In our experiment we also examined if an illusion of embodiment of a
stranger’s hand occurs when the participants observe that hand being touched on a
screen and when tactile stimuli are simultaneously presented on the participant’s ac-
tual limb. The results from the questionnaire did not reveal any significant difference
between the groups. This results clearly suggests that no illusion was elicited under
these conditions of stimulus presentation. Nevertheless, we also found that the par-
ticipants in the Nonlllusion group provided faster responses when the touch on the
screen was directed to the arm, as compared to when it was directed to the hand. Here
it should be considered that the illusion procedure adopted in our experiment involved
just a touch on the hand and the Illusion group felt this touch synchronously to the
touch on the hand seen on the screen. By contrast, the Nonlllusion group saw the
same stimulation but in an asynchronous fashion. It might be that the Illusion condi-
tion may have induced a sort of hebbian association between the touch felt and the
touch seen on the hand. As a consequence, the participants belonging to this group
might have started to consider the whole arm as one thing. On the other hand, the
Nonlllusion group kept on considering hand and arm as two separate sites of touch,
giving that the asynchronous stimulation condition did not create an equally strong
association between the tactile and the visual stimuli. That is, the synchronous stimu-
lation might have led to a more homogenous perception of the limb depicted on the
screen than the asynchronous stimulation.

Taken together, the results reported in the present experiment support the idea that
vision of a stranger’s body part being touched, can affect the processing of tactile
information presented on another person’s body. This effect is present even when
bidimensional simple stimuli displayed on a computer LCD screen are adopted. Our
findings would seem to confirm that tactile receptive fields can be reorganized ac-
cording to the visual fields, also when these refer to another person’s body [13]. We
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can rule out the possibility that the enhancement in tactile detection that we found in
our experiment was mediated by a variation of the participants’ sense of body owner-
ship. In fact, we did not find any significant differences between the Illusion and Non
Illusion group in the participants’ self-reported sense of ownership over the hand seen
on the screen. By contrast, the effect that we found would seem to be more related to
a general shift in the deployment of attentional resources towards the tactile modality,
determined by the vision of a body part being touched.

To date the role of touch in new technologies is becoming more and more impor-
tant, in particular for the development of graphic interfaces that can be used in every-
day life, such as touch screens in mobile phones, tablet PC or learning aids (such as
the Interactive Whiteboard; see [9]). Its importance also relates to more advanced
devices, such as those used in ‘teleoperation’, a technology that allows trained sur-
geons to operate on patients located miles away from them [8]. A better understand-
ing of the mechanisms at the basis of the interaction between vision and touch can
certainly contribute to ameliorate these technologies by making them more suitable
for the users. The fact that tactile processing improves on a certain body part, not only
when that body part is directly seen, but also when the participants can observe touch
on someone else limb displayed on a LCD screen should certainly be taken into ac-
count in the development of tele-robotics and tele-surgery devices [7], where people
feel sensations on their own body, but watch it operating on a different body or object
by means of a visual display.
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Abstract. In this work we study the position and velocity signal recon-
structions using predictive coding when packets are lost during
telemanipulation sessions and classify the high-level haptic artifacts per-
ceived by the users. The usage of packet-switched networks for bilateral
telemanipulation systems is challenging due to several adversities such
as low transmission rates, packet delays, jitter and losses. The previ-
ously proposed deadband-based haptic data reduction approaches se-
lectively decrease the high transmission rate of the force-feedback and
position/velocity samples on account of human perception limitations.
Recently, an error-resilient perceptual haptic data reduction approach
was proposed to address the packet losses in the feedback channel. How-
ever, the impact of faltered transmission on the forward channel and
its subjective influence on the user are still an open issue and thus are
treated in this paper.

Keywords: [Robotics and automation]: Teleoperators, [H.5.2.g]: Haptic
I/0O, [E.4.a]: Data compaction and compression, [C.2.1.g]: Network com-
munications , [Signal Processing]: Error Correction, [Information The-
ory]: Error Compensation.

1 Introduction

1.1 Real-Time Haptic Applications

The frameworks that allow realistic real-time interactive communication and
remote task realization are typically referred to as telepresence and telemanipu-
lation (TPTM) systems. The degree to which the human is unable to distinguish
between direct and teleinteraction with a (remote) environment is called trans-
parency [I] and can be used to subjectively evaluate these frameworks. The more
transparent the interaction is (or similarly, the more immersed the user is), the
better is the TPTM system. Thus, transparency is highly desirable since it makes
the subject reach out and experience the remote environment as if it was local.

TPTM systems are essentially composed of four basic elements, namely: 1) the
human operator (OP); 2) the human-system interface (HSI) which consists of the
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devices that perform the transduction from the OP’s actions into haptic signals
(e.g. acquiring position/velocity data) and also that provide haptic, visual and/or
auditory feedback to the user (e.g. displaying forces, video and/or sounds); 3)
the teleoperator (TOP) which can be a robot or an end-effector in a virtual
environment that follows the OP’s actions; and, 4) a communication link through
which all the data is transmitted and which closes the loop between the OP and
the TOP.

Visual and auditory signals are unidirectionally transmitted from the TOP to
the OP while the haptic signal is being transmitted in both directions providing
an authentic interactive experience. Naturally, due to the closed-loop properties
of this real-time bidirectional communication, the actions performed by the OP
have a direct impact on the force-feedback that the user receives. Analogously,
the force-feedback exposed to the operator strongly interferes with his/her fu-
ture actions. In this sense, to cope with the high temporal human perception
resolution [2] and to better maintain the stability of the control loop, haptic sam-
ples are typically acquired and transmitted at rates of up to 1 kHz. Moreover,
transmission delays and packet losses on the communication network challenge
the TPTM system’s operability since they potentially destabilize the control
structure and impair the interaction [3J4]. Thus, since haptic samples need to be
sent at such high rates and with minimum latency, the haptic communication
fundamentally differs from typical video and audio data streaming. It is impor-
tant to note that the low-latency constraint has a direct impact on suitable data
reduction schemes as described in [5].

1.2 Haptic Data Reduction

Block-based data compression schemes - typically used for video and audio data
compression - are not suitable for haptic signals. Due to hard low-latency con-
straints in bidirectional haptic communication, adding encoding delay is not
recommended hence block-based compression schemes should be avoided.

There are data compression schemes designed for real-time haptic communi-
cation [Bl6/7]. The most efficient of them was proposed by Hinterseer et al. [5]
and this approach, in essence, exploits the human haptic perception limitations.
This psychophysically motivated scheme employs Weber’s Law of Just Noticeable
Differences (JND) [g] to selectively eliminate samples and reduce the amount of
data to be transmitted. Weber’s Law attests that the perceivability of changes in
a pairwise stimulus comparison experiment is proportional to the magnitude of a
reference stimulus 7. This relation can be mathematically written as:

, =k (1)

where Al is the smallest amount of change in the stimulus I that can be per-
ceived by at least 50% of the users (or, correspondingly, the JND) and k is a
constant that describes the linear relation between these two intensities.
Weber’s Law can be utilized to establish perceptual thresholds wherein stimuli
intensity variations cannot be detected. These regions can be referred to as the
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st TRk

(a) (b)

Fig. 1. (a) At the encoder side, samples are acquired. The deadband regions (gray) are
calculated using the predictions of the encoded samples (red). The incoming samples
that fall within the deadband thresholds (black) are not encoded. (b) At the decoder
side, the signal is reconstructed using the decoded samples (red) and the predicted
samples (green). In this example, the HLS approach is employed for prediction.

deadbands [5]. To achieve the overall goal of reducing the haptic data rate while
maintaining good subjective experience, the signal can be analyzed on a sample
basis deciding whether samples would cause a perceivable change for the user
and, ultimately, if they should be encoded. Figure[illustrates the use of Weber’s
Law applied to a one-dimensional signal.

It can be observed in Figure[lthat whenever the incoming sample falls within
the deadband thresholds, the difference between this sample and its prediction
is said to be too small to be detected and therefore the acquired sample can be
omitted and its prediction displayed instead. On the other hand, if the incoming
sample provokes a perceivable change in relation to the predicted one (i.e. it
violates the deadband), then that incoming sample should be encoded. Previous
results for haptic signal compression show that prediction methods such as hold
last sample (HLS) and first-order linear prediction (FOLP) can be successfully
employed in combination with Weber’s Law to achieve strong data reduction [5].

The remainder of this paper is organized as follows. In Section 2 the artifacts
caused by packet loss in the force-feedback channel are revisited. In Sections
and [ we present the contributions of this work. In Section [3] we describe
the commanding modes of TPTM systems and the effects of packet losses on
the reconstructed position/velocity signals when predictive coding is used. In
Section M we illustrate the experimental procedure and present the observed
high-level artifacts due to position/velocity packet losses. Lastly, in Section
we make some final comments about this work and draw some ideas for future
work.

2 Packet Loss in the Feedback Channel

As mentioned in Section [[L2 the state-of-the-art in haptic data reduction is the
direct use of Weber’s Law to evaluate whether or not haptic samples should be
transmitted. In the presence of such data reduction schemes where not every
sample is sent, the loss of any packet in the communication network can be
significantly impairing. A direct consequence of packet losses is the resulting
asynchrony between both sender and receiver since they would have distinct
reference samples and, thus, would generate different estimates. Employing a
first-order linear predictor, the predicted force sample ff can be calculated as:
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©of

A A G DR (2)
J Jj—1

where f‘;] and f§‘£1 are, respectively, the current and previous update force sam-

ples, tgj and tgj_l their corresponding acquiring times, and ¢£ is the current time
(corresponding to the moment of the prediction ff-D ). In this work, the upper
indices (.)V and (.)¥ represent, respectively, update and prediction samples. If
no upper index is marked, it indicates the original signal sample. Moreover, (.);
always index the updates while (.); refer to acquired or predicted samples.

The expression above is calculated at the sender side so the predicted sample
ff) and the acquired force sample f; can be compared. This comparison checks
whether there is a deadband violation such as shown in the following evaluation

and decides over sending or not sending a new update.

(3)

If; — 7| < ||f7]]-kf — non-violation (use predicted sample)
& — || > ||f]]] -k — violation (transmit force sample)

In the expression above, k¢ is the deadband parameter for the force signal as
generally presented in Equation [l
Furthermore, the receiver employs Equation [2] to calculate its predicted force

samples - what we will call from now on f'l to distinguish the sender’s estimate

from the receiver’s reconstruction. In a lossless communication channel, ffg =
£ since all transmitted samples reach their destination and both sender and
receiver are then in synchrony. In this case, if no updates are received it is
exclusively due to the sender’s decision of not transmitting anything. However,
in an error-prone network, samples can be lost and since the transmission rate is

not uniform, the receiver does not know when a sample is accidentally missing

and hence it continues to estimate ff and in this case ff S

Previous works by Brandi et al. [9/I0] investigated the effect of losing such
packets in the force-feedback channel (i.e. from the TOP to the OP). In the cases
described in [910], lost force update samples lead to three main artifacts, namely,
bouncing, roughness and the glue effect. The bouncing generates a repelling force
that pushes the end-effector away from the object that is being touched; the
roughness displays an irregular texture sensation when the user runs the end-
effector along the object’s surface; and the glue effect is an attraction force that
pulls the end-effector towards the object when the user ceases the contact with its
surface. To minimize these artifacts, binary tree-based error-resilient encoding
approaches based on [I1] were successfully proposed yielding good subjective
experience while maintaining excellent compression ratios.

3 Packet Loss in the Forward Channel

A general study for passifying TPTM systems in the presence of packet losses
was performed in [12], however, for the simpler case where a hold last sample
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reconstruction is employed. Moreover, the artifacts induced by the packet loss in
the forward channel (from the OP to the TOP) were never particularly discussed
at a higher level, that is, how the loss of information during transmission is per-
ceived by the operator and how it affects the teleoperator. Thus, the main goal
of this work is to present the observed subjective artifacts resulting from posi-
tion/velocity packet losses in telemanipulation sessions when the state-of-the-art
deadband-based haptic data reduction approach [5] is employed in combination
with a first-order linear predictor.

3.1 Velocity Commanding of TPTM Systems

In most TPTM system architectures, the position signal is directly acquired by
the sensors in the HSI. Due to stability constraints [313] in the standard archi-
tecture of the telemanipulation systems, the velocity of the operator is transmit-
ted instead of the position signal. The velocity v; at the current time ¢ can be
obtained by differentiating the position signal as seen in Equation @ below.

P; = Pi—1 (4)

v, =
! ti —ti—1

where p, and p,_; are, respectively, the current and previous acquired position
samples, and t; and ¢;_; their corresponding times. Since t; — t;_1 is always
unitary (due to uniform sampling), this term could be omitted without loss of
generality.

To decrease the transmission rate and the amount of data to be transmitted
from the OP to the TOP, a perceptual data reduction scheme such as described
in Section can also be applied to the velocity signal. Nonetheless, when the
state-of-the-art deadband compression scheme is employed [5], a slight position
deviation is induced between the OP’s acquired signal and what is displayed
at the TOP. In order to minimize position deviation under variable time delay
conditions, Chopra et al. [I4] proposed an architecture including a position feed-
forward channel in addition to the velocity commanding. Using the deadband
approach, the position updates are sent together with the current velocity sam-
ples in order to keep the position tracking accurate [13]. Therefore, depending on
the application and the stability constraints, different types of commanding can
be employed, this means that each transmitted data packet could contain only
position samples, only velocity samples or both position and velocity samples as
in [14] and this present work.

3.2 Impact of Packet Losses on the Signal Prediction

When predictive coding methods are applied together with deadband-based com-
pression, packet losses can potentially degrade the transparency of the system
since the sender and the receiver run out of synchrony. As explained in Section[2]
both ends would use different reference samples (i.e. updates) to estimate future
samples hence they would be no longer mutually consistent.
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Also, there are two major differences between the packet loss effects on the
forward and feedback channels. 1) In the case of force packet loss induced er-
rors, the OP acts as an impedance factor on the HSI and consequently on the
end-effector. This means that users can mildly compensate the force-feedback
artifacts and still keep the system under control. 2) The prediction error in the
forward channel propagates to two signal levels (velocity and position) unlike
the errors in the feedback channel that only affect the force signal.

As mentioned in Section B velocity samples are transmitted. To calculate
them at the sender side, an expression similar to Equation [ is utilized.

vY — vt

P 1,p LU U
V-tV
where the velocity update samples vgj and V _, can be calculated as follows.
U U U U
v_P; =P v _Pj17Pjo
Vi= U o and v, ; = R (6)
J Jj—1 Jj—1 Jj—2

Observe that in these last two expressions, only the latest update position sam-
ples (i.e. pg-], pgﬁl and p§-£2) are employed and not the currently acquired po-
sition samples (i.e. p;, p;_; and p,_5).

After calculating the predicted velocity sample, both vf) and the acquired
velocity sample v; are compared to decide over sending a new position/velocity
sample. This evaluation can be written as below.

[[vi —vE|| < ||vP|| k, — non-violation (use predicted sample)

{ Pl > - k, — violation (transmit position/velocity sample)
(7)
where k, is the deadband parameter for the velocity signal.

At the receiver side, two cases may occur 1) the receiver does receive a new
packet containing the update velocity v , the position p¥ ; and their time stamp
t?. In this case, both received velocity and position can be then directly displayed
by the TOP. 2) the receiver does not receive any packets and therefore rnust use
Equation [{] to predict the velocity v v . Moreover, the estimated position pZ to
be displayed can be calculated as follows.

Pl =pi .+ (ti—ti1) (8)

where p? | is the last displayed position sample at the TOP. Since t; — t;_1
is always unitary (due to uniform displaying rate), this term could be omitted
without loss of generality.

As mentioned before, if the communication channel is lossless, both ends are
consistent thus the difference between v; and vi (= vF) is already expected
and said to be tolerable under human perception limitations. However, in the
presence of communication unreliabilities, some packets may be lost and the es-

timated velocity at the receiver will diverge from the calculated velocity at the
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sender (i.e. v # vF). The direct impact of this event is clearly the end-effector
displaying an incorrect velocity. However, there is another critical impact at the
TOP side. As observed in Equation Bl whenever the velocity component \Aff is
wrong, this error also influences the displayed position If)fD . Thus, even if veloc-
ity packets arrive correctly after a first loss, this position deviation stays in the
system. This error cumulation could be corrected when a position packet arrives
(since it carries the correct current position p;) however, this might not be pos-
sible without special measures since the deviation can be too large and a sudden
position correction could cause impairing events (e.g. jumps, ripples, unforeseen
impacts) and, ultimately, the overall instability of the telemanipulation system.

4 Artifacts due to Position/Velocity Packet Losses

4.1 Experimental Setup

The experimental phase was motivated by our goal of observing and describing
the high-level artifacts caused by packet losses in the forward channel. Although
the theoretical description of the asynchrony between OP and TOP was de-
scribed in the previous sections, a subjective analysis is still necessary to evaluate
how the users perceive such inconsistencies.

The experimental setup employed a SensAble Phantom Omni as the human-
system interface at the operator side. A CHAI3D [15] interactive virtual environ-
ment was utilized to emulate the telemanipulation ambient. In this environment,
a small spherical end-effector was controled by the user. Additionally, there was
a static toroidal object in the center of the workspace with which the user could
interact. This experimental setup and the flow of the bidirectional data are de-
picted in Figure[2l The acquiring rate is set to 1 kHz and the deadband parameter
k, was kept at 15% since this value has previously shown a good compromise
between data reduction and subjective quality [16].

R4 )/

-

e / CHAI 3D
feedback channel CHAI3D, www.chai3d.org

SensAble Technologies, www.sensable.com

Fig. 2. Experimental setup utilized in this work. On the left hand side, the operator
manipulates the HSI and receives the force-feedback through it. Moreover, the teleop-
erator (virtual end-effector) is depicted as the white sphere on the lower right hand
side. The forward and feedback communication channels connect both ends.
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4.2 Experimental Observations: Haptic Artifacts

End-effector drifting: this artifact consists of the end-effector arbitrarily continu-
ing its motion even when the users have already stopped, changed their velocity
or trajectory. This phenomenon is related to what is described in Section
concerning velocity errors. When a packet is lost, the velocity fff at the receiver
continues to be predicted instead of updated (since the update was lost) thus
it immediately differs from the intended v! calculated at the sender. The user
loses control of the TOP until a new update successfully arrives and the mis-
match between f/f and v! is eliminated. The drifting artifact can be observed
in Figure [Bl(c) where deviating spikes can be seen in the predicted velocity (red
curve) at the receiver. The acquired velocity and its correct prediction are shown
respectively in Figures Bla) and Blb). In the experiments we have observed that
the deviation of the predicted velocity \A/ZP at the receiver was considerably higher
than the one encountered in the velocity prediction v} at the sender. Naturally,
this difference depends on the packet loss probability ¢ thus in this work we
tested scenarios with ¢ = 5%, 10%, 20%, 30% and 40%, gauging average distor-
tions (solid blue curve on the left side of Figure[) from 6 to 21 times higher than
what was expected by the sender. Also, it can be observed in this left plot of
Figure M that the maximum deviation at the receiver (dashed blue curve) in the
best case (¢ = 5%) and in the worst case (¢ = 40%) were, respectively 5 and 22
times greater than what was calculated at the sender. These results show that
even with low packet loss probability, the drifting can be a significant issue.
End-effector ”jump”: this artifact is characterized by a sudden correction in
the end-effector’s location in case position commanding [3I13] is utilized. This
correction is usually useful to avoid mismatches between the OP and the TOP
positions however, due to the packet losses, it may have occurred end-effector
drifting and the difference between these two position signals can be signif-
icant. When this deviation is large, the repositioning of the end-effector can
mainly cause two phenomena depending on the kind of environment the tele-
manipulation is being run. 1) In a virtual environment, the end-effector can be
instantaneously readjusted to the correct location but the user clearly notices
this flickering since the motion is not continuous (i.e. it disappears from one
place and appears somewhere else). 2) In a real environment, if the TOP tries to
correct itself in a short time span the robot might jolt or ripple, hit something
in the environment while in the correction trajectory and could even ultimately
become unstable. These "jumps” are depicted by the spikes in the predicted
position (red curve) in Figure Bl(b). Moreover, it can be observed on the right
hand side of Figure [ that the maximum position deviation (dashed blue curve)
is two to ten-fold higher than what is computed at the sender (dashed black
curve). This shows quantitatively that the position correction, even in the best
case scenarios (low ¢) can still lead the system into repositioning problems.
Workspace displacement: this artifact is the direct result of the aforementioned
drifting whenever the position is not corrected to avoid the ”jump” artifact.
When a packet is lost and the velocity f/f is different from the intended velocity
Vf , the error is propagated to the predicted position f)f-D as seen in Equation [§
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Fig. 3. (a) Velocity signal (black) derived from the acquired position signal at the
sender. (b) Velocity signal (black), predicted velocity signal at the sender (blue) and
sent update samples (green circles). (c) Velocity signal (black), predicted velocity signal
at the receiver (red), received update samples (green circles) and lost update samples
(pink crosses). It shows the end-effector drifting artifact. All curves depict the z-axis.
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Fig. 4. (left) Average and maximum velocity deviations at sender (black) and receiver
(blue). (right) Average and maximum position deviations at sender (black) and receiver
with (blue) and without (red) position correction.

When no position commanding is employed, the position acquired at the HSI is
never input to the TOP and all position prediction error is accumulated. What
could be observed during the experimental sessions is the progressively non-
corresponding workspace. This means that the TOP’s three-dimensional space
no longer matches the one utilized by the user hence seriously impairing the task
performance. This artifact can be observed in Figure Bl(c) where the predicted
position (red curve) at the receiver significantly differs from the acquired position
(black curve). Furthermore, it can be seen on the right hand side of Figure [
that the average position at the receiver (solid red curve) is differing from 10 to
60 times comparing to the sensed position at the HSI (solid black curve). This
shows that when no position correction is applied, there is a considerably large
displacement even when the packet loss probability is low.

5 Conclusion

This work demonstrates the theoretical influence of losing position/velocity pack-
ets on the forward channel of TPTM systems when predictive and perceptual
coding are employed. Moreover, we describe the high-level artifacts that are
perceived by the users. We show that the losses can considerably affect the tele-
operator position and velocity degrading the transparency and stability of the
system. When packets are lost, the teleoperator continues to predict the posi-
tion/velocity samples using different reference samples as utilized at the sender
therefore creating an asynchrony between both ends. These cases can provoke
three distinct artifacts, namely, the end-effector drifting, the end-effector "jump”
and, lastly, the workspace displacement.

We plan to propose a joint error-resilient velocity data-reduction approach
and position compensation scheme in the future to address the packet losses in
the forward channel and ultimately mitigate the artifacts presented in this work.
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Fig. 5. (a) Position signal (black), predicted position signal at the sender (blue) and
sent update samples (green circles). (b) Position signal (black), predicted position sig-
nal at the receiver (red) with position commanding, received update samples (green
circles) and lost update samples (pink crosses). It shows the end-effector “jump” ar-
tifact. (¢) The same as (b) but without position commanding. It shows the workspace
displacement artifact. All curves depict the z-axis.
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Tactile Emotions: A Vibrotactile Tactile Gamepad
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Abstract. This paper presents an innovative vibrotactile gamepad used as com-
plementary therapeutic aids for transmitting emotional messages to children
with autism. The gamepad includes eight electromagnetic actuators embedded
in the gamepad shell to provide distributed tactile feedback. The location of the
actuators was defined by measuring the contact zones of the hand and the
gamepad with a number of users. Actuators are designed to cover the 0-500 Hz
bandwidth with a 0.5 N maximum force. The integrated gamepad was submit-
ted to two user evaluations: one (13 users) to define the tactile patterns needed
for control and the second (9 users) to test the acceptability and the usefulness
of the device for the enhancement of emotional competences of children with
autism. Encouraging results are shown.

Keywords: Haptics, Tactile stimulation, Vibrotactile gamepad, Electromag-
netic actuators, Autism, Sensory and Touch therapy, Serious game.

1 Introduction

Autism is a neurodevelopmental disorder characterized by impaired social interaction
and communication, and by restricted and repetitive behaviour. Sensory distortions
are also observed in people with autism. For example, tactile perception is often im-
paired resulting in hypo- or hypersensitivity. This impairment in tactile perception
affects, in turn, social relations because touch is of crucial importance for communi-
cation and emotional understanding [1]. First-person accounts of individuals with
autism have often described unusual or excessive emotional reactions to tactile stimu-
lations. In an autobiographic report, Grandin [2], an American researcher with autism,
writes: “I pulled away when people tried to hug me, because being touched sent
overwhelming wave stimulation through my body...Small itches and scratches that
most people ignore were torture.” She also noted that certain clothing textures could
make her extremely anxious, distracted, and nervous [3]. Another person with autism
states: “To be just lightly touched appeared to make my nervous system whimper, as if
the nerve ends were curling up. If anyone hit on the terrible idea of tickling me, I
died.” [4]. Similar experiences have also been described by Willey [5] and Williams
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[6]. They have been confirmed by experimental studies showing that adults with au-
tism have significantly lower tactile perceptual threshold, but only for vibration at 200
Hz [7], which suggests that these people would be hypersensitive to high frequency
vibrations (i.e. “buzzes”), but not to low frequency vibrations (i.e. “flutters”). Parents
and caregivers report similar observations. Thus, a community interview-based study
involving parents and caregivers found that in a sample of 75 children with autism,
52% were hypersensitive to touch [8]. Some aspects of touch such as hugging firmly
with a parent, having a back rub, engaging in a rough play with an adult, feeling sub-
stances in one’s hands or feeling the wind in one’s face were reported as positive
experiences. Other aspects such as having one’s ears cleaned, one’s face touched or
one’s hair cut were reported as negative experiences. These unusual reactions, if re-
petitive, may provoke stress and anxiety-related behaviour, as well as a negative im-
pact on self-concept and social interactions [9-11].

However, despite this impact on self-concept, communication, social relations and
daily activities, there are only few technological endeavours to convey emotions to
individuals with autism using touch. A first example in this direction is a group of
haptic interfaces developed at the MIT [12]. The devices called Touch Me, Squeeze
Me, and Hurt Me rely on vibrotactile, pneumatic and heat pump actuation (Fig. 1).

.

Fig. 1. Some existing haptic interfaces for conveying emotions for autism [12]

Touch Me consists of a flexible vibrotactile motor array in a soft enclosure that can
be applied to large areas of the body such as arms, legs and the chest. This array can
be remotely actuated by a caregiver controlling the location and the intensity of the
vibrotactile actuation.

Squeeze Me is a vest that simulates hugs. Its design has been based on the assump-
tion that people with autism tend to sometimes better tolerate electronic compared to
human touch. Pneumatic chambers around the shoulders, chest and back are inflated
by a portable air compressor to momentarily provide distributed pressure. A physical
safety system prevents over-inflation or over-compression through pressure-release
valves and fasteners with engineered strain releases. Users have to press a button to
initiate the inflation and subsequent deflation of the vest, which is fixed in pressure
and duration.

Hurt Me is a pneumatic bracelet which inflates a pressure bladder studded with
plastic teeth. It generates controlled pain and is intended to be used by persons with
autism having tendencies towards self-harm. Hurt Me aims to substitute the need to
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self-mutilate by supplying a painful stimulus controlled by the patient and designed
with built-in safety limits.

Other similar haptic interfaces for emotional communication have been developed,
though they have not been applied to the therapy of people with autism. For example,
the Hug-Over-A-Distance jacket contains air compartments that inflate quickly all
around the torso to simulate a real hug [13]. Heart2Heart [14] is a wearable electronic
garment that physically and emotionally links two remote individuals.

These developments, as well as the sensory impairments in autism show that there
is real need for vibrotactile devices providing distributed stimulations at different
parts of the body. Such devices can be very useful as complementary therapeutic aids
because they can partially substitute human touch which is not always well-tolerated
by people with autism. They can thus help these individuals get used to being
touched. Furthermore, touch is an emotional sense and emotions involve perceptual,
sensory and motor experiences (referred to as “embodiment”). In this sense, such
devices can be a way of embodying emotions for persons with autism. The device
presented below is a contribution in this direction.

2 Actuation Concept

A tactile gamepad was developed to give emotional feedback to children with autism.
It will be used as a therapeutic aid. It is composed of 8 tactile actuators distributed
over the gamepad body. In order to provide an efficient tactile stimulation, the actua-
tors’ position was defined by measuring the contact zones between the hand and the
gamepad during the game. The interface used for this measurement, as well as the
tests done to measure the contact zones are described below.

Fig. 2 shows the “measuring” gamepad redesigned to embed 16 tactile sensors on
its right half. As the gamepad is symmetrical, the contact zone is identical on both
sides. The two buttons at locations 3 and 4 were replaced by a hard surface to let the
users position their hands as they wish on the overall surface of the shell.

Fig. 2. Gamepad equipped with 16 contact sensors

Fig. 3 presents the measurement process. Each sensor is made of one conductive
inset placed on the gamepad surface. The user wears a conductive bracelet. The con-
tact of the hand on an inset closes the electrical loop and switches the associated
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MOSEFET transistor. The signal of each sensor is collected using a digital input of a
National Instruments data acquisition Board (DAQ) and processed via a Labview
application.

Subject’s hand with
conductive bracelet

H T [e)
== LN
/B0
0
Gamepad Electronic Computer
with sensors board

Fig. 3. Experimental equipment diagram: when the user touches a sensor on the gamepad the
electrical loop is closed provoking a digital input on the acquisition board. Data is recorded and
processed using Labview.

20 subjects participated in the experiments done to measure the contact zones.
There were 7 women and 13 men with different hand sizes. Several video game back-
grounds were also used. The experiments consisted in playing 3 distinct types of
games: a racing one, a one sports and an action one. The subjects had to play every
game for 3 minutes. Also, their hand size was measured. The user experience with the
game was evaluated by a questionnaire.

Fig. 4 shows the median percentage of time each sensor was in contact with the
user’s hand. Sensors 0, I and 7 were almost permanently used. Sensors 5, /2 and 13
were also widely used. On the contrary, sensors 6 and /5 were used only occasionally.
All the other sensors (2, 3,4, 6, 8,9, 10, 11, 14 and 15) were almost never used.

Regarding the influence of the game type on the use of the sensors, there was a dif-
ference between the racing game and the other types of games for sensors 5, 12, 13
and /5. In the racing game, sensors 5 and /5 were used more often than in the other
game types. There was the opposite effect for sensors /2 and /3. This may be due to
the buttons used to interact with the different types of games. The racing game re-
quires pushing the same button (the throttle) with the thumb for long periods of time.
Therefore, the hand stays immobile on the gamepad. Since the thumb is bended, the
hand position does not allow touching the upper part of the side of the gamepad han-
dle. On the contrary, in the sport or action game, the user needs to push the buttons
sporadically. The thumb is less bended and the hand is covering a bigger part of the
handle side.

The video game background has also an influence on grasping. In fact, expert
players have a more stationary grasp than beginners. They get a percentage close to
100% for the sensors they use and 0% for the others. Because they have an unsteady
grasp, beginners have less distinctive results. They obtain percentages between 20%
and 80%.
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The hand size does not seem to be an important factor for determining the contact
zones between the hand and the gamepad. Distant sensors such as 3, 4, 8, 9, 10 or 11,
were used both by users with small hands and by users with big hands. The usage
patterns of the other sensors are also similar for users with the different hand sizes.
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Fig. 4. Experimental results: median percentage of time each sensor is in contact with the hand
for each type of game

Fig. 5. (a) Schematic view of the contact percentage of time for each sensor. (b) Contact area
for actuators embedding
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Fig. 5a shows a view of the gamepad with the sensors displayed according to their
percentage of use. These results helped us define the areas in which to embed the
actuators to ensure a maximum probability of achieving stable contact between the
user’s hand and the gamepad when playing different types of games. (See Fig. 5b)

3 Actuation Design and Implementation

Gamepads are usually equipped with rumble motors which have a high response time.
Furthermore, the vibration frequency is linked to its amplitude and the minimum fre-
quency is often up to 20 Hz with low vibration amplitude.

The actuator we propose is designed to provide vibrations which have independent
frequency and amplitude. It also allows reaching very low frequencies (i.e. lower than
1 Hz).

Fig. 6 shows a CAD view of the complete actuator. It is composed of a permanent
magnet (1), a coil (2), a ferromagnetic core (3) and a surrounding armature (4) to
guide the magnetic flux and avoid energy losses in the air. When a current is applied
to the coil, it produces a magnetic field that interacts with the magnet’s permanent
field. The magnetic interaction generates a controlled attraction/repulsion force. A
flexible brass membrane (5) is used to guide the magnet along the vertical axis. A
silicone spacer (6) is used to set a constant distance between the magnetic core and
the magnet and to filter vibration from the membrane to the actuator body. Finally, a
plastic block (7) with a diameter of 3 mm is glued on the top side of the membrane to
provide a sufficient pressure on the hand. The complete actuator has a diameter of 9
mm. It is 9 mm high without the plastic block.

Magnet field lines

(5)

N

N\

(6) (1)

Coil field
lines

(2)

Fig. 6. Cross-sectional view of the complete actuator

The disc magnet (diameter 3 mm, thickness 1 mm) made of Neodymium-Iron-
Boron (NdFeB) has a magnetization of 1.4 T. The coil (OD 8 mm, ID 3 mm, and
thickness 5.5 mm) is made of 0.15 mm copper wire with 350 turns. The surrounding
iron armature and the ferromagnetic core (iron) have a relative permeability of 1000.
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Even with no energy supply, the magnet’s field interacts with the ferromagnetic parts
and the magnet is attracted by the core. The flexible membrane behaves like a spring
and stores this offset force. As a consequence, the force provided by the actuator is
the difference between the case where no current is applied to the coil and the case
with current. Fig. 7 shows the results of a 2D axisymmetric finite element simulation
carried out using FEMM (Finite Element Method Magnetics) with and without cur-
rent. The ferromagnetic core and armature are designed to guide the magnetic field
avoiding magnetic saturation. These simulation results are also used to calculate the
actuation force. At 0.5 A, the calculated force is 0.55 N.

(a)

4.051e-001 : 4.501e-001
3.602e-001 : 4.051e-001
1 3.602e-001
2.702e-001 : 3.152e-001
2.252e-001 : 2.702e-001

O T

Density Plot: |B|, Tesla

Fig. 7. Finite element simulation of the actuator: magnetic field at 0 A (a) and at 0.5 A (b)

The prototype of the actuator has a resistance of 6.2 Q and an inductance of 1.9
mH. Fig. 8 presents the frequency response of the actuator.

In order to determine the stiffness of the membrane the modification of the reso-
nance frequency of the system was measured with and without an additional mass.
Equation (1) gives w, and w,,,, the resonant angular frequencies respectively for a
system without and with additional mass as a function of m the effective mass, Am
the additional mass and K the stiffness. From (1) we obtain Equation (2) that gives the
effective mass.

(D
K
kaAm T\ m+am
wOAmZ
m=-4c___ - (2)
wOAmz
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Bode Diagram - System without additional mass Bode Diagram - System with additional mass
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Fig. 8. Experimental results: Bode diagrams with and without additional mass used to deter-
mine the actuator characteristics. A sinusoidal signal of amplitude 0.5 V and a frequency from
100 to 1000 Hz was applied to the actuator. The displacement is measured with a Keyence LC-
2220 Laser sensor.

Fig. 8 present the Bode diagrams for the system with and without an additional
mass. The resonant frequencies are fy, =405 Hz and f, = 515 Hz respectively for
the system with and without added mass. Then, it appears that m = 0.0814 g and
K=852Nm’.

The actuation force F is given by F = —K.x where x is the displacement from the
equilibrium position. At 0.5 A, the measured displacement is 0.6 mm, what is equiva-
lent to a force F = 0.51 N. This value is very close to simulation results (0.55 N).

According to [15], the bandwidth over which the human tactile system can detect vi-
bration ranges from 0.4 Hz to 700 Hz; with an optimal detection at 200 Hz. The actuator
is well adapted for tactile stimulation since it can provide stimulations up to 500 Hz.

Eight actuators were embedded into the gamepad positioned as shown on Fig. 9 ac-
cording to the experimental results. The gamepad shell was rebuilt to integrate new slots
for the actuators and the electronic board. Each actuator is wedged between the shell and a
cap. The caps are mainly made of a central silicone membrane. This membrane is useful
for filtering the vibrations and isolates the shell ensuring a local tactile stimulation.

Fig. 9. Gamepad interior view: 8 actuators and the electronic board are embedded in new
special slots
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Fig. 10 shows a schematic view of the control principle. The actuators behavior is
controlled by a microcontroller that drives 8 MOSFET transistors and a programma-
ble power supply. Each transistor is connected to an actuator coil. The vibration fre-
quency is controlled by the transistor switching frequency. The amplitude of the
vibration is given by the programmable power supply that can deliver 4 different en-
ergy levels.

DC/DC —‘
Amplitude Programmable
control power supply ) §
' G!
I @S
1
U ! Mosfet 1 Coil 1
1 ' '
) Command Frequency i ‘: ':
N control E ! :
! 1
i ;
Computer G@ §
S
Electronic board Mosfet 8 Coil 8

Fig. 10. Electronics and command functional diagram

The device described above allows the creation of compound vibrotactile stimuli
called “vibrotactile patterns”, which can be linked in order to form a vibrotactile “lan-
guage”. A vibrotactile language is thus a structured set of vibrotactile patterns, which
convey a certain sense and represent several more or less abstract concepts (e.g. emo-
tions, navigational concepts). If well-designed, these vibrotactile patterns and the
respective vibrotactile language should be as easy to understand as visual icons.

In the case of the gamepad described in this paper, the created vibrotactile patterns are
stored in the microcontroller. They are called by a command coming from the computer.

A user study focusing on the creation and validation of such vibrotactile patterns
for conveying emotions has been done. After this first study, the most intuitive vibro-
tactile emotional patterns have been selected, integrated in a specifically designed
game for the enhancement of the emotional competences of children with autism and
presented to such children. The understanding and use of emotional vibrotactile pat-
terns by children with autism has been evaluated in this second user study. These two
studies are briefly described below.

4 User Studies

The first user study had two major objectives. First, we wanted to see how vibrotactile
emotional patterns could be produced and how this production can be assisted by
external aids (audio or verbal). Second, we wanted to test the recognition of tactile
patterns by users who had not created them.
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In order to achieve these objectives, we applied a two-phases procedure. In a first
phase, 9 users (3F/6M), aged from 22 to 25 (M = 23, SD = 0.9), created a number of
vibrotactile patterns corresponding to six basic emotions. The basic emotions which
simulated in vibrotactile patterns were anger, disgust, fear, happiness, sadness and
surprise. The users could manipulate the following parameters: amplitude, frequency,
duration of the activation of the actuators and the spatial distribution in order to con-
vey an emotional meaning. They could also use 2 types of different aids: 1) verbal
aids in the form of words and idioms describing different sensations and phenomena
conveying emotions, and 2) audio aids in the form of extracts of soundtracks again
conveying different emotions. In the second phase, 4 users (2F/2M) who had not par-
ticipated in the first phase of the study had to match the created vibrotactile patterns
with the 6 basic emotions.

A total of 144 vibrotactile patterns were created. Both the verbal and the audio aid
proved to be useful. The vibrotactile pattern creators relied equally on both of these
aids (i.e. they relied on the audio aid in 51% of the cases and on the verbal aid on 49%
of the cases). All the 144 vibrotactile patterns created in the first phase of the experi-
ment were matched to basic emotions in the phase 2 of the test. One user managed to
work on all 144 patterns. The other users worked on 96 patterns each. In this way,
every vibrotactile patterns was treated by 3 test participants. All the patterns were
matched to basic emotions. The easiest “correct” associations were the ones with the
emotions of surprise and anger. The most difficult “correct” association was the one
with the disgust. These results show that the vibrotactile gamepad allows the creation
of a large variety of vibrotactile patterns conveying different emotional messages.
These patterns can also been recognized by people who have not created them.

The second user study was based on the first one. Thus, the most intuitive emo-
tional patterns corresponding to each of the 6 basic emotions had been selected and
integrated in a specifically designed video game for the enhancement of the emotional
competences of children with autism. Nine children, all of them boys aged from 10 to
16 participated in the study. The typical test setting is presented in Fig. 11.

Fig. 11. Test settings. The child uses the tactile gamepad with a serious game assisted by a
therapist.

All the children participating in the study had problems identifying basic emotions.
As far as tactile perception was concerned, 3 of them were hypersensitive, 2 of them
were hyposensitive and the others had no particular distortions. Despite these percep-
tual differences, all of them easily accepted the use of the vibrotactile gamepad.
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No rejection of tactile stimulation was noted. Furthermore, our observations showed
that 50% of the participants relied on vibrotactile stimulations in order to identify,
recognize and memorize the different emotions presented in the game. Another result
showed that the vibrotactile stimulations were used by the children to help focusing
their attention on the events in the game. Vibrotactile stimulations also seemed to help
reducing stereotypical behaviours.

5 Conclusion

This paper presents a tactile gamepad capable of conveying emotions via a tactile
stimulation. The device is composed of eight actuators distributed on the shell. In
order to identify the locations for the actuators, another gamepad was equipped with
16 sensors. 20 subjects played three different kinds of video games using this “meas-
uring” gamepad. Results shows the zones were the hand is in quasi-permanent contact
with the gamepad. Actuators were specifically designed for providing haptic feed-
back. Each actuator vibration can be modulated in frequency (0-500 Hz) and ampli-
tude (0-0.55 N) independently.

The integrated gamepad was used in two tests. First, tactile patterns were created
by a group of users and tested in order to define the most adequate stimulation for
each emotion. Then, the second test was done with 9 children. The gamepad and the
tactile patterns were integrated with a serious game. The preliminary evaluation
shows a good acceptance for tactile stimulation. Tactile stimulation seems to be useful
for emotion recognition and to help reducing stereotypical behaviours. These results,
though very preliminary, are encouraging. Specific tests on the advantages of using
the vibrotactile gamepad for the enhancement of the emotional competences of chil-
dren with autism are currently being done.
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Abstract. Active touch is often described as yielding “better-quality” informa-
tion than passive touch. However, some authors have argued that passive-
guided movements generate superior percepts due to a reduction in demands on
the haptic sensory system. We consider the possibility that passive-guided con-
ditions, as used in most active-passive comparisons, are relatively free from
cognitive decision-making, while active conditions involve cognitive loads that
are quite high and uncharacteristic of normal sensory processes. Thus studies
that purport to show differences in active and passive touch may instead be re-
vealing differences in the amount of cognition involved in active and passive
tasks. We hypothesized that passive-guided conditions reduce not the sensory
load but the cognitive load that active explorers must bear. To test this hypothe-
sis Blood Oxygen Level Dependent (BOLD) activity was measured using func-
tional Magnetic Resonance Imaging (fMRI) during active and passive-guided
fingertip exploration of 2D raised line drawings. Active movements resulted in
greater activation (compared with passive movements) in areas implicated in
higher order processes such as monitoring and controlling of goal-directed be-
havior, attention, execution of movements, and error detection. Passive move-
ments, in contrast, produced greater BOLD activity in areas associated with
touch perception, length discrimination, tactile object recognition, and efference
copy. The activation of a greater number of higher-order processing areas dur-
ing active relative to passive-guided exploration suggests that instances of pas-
sive-guided superiority may not be due to the haptic system’s limited ability to
cope with sensory inputs, but rather the restriction imposed by the use of a sin-
gle finger such that active exploration may require cognitive strategies not de-
manded in the passive condition. Our findings suggest that previous attempts to
compare active and passive touch have, in order to simplify tasks, inadvertently
introduced cognitive load at the expense of normal sensory inputs.

Keywords: Active, passive-guided, fMRI, raised lines, cognitive load.

1 Introduction

Gibson’s [1] work distinguishing touching from being touched provided insight into
how perceptual awareness may be modulated by self-generated actions (see also [2]).
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In Gibson’s experiments passive touch consisted of having a stimulus pressed upon
the skin with no (intended) subsequent movement. However, the term “passive touch”
has more recently been applied to situations where the stimulus is moved across the
skin by an experimenter, or where the hand of the participant is guided in such a way
that the input can resemble that of active exploration, but with movement being exter-
nally-generated [3].

Self-generated movements involve the intent to, the planning of, the preparation
for, and execution of, movement [4]. None of these are thought to be involved in pas-
sive exploration. Active movements may also contain a copy of the efferent signal
used to predict the sensory consequences of motor commands [5]. The efference copy
is used to make a comparison between the expected and actual movement, allowing
updating to fine-tune action. Christensen et al. [6] suggest that the comparison process
is likely mediated by brain structures associated with motor preparation and sensory-
motor integration, such as the intraparietal [7] and ventral premotor cortices [8]. Since
passive movements do not generate an equivalent motor signal, the consequences of
these movements cannot be compared with a prediction. This may be the mechanism
by which people distinguish their active from their passive movements [5].

Although active touch is often described as yielding “better-quality” information,
some authors have argued that passive movements generate superior percepts. For
example, Magee and Kennedy [9] have suggested that the act of planning (see Grezes
& Decety’s [4] features of self-generated movements outlined above) associated with
active touch overtaxes “the limited resources of the haptic system” (p. 288). Passive
touch is not so taxed, they claim — an idea that has remained speculative for 30 years.

Richardson and Wuillemin [10] were able to partly replicate Magee and Kennedy’s
[9] finding of passive superiority but suggested that their explanation of active infe-
riority (i.e. overtaxing the haptic system) was implausible. Richardson, Wuillemin
and MacKintosh [11] argued that the “act of planning” is more cognitive than sensory
and that the responsibility for the production of movement is not a potent determinant
of, or a genuine component in, the accuracy of tactual pattern recognition. Thus, Ma-
gee and Kennedy’s [9] task may not have been one that revealed limitations in the
haptic sensory system, but a task that instead revealed how their active subjects were
obliged to recruit more cognitive strategies than were their passive counterparts.
Symmons, Richardson and Wuillemin [12] critically reviewed many active-passive
comparisons and concluded that task-type was the significant variable determining
whether active or passive touch was superior, or whether they were equivalent. They
proposed a theory of “cognitive complexity” to explain their findings. A means of
further exploring the cognitive differences between active and passive touch could
include the observation of brain areas associated with cognition that are hypothesized
to be recruited during active, but not passive, exploration.

Some brain structures have been shown to produce differential levels of activation
during active and passive movements. Simdes-Franklin, Whitaker and Newell [13]
had participants perform roughness estimates of sandpaper in active (i.e. subjects
freely explored the surface) and passive (i.e. sandpaper was moved under each per-
son’s finger) conditions. Using fMRI they found greater activation during active
exploration, relative to passive exploration, in the anterior cingulate cortex
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(ACC)/pre-supplementary motor area (pre-SMA). Mima et al. [14] compared active
and passive flexion-extension movements of a finger joint. Using Positron Emission
Tomography they showed that brain structures activated to a greater extent by active
movement included the left primary sensorimotor complex localized to the antero-
medial part, the SMA, the left lateral premotor cortex, the left inferior parietal lobe,
the right superior temporal lobule extending to the inferior parietal lobe, the right
cerebellum, and the bilateral basal ganglia. Weiller et al. [15] provided further empiri-
cal support for active and passive differences in brain activity, finding that when ac-
tive was compared with passive movement of the right elbow, significant regional
Cerebral Blood Flow increases appeared in the inferior SMA, the dorsal ACC, the
precuneus, and bilaterally in the posterior part of the putamen.

Activation of these areas is associated with a variety of functions. For example, ac-
tivation of the primary sensorimotor complex, basal ganglia, dorsal ACC, SMA and
cerebellum are all associated with the execution of motor tasks [16-19]. The putamen
plays a role in motor tasks and movement sequences [20], while the inferior parietal
lobe is thought to be important in the integration of sensorimotor signals [21].

Consistent with the ideas expressed by other researchers (e.g. [9]), some of these
areas are associated with “planning”. The ACC has been associated with executive
function [22] while the pre-SMA has been linked to functions such as movement se-
lection. Passingham (1993, cited in [4]) found that the lateral premotor cortex is “as-
sociated with planning, programming, initiation, guidance, and execution of simple
and skilled motor tasks” (p. 10). The SMA has a role, according to Shima and Tanji
[23], in planning complex movements and coordinating movements involving both
hands. Further, the SMA projects directly to the primary motor cortex and is thought
to be functionally involved in simple tasks, motor execution and automatic
performance [4].

The question here is whether or not active inputs are different from those that arise
from passive-guided movements. Most of the studies mentioned above did not direct-
ly address what we consider to be the crux of the active-passive debate — they did not
explore active-passive differences in haptic information gathering. Here we are inter-
ested in how the possible “purposefulness and responsibility” of active exploration
may enhance perception for active subjects or, conversely, how the “freedom from
decision-making” in passive-guided conditions may favor passive explorers. This
experiment attempts to explore what “active” sensing entails in terms of the recruit-
ment of neural systems. Specifically, this experiment was designed to investigate how
the brain receives and processes sensory signals during active and passive-guided
exploration of 2D, raised line stimuli.

Our hypotheses were that active and passive-guided exploration would result in
similar sensory processes, but that active exploration would result in more cognitive
activity as demonstrated by greater mean signal amplitude and cluster size in specific
brain areas (e.g. ACC). Further, if participants in the passive-guided conditions are
“freed from decision-making”, and thus can devote resources to mentally image the
stimuli and contemplate the identifying names, greater activation should be evident in
some visual and auditory-related areas, relative to active conditions.
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2 Method

2.1  Participants

Six men and six women (M = 27.4 years, SD = 8.9 years) participated. All were right-
handed according to the Edinburgh Handedness test [24], with no history of neurolog-
ical illness.

2.2 Stimuli and Apparatus

Stimuli consisted of 13 continuously traceable figures (see Figure 1 for examples)
produced using raised line paper. The tangible lines were approximately 1 mm in
height. Ten of these figures were used as experimental stimuli, two were used for
practice purposes, and one figure was used in a pre-experiment training session. The
stimuli were randomly allocated to active/passive conditions between subjects.

Fig. 1. Examples of 2D raised line stimuli used in the experiment

2.3  Procedure

Experimental Task. fMRI sessions were configured in a block design. The duration
of a block was 28.1 seconds and each block comprised 5 consecutive scans (TRs),
each lasting 5.62 seconds. The 5 consecutive scans gave participants adequate time to
build a mental representation of a 2D stimulus, while a 28.1 second “rest” condition
allowed the hemodynamic response to return to baseline before the next experimental
condition. Each block contained one of three conditions: active exploration, passive
exploration, or a baseline “rest” condition.

Ten exploratory blocks were used (5 active and 5 passive). Blocks were presented
to half of the participants as: active, rest, passive, rest, active, rest, etc. To avoid order
effects, the other half completed the trials in the reverse order (i.e. passive, rest, ac-
tive, rest, etc.). The start and end of active and passive blocks were signaled to the
experimenter via headphones — only the experimenter heard the auditory cues. The
experimenter indicated the start of each block to participants by tapping the thigh
contralateral to the hand used to explore the stimuli; one tap indicated an active block,
two taps a passive block. The start of the resting phase was also signaled by a thigh
tap. During “rest” participants lay quietly without any intentional movement. Partici-
pants were asked to keep their eyes closed for the duration of their session.
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Controls. To hold constant the effects of tactile stimulation and make the active and
passive conditions as similar as possible, the experimenter’s hand was placed on each
subject’s hand during every trial, including rest. In the passive condition the experi-
menter’s hand guided the subject’s hand around the stimuli, while in the active condi-
tion the experimenter’s hand lightly gripped each participant’s exploratory hand while
they moved themselves around each stimulus.

Practice Phase. Participants needed to learn to circumnavigate the stimuli within 5.62
seconds during the experimental task. A practice phase occurred before the experi-
ment proper (and before entering the fMRI machine) in which participants were given
instructions advising them that they were required to navigate around each stimulus in
approximately 5 seconds. They were shown how to explore the stimuli in a clock-
wise manner, starting at the bottom left-hand corner of each stimulus, and using the
index finger of their right hand. Exploration was to be in a smooth and continuous
fashion for the duration of each trial; it was explicitly stated that in the active condi-
tion participants were not to repeatedly examine a small section of the stimulus and
ignore the rest but to continuously move around the stimulus in the manner just de-
scribed. During the practice phase participants were given two stimuli that did not
appear in the experimental set.

Pre-experiment Training. When participants entered the fMRI machine they were
given one more stimulus (that was distinct from the experiment and practice stimuli)
so that they could practice exploring stimuli under the limitations imposed by this
machine (e.g. variation in body position). They were monitored visually while they
performed this task to ensure that it was performed correctly.

Participants were also told that at no time were they to talk while the fMRI ma-
chine was operational. Further, they were not required, at any stage, to identify (ver-
bally or otherwise) the figure they were exploring. Identification of each stimulus was
not considered important. Post-scanning questioning provided participants with the
opportunity to verbalize whether or not they felt they had correctly identified the sti-
muli — feedback was given at this point.

2.4  Design and Analysis

Functional images were acquired on a 1.5 Tesla MR Siemens scanner using a stan-
dard head coil. Spin-echo echoplanar imaging was used to acquire functional images
(TR = 5620 ms, TE = 62 ms, flip angle = 90°, matrix = 128 x 128, voxel size = 5.0
mm x 5.0 mm x 5.0 mm) of the whole head. Structural scans were also acquired for
each participant (matrix = 256 x 256, voxel size =1 x 1 x 1, TR = 1940 ms, TE = 3.08
ms, TI = 1100 ms, flip angle = 15°), consisting of 176 coronal slices.

Image processing and statistical analysis of fMRI data were performed with SPMS5
(http://www fil.ion.ucl.ac.uk/spm/software) running on Matlab 7 (The MathWorks,
Natick, Massachusetts, United States). Images were converted from the raw DICOM
format to the ANALYZE format adopted in the SPM package. The functional
images were realigned to correct for head movements, normalized to standard brain
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coordinates (Montreal Neurological Institute, MNI, standard space) and spatially
smoothed with an isotropic 8 mm full-width at half maximum Gaussian kernel.

Individual subject-level statistical analyses were performed using the General Li-
near Model. One active condition, one passive condition and a rest condition (base-
line) were modeled using a canonical hemodynamic response function. Contrast maps
of active vs. passive, passive vs. active, passive vs. rest, and active vs. rest were ob-
tained. Group analysis, comparing the means of various measures, was done using a
random effects inference with a one-sample #-test.

Cluster detection was performed on all voxels above the p = .05 threshold to de-
termine clusters significantly activated between conditions (active > rest, passive >
rest, active > passive, passive > active). Significant differences were assumed at p =
.05, corrected for multiple comparisons using False Discovery Rate. The averaged
structural brain of the 12 participants was used to overlay functional maps using
MRIcro (http://www.cabiatl.com/mricro/mricro/index.html). Functional anatomical
regions corresponding to the MNI coordinates were obtained using probabilistic atlas-
es (Harvard-Oxford Cortical, Harvard-Oxford Subcortical Atlases and the Cerebellar
Atlas in MNI152 space after Normalization with FLIRT) integrated with FSLView
version 4.1 (FMRIB Software Library, www.fmrib.ox.ac.uk/fsl).

3 Results

To assess differences in activation between active and passive-guided exploration
tasks, these conditions were contrasted directly. Active exploration was found to pro-
duce a greater number of activated regions (see Figure 2). Clusters of activation in this
task appear to fall into 4 general areas: parietal regions (superior parietal lobule and
supramarginal gyrus), occipital regions (right lateral occipital cortex and left occipital
cortex), cerebellum (right vermis VI) and the frontal area (frontal orbital cortex and
ACC). This last area, the ACC, produced the largest area of activation (Kg = 1163).

During the passive-guided exploration task, relative to active, significantly greater
activation was observed in four regions: right middle temporal gyrus, right parietal
operculum cortex, the right lateral occipital cortex, and the left middle temporal gyrus
(see Figure 3).

Compared to the rest condition participants’ passive exploration of raised line
drawings via experimenter-guided hand movements resulted in clusters of activation
in both ipsilateral and contralateral postcentral gyri. These areas correspond to the
domain of the somatosensory cortex and are expected as they are the primary regions
receiving sensory afferents. Activation was also evident within the cerebellum which,
although speculative, may be related to proprioceptive afferents from the arm during
the passive movement.

The active exploration task, relative to rest, shares similar regions of activation to
the passive exploration task. That is, activation of both ipsilateral and contralateral
somatosensory areas as well as numerous sub-regions of both cerebellar hemispheres.
Activation of the precentral gyri was also detected, which corresponds to motor
function.
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Fig. 2. Areas of significant increase of BOLD (red) when active movements were contrasted
with passive-guided movements. Pixels significant at p = .05 are displayed. The statistical
parametric map was overlaid onto the averaged brain of the 12 participants.

Fig. 3. Areas of significant increase of BOLD (red) when passive movements were contrasted
against active movements. Pixels significant at p = .05 are displayed. The statistical parametric
map was overlaid onto the averaged brain of the 12 participants.
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4 Discussion

Consistent with Weiller et al. [15] and Sim&es-Franklin et al. [13] we found that when
active movement was compared with passive there was a significant BOLD increase
in the ACC. Stephan et al. [19] suggest that the dorsal ACC is associated with the
execution of movement, while Bush et al. [22] proposed that this area is coupled with
executive functions such as monitoring and controlling goal-directed behavior. The
most popular interpretation of ACC activation, however, is that the magnitude of the
ACC’s response to a given action is proportional to the perceived likelihood of an
error occurring during that action [25]. This seems to serve as “an early-warning sys-
tem that recruits cognitive control” [25, p. 1120] and adjusts motor acts in response to
incorrect execution of those acts [26]. Increased activity in the ACC during active
movements relative to passive is, perhaps, explained by the possibility of committing
an error in this condition, e.g. falling off the raised line, ending exploration too soon,
or continuing to explore “incorrectly”. The experimenter kept each participant’s fin-
ger “on the line” in the passive-guided condition, and thus errors were not possible.
Alternatively, the ACC may have been less responsive during passive movements
because being “passive” is incongruous with being “goal-directed”, and thus passive
movements may not take movement errors into account. These differences in the acti-
vation levels of brain regions associated with planning are of relevance to findings
reported by Magee and Kennedy [9] and others suggesting that active perception in
tactile recognition tasks is hampered by planning.

Activation of the frontal orbital cortex suggests that higher order processing was
recruited for active but not passive conditions. Although the exact role of this region
remains unclear, Bechara, Damasio and Damasio [27] have put forward a theory that
the frontal orbital cortex is part of a large-scale system that mediates decision making.
The activation of the frontal orbital cortex, and the ACC for that matter, provide pre-
liminary evidence in support of Symmons et al’s [12] cognitive load hypothesis (i.e.
performance during active exploration may be impeded because of the cognitive strat-
egies an active explorer is obliged to recruit).

An increase in activity in the parietal lobe in active relative to passive-guided
conditions may reflect a transient increase in attentional processes [28]. Pardo, Fox
and Raichle [29] and Rosen et al. [30] also found activation in the superior parietal
lobe during attentionally demanding tasks.

Much like Reddy, Floyer, Donaghy and Matthews [31] we found that the cerebel-
lum was activated more during the active task than the passive. Reddy et al. argue that
the cerebellum may generate the prediction that is compared with actual sensory
feedback used to coordinate on-going movement. Mima et al. [14] and Gao et al. [32]
have made similar attributions of function during active movements.

The lateral occipital cortex was, overall, more active during the active movement
task, while the middle temporal gyrus was more active in the passive-guided condi-
tion (relative to one another). Both of these areas are part of the ventral (“object”)
pathway [33], which is specialized for form discrimination and object identification
[34-35]. Interestingly, James, Servos, Kilgour, Huh and Lederman [36] and Kitada,
Johnsrude, Kochiyama and Lederman [37] have shown that the occipital-temporal
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pathway is involved in haptic shape perception, particularly of three-dimensional
objects. The late visual processing regions (i.e. middle temporal gyrus) contribute to
object naming and recognition memory [38].

Due to an absence of evidence for active/passive differences in perceptual judg-
ments (i.e. actual ability to identify stimuli) we can do little more than speculate as to
why this area (i.e. the middle temporal gyrus) was more responsive during passive
tasks. It may have been that freedom from movement planning and execution leaves
the brain with additional resources which it can then devote to other tasks, in this case
object identification. We provide this interpretation of our results cautiously in light
of past work regarding “intentions” [39]. Specifically, even if active and passive
movement patterns were equivalent, the resulting patterns of brain activity and the
perceptual consequences may not have been depending on the intention (e.g. “action”
or “perception”) caused by these movement types. As an example, Zelano et al. [40]
found that odorants were processed differently (i.e. gated) depending on whether a
person’s intention was to breathe or to smell.

Understanding the differences in activation of various brain areas during active and
passive exploration is a matter of some interpretation. In brain areas where blood flow
during active trials significantly exceeds that of the passive trials, some indication is
provided of those aspects of performance that may either give a relative advantage to
active performance (as reported in Philips [41], for example) or impede performance
compared with that of the passive condition (see [9], for example). For the active task,
these areas include the right lateral occipital cortex, cingulate gyrus, right supramar-
ginal gyrus and vermis VI in the cerebellum.

Comparatively greater activation in brain areas during passive performance may
mean that these areas become relatively active when no longer inhibited by other
areas involved in active performance, or may compensate in some way for the ab-
sence of usual active input. Alternatively, such differences could also signal attenua-
tion of activity in those areas during active task performance. If we are considering an
argument consistent with that proffered by Blakemore et al. [5], it may be that one of
these areas is the site of the hypothesized “forward model”. Voss, Ingram, Haggard
and Wolpert [42] suggest that the likely site of attenuation of afferent sensation during
voluntary actions arises upstream of the primary motor cortex. Thus, although greater
activity in areas to do with attention to, and recognition of, objects during the passive
condition could arise because there is no forward model against which to automatical-
ly compare object attributes, it might be more parsimonious to suggest that a more
detailed examination of each object was required.

In conclusion, our findings do not support the view that instances of superiority of
passive-guided exploration over active exploration can be attributed to limits of the
haptic system’s ability to cope with inputs. The implausibility of this idea is demon-
strated by the fact that we can use all fingers simultaneously when palpating an object
and no “sensory overload” results. We maintain that, based on our results, many com-
parisons of so-called active and passive performance with tactile stimuli fail to take
account of the higher cognitive load that some active exploration entails. We plan
further studies to test the hypothesis that active and passive comparisons of tactually
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presented raised line drawings may not be valid tests of touch, but are instead tests
with varying degrees of cognitive load.
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Abstract. Although object handover between people is a commonly performed
task, little about underlying control mechanisms is known. The present study
examined haptic contributions in object handover. On each trial one participant
held an object and passed it to the other participant at self-selected, fixed or
randomly varied positions. In some trials, the receiver wore a glove to attenuate
tactile information. The results showed that the passer’s time of grip release rel-
ative to contact was later when the transfer location randomly varied or when
the receiver wore the glove. On the other hand, forces at contact dropped across
trials with negligible effects of glove or transfer location. In conclusion, the
present study demonstrated that the dyad reduced redundant forces at contact by
forming a stereotypical handover movement in a feedforward manner, while the
sensory feedback modulates timing of object handover to avoid premature re-
lease of grip by the passer.

Keywords: Joint action, Cooperation, Motor control, Object Manipulation.

1 Introduction

People hand over objects to one another smoothly and effortlessly as part of daily life.
Coordinating action with another person is not a trivial task, however. In one-person
lifting of an object using precision grip (opposed index finger and thumb), grip force
normal to each contact surface allows the development of frictional resistance against
the vertical load force tangential to the contact surface. In order to prevent the object
from slipping, the product of the grip force and the coefficient of friction between the
digits and the object must exceed the load force with a small safety margin [1]. In two-
person object transfer, in addition, position and time of handover is not certain, and
there is a risk of the receiver dropping the object if the passer releases the object too
soon. On the other hand, if the passer hesitates in releasing the grip at the appropriate
time, the receiver’s grip may slip due to unexpected drag from the passer. Despite such
complexities in coordinating action with another, casual observation suggests that
people are easily able to hand over an object. How do humans perform an object han-
dover when there is uncertainty in the partner’s action? One possibility is that people
learn the spatio-temporal cues of object handover to prevent miscommunication
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© Springer-Verlag Berlin Heidelberg 2012
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between the partners. When a person singly manipulates an object, his/her gaze posi-
tion proceeds the actual action, reflecting unfolding of the motor plan [2]. A study has
shown that people also predictively orient their gaze towards the other person’s grasp-
ing behaviour as though the observer is performing that action by him/herself [3].
Thus, it is plausible that humans learn and predict movement characteristics of their
cooperative partner in order to perform object handover.

Thus, the present study investigated the effects of uncertainly about the partner’s
movement on grip forces during transfer of object possession between a passer and
receiver. In this study, participants were asked to pass an object from one to the other
while uncertainty in the task was manipulated. In order to examine tactile effects, we
reduced tactile sensitivity for the receiver in grasping object, by the receiver wore a
glove on the receiving hand. The predictability of the passer’s movement was varied
by instructing the passer to transfer the object to a fixed location repetitively or to
varying locations in a random order. It was hypothesised that partial loss of haptic
feedback about the object or increased uncertainty about the partner’s movement
would result in higher interaction force, higher grip force at contact and increased
contact period of the dyad.

2 Method

2.1  Participants

10 right handed participants were recruited at the University of Birmingham. The
average age of the participants was 31.4 years (SD = 5.6 years) and five were female.
The participants were randomly paired and assigned to the roles of Passer or Receiver
for the duration of the task. The Passer was defined as the person who brought the
object from a starting location to a transfer location. The Receiver then took the object
out of the Passer’s hand at this transfer location and placed it on the final location.

2.2  Apparatus

The object was a custom-made 3D printed symmetric plastic structure in which were
mounted three 6 DoF force/torque (FT) sensors (see Fig. 1a). The object was 13 cm in
length, 6 cm in height and 2.5 cm in width at the ends and its total weight was 150 g.
Pairs of participants were asked to use precision grip (thumb pad opposing pads of
index and middle fingers) to grasp the sides at each end of the object indicated by a 3
cm x 3 cm square. Two FT sensors (ATI Nanol7, USA) mou